Memristive Spiking Neural Networks Trained with Unsupervised STDP
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Abstract: Neuromorphic computing systems are promising alternatives in the fields of pattern recognition, image processing, etc. especially when conventional von Neumann architectures face several bottlenecks. Memristors play vital roles in neuromorphic computing systems and are usually used as synaptic devices. Memristive spiking neural networks (MSNNs) are considered to be more efficient and biologically plausible than other systems due to their spike-based working mechanism. In contrast to previous SNNs with complex architectures, we propose a hardware-friendly architecture and an unsupervised spike-timing dependent plasticity (STDP) learning method for MSNNs in this paper. The architecture, which is friendly to hardware implementation, includes an input layer, a feature learning layer and a voting circuit. To reduce hardware complexity, some constraints are enforced: the proposed architecture has no lateral inhibition and is purely feedforward; it uses the voting circuit as a classifier and does not use additional classifiers; all neurons can generate at most one spike and do not need to consider firing rates and refractory periods; all neurons have the same fixed threshold voltage for classification. The presented unsupervised STDP learning method is time-dependent and uses no homeostatic mechanism. The MNIST dataset is used to demonstrate our proposed architecture and learning method. Simulation results show that our proposed architecture with the learning method achieves a classification accuracy of 94.6%, which outperforms other unsupervised SNNs that use time-based encoding schemes.
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1. Introduction

With explosion of data today, conventional von Neumann architectures are undergoing severe challenges. The memory wall problem and the energy problem are main bottlenecks [1]. Researchers have put a lot of efforts to find new architectures to avoid or relieve these issues. Neuromorphic computing and logic-in-memory, which are promising alternatives for conventional von Neumann architectures, have attracted a lot of attention [1–6]. An emerging device, called memristor, is widely employed in neuromorphic computing systems. These systems use memristors as synapses to store synaptic weights and implement multiplication and addition by physical processes, which are energy-efficient. For instance, Payvand et al. proposed a neuromorphic system with non-ideal memristive devices and demonstrated the system using behavioral simulation [7]. There are mainly two kinds of memristive neuromorphic computing systems: voltage-based systems and spike-based systems [1,2,8–11]. Previous literature has shown that the main signals transmitted in mammalian brains are spikes [12]. Therefore, researchers think spike-based systems are more biologically plausible.
than voltage-based systems. Memristive spiking neural networks (MSNNs), which are a kind of spike-based neuromorphic computing systems, have been studied broadly in recent years.

To execute specific tasks, MSNNs should be trained with proper learning methods. There are many learning algorithms for spiking neural networks (SNNs), and they can be employed in hardware frameworks (such as TrueNorth) with some constraints and modifications [13–16]. A lot of recent works focus on implementing error backpropagation in SNNs. Bohte et al. proposed a backpropagation method called SpikeProp to train SNNs [13]. Lee et al. also presented a backpropagation method that obtained excellent performance on the MNIST dataset [14]. Some works tried to convert pre-trained conventional artificial neural networks (ANNs) into SNNs and achieved competitive classification accuracies on the MNIST dataset [15,16]. However, backpropagation-based learning algorithms are not biologically plausible. Inspired by working mechanisms of human brains, lots of researchers pay attention to the spike-timing dependent plasticity (STDP) learning rules, which are more biologically plausible. Cohen et al. used the SKIM network to perform a large-scale and multi-class classification task [17]. Querlioz et al. and Diehl et al. gave architectures and unsupervised STDP learning methods for shallow SNNs [9,18]. Thiele et al. proposed a learning method for convolutional SNNs based on STDP [19]. Zhang et al. used a plasticity-centric approach to train multilayer SNNs and obtained the highest performance within STDP-based SNNs [20]. Note that the encoding schemes of above STDP-based SNNs are all rate-based, i.e., the information is transmitted by spike rate. Whereas, some researchers have showed that time-based SNNs may be more efficient in processing and hardware implementation [21,22]. Moreover, they think the first spike is enough to transmit information. Kheradpisheh et al. presented a time-based deep convolutional SNN and gave corresponding unsupervised learning rules [12]. Liu et al. proposed a time-based hierarchical structure based on supervised STDP learning rules [22].

However, most of above SNNs and learning rules are not friendly to be implemented in MSNNs due to their complex architectures and mechanisms. SNNs in ref. [9,18] need to consider firing rates and refractory periods of neurons, and they require lateral inhibition and adaptive threshold voltages. SNNs in ref. [19] also need to consider firing rates and require lateral inhibition. Lateral inhibition and adaptive threshold voltages are required in ref. [22] as well. Other SNNs have similar requirements. These requirements increase hardware complexity and are undoubtedly unfriendly to hardware implementation with memristors. For instance, consideration of firing rates and refractory periods increases the design complexity of CMOS neurons, lateral inhibition and adaptive threshold voltages add difficulties to hardware architectures.

In this paper, we present an MSNN architecture that is friendly to hardware implementation with memristor synapses and CMOS neurons. The architecture has an input layer and a feature learning layer. The input layer encodes input signals into time-based spikes, and the feature learning layer learns features. Additionally, there is a voting circuit after the feature learning layer for classification. To reduce the complexity of hardware implementation, the proposed MSNN has following constraints:

1. **No leakage currents.** Neurons in the proposed MSNN are integrate-and-fire. Their integrated voltages are reset only at the beginning of next processing duration.
2. **No firing rates and no refractory periods.** All neurons can generate at most one spike during a processing duration, and the spike is reduced to step signals for simplicity (this constraint reduces the complexity of CMOS neurons).
3. **No lateral inhibition.** The proposed MSNN is purely feedforward and has no lateral inhibitory neurons (the architecture complexity is undoubtedly reduced when no inhibitory neuron is required).
4. **No adaptive threshold voltages.** All neurons of the proposed MSNN have the same fixed threshold voltage for classification (the complexity of supplying a fixed threshold voltage is evidently lower than supplying various threshold voltages).

To train the proposed MSNN, we present an unsupervised STDP learning method that uses exact time difference between pre- and post-synaptic spikes. The learning process is unsupervised,
and labels are only required during label assignment of feature learning neurons. The winner-takes-all (WTA) mechanism is employed during the learning process, i.e., the first activated feature learning neuron learns the feature. The learning method uses no homeostatic mechanism due to the constraint of no adaptive threshold voltages. The proposed MSNN with the STDP learning method is tested with the MNIST dataset and achieves a classification accuracy of 94.6%, which outperforms other unsupervised SNNs that use time-based encoding schemes. The main contributions of this paper are:

1. We propose a hardware-friendly MSNN architecture, which decreases the hardware complexity by adding several constraints.
2. We present an unsupervised STDP learning method for the architecture.
3. The architecture with the learning method is validated by the MNIST dataset and achieves a classification accuracy that outperforms other time-based unsupervised SNNs.

The rest of this paper is organized as follows. Section 2 describes the detailed architecture of the proposed MSNN. The unsupervised STDP learning method for the proposed MSNN is presented in Section 3. Section 4 provides the results on the MNIST dataset, and Section 5 concludes this paper.

2. Architecture

The schematic of the proposed MSNN is shown in Figure 1. It has an input layer, a feature learning layer and a voting circuit. While previous SNNs have an inhibitory layer after the feature learning layer (each feature learning neuron corresponds to an inhibitory neuron), the hardware complexity is enhanced [9,18]. Unlike prior SNNs, our presented MSNN has no lateral inhibitory neurons and is purely feedforward. The neurons in the input layer generate spikes with time-based encoding scheme. Spikes are then propagated to the feature learning layer via synapses. For simplicity, spikes are reduced to step signals in the proposed MSNN. As shown in Figure 1, a memristor plays the role of a synapse, and there is a synapse between each pre- and post-synaptic neuron. The neurons in the feature learning layer learn different features. Finally, there is a voting circuit to determine which category the input pattern belongs to. Note that our time-based MSNN allows each neuron to generate at most one spike while other rate-based SNNs do not limit the number of spikes (when each neuron can generate multiple spikes during a process duration, firing rates and refractory periods should be considered, which increases complexity of hardware implementation).

![Figure 1. Schematic of the proposed MSNN.](image-url)
2.1. Input Layer

The spike encoding scheme is essential for the MSNN because it transforms input signals into spikes. These spikes transmit all information that is necessary for learning and classification. There are two main kinds of spike encoding schemes: rate-based and time-based. The rate-based encoding scheme transforms input signals into spike rates of input neurons, and the time-based encoding scheme transforms input signals into spike times of input neurons [18,23]. A rate-based neuron needs to consider refractory periods, firing rates and so on, which will increase the hardware complexity. In this paper, we chose the time-based encoding scheme because of the simplicity of hardware implementation. The time-based neuron only needs to generate a step signal when it is activated (the CMOS neuron only needs to output a high voltage when it is activated, which is more simple than generating spikes with specific shapes; note that the unsupervised STDP learning method should be designed suitably for the step signal). For the MNIST dataset, each input neuron corresponds to a pixel. The stronger the intensity of a pixel is, the earlier the corresponding neuron fires. There are many schemes to convert input signals into spike times of neurons. In ref. [22], the spike time of an input neuron is inversely proportional to the input signal. In this paper, their relationship is described as follows:

\[ t_i = p(1 - r_i/r_{\text{max}}), \]  

(1)

where \( t_i \) is the spike time of an input neuron, \( p \) is the processing duration for an input pattern (\( p \) is set as 100 \( \mu \)s according to [11], and \( p \) can be modified to different scales according to specific requirements), \( r_i \) is the corresponding pixel intensity and \( r_{\text{max}} \) is the maximum intensity of all pixels. In this paper, we set \( r_{\text{max}} = 250 \) directly. When an input neuron fires, it will generate a step signal with a fixed voltage. Assume the spike time of an input neuron is \( t_i \), its output can be described as \( V_f \cdot \epsilon(t - t_i) \). \( V_f \) is the fixed voltage, and \( \epsilon(t - t_i) \) is the step function.

2.2. Synapse

There is a synapse between each pre- and post-synaptic neuron. The synaptic weights are all positive in our proposed MSNN. Therefore, a memristor is enough to play the role of a synapse, and the conductance of a memristor is employed as the synaptic weight of a synapse. A vital reason that MSNNs can implement multiplication operations efficiently is that the multiplication operation is implemented by Ohm’s law [1]. The current flowing through a memristor is the product of the voltage applied on the memristor and the conductance of the memristor, which can be described by following equation:

\[ I = VG, \]  

(2)

where \( I \) is the current, \( V \) is the applied voltage and \( G \) is the conductance. Ohm’s law has been demonstrated that it works well in memristive neuromorphic systems [1,2,11], hence, it is reasonable to use (2) in simulations. It is important to note that the conductance range of memristors is finite in practical. We set the range as \([10^{-6} \text{ S}, 10^{-3} \text{ S}]\) according to practical memristive devices [1]. Previous literatures have shown that conductance of memristors can be programmed to an arbitrary value within the conductance range by programming circuits [23]. Therefore, it is reasonable to assume that the conductance of memristors for classification can be modified to suitable values according to learning results (some researchers use the switching stochasticity of memristors to build stochastic spiking neurons, however, the switching stochasticity is not used when memristors are employed as synapses [24]). The programming scheme is not the key point of this paper, and the programming scheme in ref. [23] can be adopted.

2.3. Feature Learning Layer

Most CMOS neurons in previous works are rate-based, and they consider many complex characteristics such as refractory periods, firing rates, and leakage currents [25,26]. These CMOS
neurons are biologically plausible but inefficient for hardware implementation. However, a neuron can generate at most one spike in our proposed MSNN. Hence, neurons are hardware-efficient because they do not need consider refractory periods and firing rates. Moreover, neurons in the feature learning layer are integrate-and-fire (IF) neurons. There is no leakage currents during a processing duration, and all neurons are set to initial states at the beginning of next processing duration. Therefore, the CMOS neuron used in our MSNNs is a reduced version of [25], which only comprises the integration part and the firing part. Feature learning neurons integrate currents flowing from input neurons, which can be formulated as follows:

$$C \frac{dV_j}{dt} = \sum_i I_{ij} = \sum_i V_f \cdot \epsilon(t - t_i) \cdot G_{ij}, \quad (3)$$

where $i$ and $j$ are indexes of the input neuron and the feature learning neuron, $C$ is the integration capacitance, and $V_j$ is the integrated voltage. Kirchhoff’s current law is used here to implement addition operations [1]. Note that Kirchhoff’s current law also has been demonstrated that it can work well in memristive neural networks [1,2]. For simplicity of hardware implementation, integration capacitance of all feature learning neurons is set as a fixed value. When the integrated voltage of a feature learning neuron exceeds a threshold voltage, the feature learning neuron is activated and fires a spike. Therefore, the output of the feature learning neuron can be written as $V_f \cdot \epsilon(V_j - V_{th})$. $V_{th}$ is the threshold voltage and it is set as a fixed value for simplicity of hardware implementation. The hardware complexity of supplying a fixed a threshold voltage is evidently lower than supplying various threshold voltages. When the spike time is noted as $t_j$, the output also can be written as $V_f \cdot \epsilon(t - t_j)$.

Feature learning neurons learn features according to learning method described in Section 3. The learned features are described by weights of synapses between the input layer and the feature learning layer. After the learning process, all feature learning neurons have learned different features that correspond to different categories (i.e., the weights of synapses are modified to learned values). The training set is then applied to the MSNN again to assign each feature learning neuron to a category. The assigning scheme is described as follows: The number of times that a feature learning neuron is first activated is counted. The number of times is then assigned to different categories according to labels of input patterns. Finally, the feature learning neuron is assigned to the category with the largest number of first activations.

2.4. Voting Circuit

A classifier is crucial for an SNN with unsupervised learning rules to fulfill classification. In ref. [12], a support vector machine is used as the classifier, which requires extra supervised learning. A multilayer neural network is employed as the classifier in ref. [27]. However, these classifiers are unfriendly for MSNNs because they assume that the threshold voltages are infinite in the final layers, which is impossible in practical. To reduce hardware complexity, a compact and practical classifier is designed for the proposed MSNN in this paper. As shown in Figure 1, the classifier is a voting circuit. The voting circuit does not work during the learning process. It determines which category the input pattern belongs to during the testing process. When an input pattern is applied to the MSNN, the voting circuit counts the first $N$ activated feature learning neurons ($N$ is the parameter that can be modified according to requirements). The category having the largest number of assigned feature learning neurons is given as the predicted category.

3. Learning Method

The synaptic weights between the input layer and the feature learning layer are learned by STDP. In refs. [9,18], several neurons can learn the same feature with different intensities according to their spike rates. However, our learning method uses the winner-takes-all mechanism, i.e., our learning method only allows the first activated feature learning neuron to learn the feature during a learning duration. This setup can help feature learning neurons learn features better according to our
experimental results. Our learning method is time-dependent because time plays a crucial role in the integration of voltages. The learning method is described as follows:

$$\Delta G_{ij} = \begin{cases} a^+(1 - e^{-\frac{t_i - t_j}{\tau}}), & \text{if } t_i \leq t_j, \\ a^-(1 - e^{-\frac{t_i - t_j}{\tau}}), & \text{if } t_i > t_j, \end{cases} \tag{4}$$

where $i$ and $j$ have been defined in (3), $t_i$ and $t_j$ are the corresponding spike times, $a^+$ and $a^-$ are two parameters that specify the learning rates, $\tau$ is the time constant and $\Delta G_{ij}$ is the synaptic weight modification. Here $\tau$ is set as 20 $\mu$s according to the estimated values of spiking times of feature learning neurons. When memristors are employed as synapses, the range of synaptic weights is $[10^{-6} \text{S}, 10^{-3} \text{S}]$. Therefore, there is a limitation for all synaptic weights, which is described as follows:

$$G_{ij} = \begin{cases} G_{\text{min}}, & \text{if } G_{ij} \leq G_{\text{min}}, \\ G_{\text{max}}, & \text{if } G_{ij} \geq G_{\text{max}}, \\ G_{ij}, & \text{if } G_{\text{min}} \leq G_{ij} \leq G_{\text{max}}. \end{cases} \tag{5}$$

$G_{\text{max}}$ and $G_{\text{min}}$ equal to $10^{-3} \text{ S}$ and $10^{-6} \text{ S}$, respectively. For simplicity, all synaptic weights are normalized to a range of [0, 1] in the following. Our learning method uses no homeostatic mechanisms because of the constraint of no adaptive threshold voltages, while many rate-based SNNs use homeostatic mechanisms to make feature learning neurons have approximately equal spike rates [9,18].

As depicted in Figure 2, the synaptic weight is potentiated when $t_i - t_j \leq 0$, and the synaptic weight is depressed when $t_i - t_j > 0$. Note that the learning method used in this paper is different with classic STDP learning rules. For classic learning rules, the smaller the time difference, the larger the weight modification. However, the spikes in our proposed MSNN are step signals. The step signals keep influencing integrated voltages of post-synaptic neurons, which means the pre-synaptic spikes fired earlier have more contribution to post-synaptic spikes. Therefore, for the learning method in this paper, the larger the time difference, the larger the weight modification.

![Figure 2. STDP rule used in the proposed MSNN.](image)

When the range of synaptic weights is normalized to [0,1], the initial synaptic weights are set as random values drawn from a uniform distribution with the mean of $u = 0.5$ and the variance of $0.012/12$. By choosing a small $u$, feature learning neurons are hard to fire and learn features. By choosing a large $u$, the performance will decrease slightly. The variance also has significant influence on the learning of MSNNs: when the variance is too large, the learned features of feature learning neurons mainly depend on the initial synaptic weights. Additionally, the MSNN can get...
better performance when the absolute value of $a^-$ is slightly less than $a^+$. In this paper, $a^+$ and $a^-$ are set as 0.002 and $-0.001$ respectively.

The learning process is described as follows: an input pattern is transformed into spikes by input neurons, and the spike time of the first activated feature learning neuron is recorded; the synaptic weights corresponding to the feature learning neuron are updated according to the learning method; all variables are set to initial states except synaptic weights, and training for another input pattern begins.

4. Results

In this paper, all simulations are implemented by MATLAB, and the memristor model in ref. [28] is adopted. Though our proposed architecture and learning method are demonstrated by simulation, the used models and parameters are set according to experimental results [1,2,7,11]. Parameters for simulation are shown in Table 1. The MNIST dataset is used in this paper to validate the proposed MSNN and learning method (i.e., the number of input neurons is 784). The 60,000 training images are used to train the MSNN, and the 10,000 testing images are employed to test the performance of trained MSNN. An image of “6” is shown in Figure 3a, and the corresponding spike times of input neurons after encoding are depicted in Figure 3b.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage of Step Signals for learning ($v_f$)</td>
<td>1 V</td>
</tr>
<tr>
<td>Threshold Voltage of Neurons for Learning ($V_{th}$)</td>
<td>0.5 V</td>
</tr>
<tr>
<td>Integration Capacitance ($C$)</td>
<td>1 nF</td>
</tr>
<tr>
<td>Processing Duration ($p$)</td>
<td>100 $\mu$s</td>
</tr>
<tr>
<td>$\tau$</td>
<td>20 $\mu$s</td>
</tr>
<tr>
<td>$a^+/a^-$</td>
<td>0.002/−0.001</td>
</tr>
</tbody>
</table>

4.1. Feature Learning

Our first experiment was to see the feature learning process of the proposed MSNN. The number of feature learning neurons was set as 100. As shown in Figure 4a, the synaptic weights learned by a feature learning neuron are reshaped into a 2D structure. The feature learned by the feature learning neuron evolves with the number of training examples. It is easy to see that the feature learning neuron learns a feature of “1”. The neuron learns nothing at the beginning, and the learned feature is more clearly when more examples are provided. The reason is that the MSNN learns the features with higher occurrence frequencies and tends to forget features with lower occurrence frequencies. When the whole training set is applied, the features learned by 100 neurons are depicted in Figure 4b. It can be
seen that most features of digits are learned while some features are not clear enough. The classification accuracies with different numbers of training examples are shown in Figure 4c. We can find that the classification accuracy is the lowest (about 27.4%) when the MSNN is not trained. This result depends on the initial stochastic synaptic weights. The classification accuracy then increases with the increase of the number of training examples, and it is almost unchanged when the number of training examples is larger than 10,000. These results mean that the proposed MSNN can achieve a convergent state after enough training examples are provided. The reason is that learned features are clearer when more examples are provided and learned features stay stable after enough examples are provided. For other MSNNs with more feature learning neurons, their classification accuracies also achieve almost unchanged values after more training examples are provided.

Figure 4. (a) Evolution of the learned feature, (b) Features learned after applying the whole training set, (c) impact of the number of training examples on classification accuracy.

4.2. Impact of the Threshold Voltage for Testing

While the threshold voltage of feature learning neurons for learning was fixed, we found that the threshold voltage for testing affected the performance of MSNNs in a follow-up experiment. We tested MSNNs with 100, 400, 1600 and 6400 feature learning neurons, respectively. The numbers of training examples were set as 30,000, 60,000, 300,000 and 360,000 according to experimental results. The number of voting neurons was set as one. Figure 5a shows the classification accuracies of MSNNs with different numbers of feature learning neurons. It shows that the MSNNs with more feature learning neurons obtain higher classification accuracies. The reason is that the MSNNs with more feature learning neurons can learn more features. However, the classification accuracy increases slower when the number of feature learning neurons is larger than 1600, because the learned features tend to be saturated. Figure 5b shows the classification accuracies of MSNNs with different threshold voltages. It depicts that the MSNNs with higher threshold voltages get higher classification accuracies. Nevertheless, the classification accuracy nearly keeps unchanged when the threshold voltage is higher than 2.5 V. The reason is concluded as follows: feature learning neurons need longer time to fire when the threshold voltage is higher; more features will be provided when the firing time is longer, but time length will have little influence after significant features have been provided. Note that the threshold voltage should be chosen carefully, because too high threshold voltage will result in no firing. We also
can find that the influence of threshold voltage is the greatest when the number of feature learning neurons is 100, and the influence is very weak when the number of feature learning neurons is larger than 1600. This means that the threshold voltage has little influence when there are enough feature learning neurons.

![Figure 5](image1.png)  
Figure 5. (a) Impact of the number of feature learning neurons on classification accuracy, (b) impact of the threshold voltage for testing on classification accuracy.

4.3. Impact of the Number of Voting Neurons

The relationship between the number of voting neurons and classification accuracy is shown in Figure 6. The threshold voltage is chosen as 2.5 V according to Section 4.2. The MSNN with 100 feature learning neurons obtains the highest classification accuracy with one voting neuron, and its classification accuracy decreases when the number of voting neurons increases. The reason may be that the learned features of 100 feature learning neurons are not balanced for different images. The MSNNs with 1600 and 6400 feature learning neurons achieve higher classification accuracies when the numbers of voting neurons increase. However, their classification accuracies nearly keep stable when the numbers of voting neurons are greater than five. This means that five voting neurons are nearly enough to determine the categories of input images. Interestingly, classification accuracies decrease evidently when the number of voting neurons is two. The reason is that the voting circuit cannot determine which category the input pattern belongs to when the two voting neurons belongs to different categories. When the number of voting neurons is 10, the MSNN with 6400 feature learning neurons reaches the highest classification accuracy of 94.6%.

![Figure 6](image2.png)  
Figure 6. Impact of the number of voting neurons on classification accuracy.
4.4. Impact of Variations of Synaptic Weights

Memristors are regarded as nonvolatile devices when they are employed in neuromorphic computing systems. However, it is difficult for them to keep their conductance at the ideal trained values due to device variations. Therefore, it is essential to explore the impact of variations of synaptic weights on performance of the proposed MSNN. The MSNN that has 6400 feature learning neurons is used here to show the effect. Each synaptic weight is added with a random value drawn from a uniform distribution in range $\pm\alpha\%$ of 1 (because we have normalized the range of synaptic weights to $[0, 1]$). The parameter $\alpha$ is used to describe the variation level. Note that the synaptic weights are limited in $[0, 1]$ after adding random values. Figure 7 depicts the relationship between variation of synaptic weights and classification accuracy. The classification accuracy of the MSNN with $N = 10$ is higher than 90% when the variation level is up to 20% and is still higher than 80% when the variation level is up to 45%. This means that the variations of synaptic weights have weak influence on the MSNN with $N = 10$. However, the classification accuracy of the MSNN with $N = 1$ decreases sharply with the increase of variation level. These results demonstrate that the voting circuit using multiple voting neurons has good immunity to variations of synaptic weights.

![Figure 7. Impact of weight variations on classification accuracy.](image)

4.5. Comparison

Our proposed MSNN achieves a classification accuracy of 94.6% for the MNIST dataset, which is competitive with previous works. As shown in Table 2, state-of-the-art SNNs with STDP learning methods are listed. The immunity to device variations of MSNNs with an unsupervised STDP is studied in ref. [9]. Rate-based encoding scheme, lateral inhibition and adaptive threshold voltages are required, which increases complexity of hardware implementation. A deep convolutional SNN with an extra classifier is successfully trained in ref. [12], which uses time-based encoding scheme and requires lateral inhibition. The SNN in ref. [18] is robust with several unsupervised STDP learning rules, and it requires rate-based encoding scheme, lateral inhibition and adaptive threshold voltages. The SNN in ref. [19] comprises several convolutional layers and only uses unsupervised STDP learning rules. It can learn online and is time-scale invariant. It achieves a relatively higher accuracy than other unsupervised SNNs while rate-based encoding scheme, lateral inhibition and adaptive threshold voltages are all required. The multilayer SNN in ref. [20] uses a plasticity-centric approach and achieves the highest accuracy. A hierarchical structure is proposed in ref. [22], which can implement continuous STDP learning. A SCNN is also presented in ref. [29], however, its classification accuracy is somewhat low. We should admit that the classification accuracy of the presented MSNN is lower than the highest accuracy of 98.52% and the proposed architecture is a somewhat shallow architecture. However, our proposed MSNN achieves the best classification performance within the unsupervised SNNs that use time-based encoding schemes. Moreover, the classification accuracy is even higher than rate-based
SNNs in refs. [9,29]. As discussed in Section 1, rate-based encoding scheme, lateral inhibition and adaptive threshold voltages will increase complexity of hardware implementation. Our proposed MSNN adopts time-based encoding scheme and does not require lateral inhibition and adaptive threshold voltages, which means the complexity of hardware implementation is reduced. Therefore, our proposed MSNN trained with unsupervised STDP is friendlier to hardware implementation than listed SNNs.

Table 2. Comparison with previous works.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>(Un)-Supervised</th>
<th>Learning Method</th>
<th>Encoding Scheme</th>
<th>Lateral Inhibition</th>
<th>Adaptive Threshold Voltage</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>our work</td>
<td>Unsupervised</td>
<td>STDP</td>
<td>Time-based</td>
<td>No</td>
<td>No</td>
<td>94.6%</td>
</tr>
<tr>
<td>Two-layer MSNN [9]</td>
<td>Unsupervised</td>
<td>STDP</td>
<td>Rate-based</td>
<td>Yes</td>
<td>Yes</td>
<td>93.5%</td>
</tr>
<tr>
<td>SCNN [12]</td>
<td>Both</td>
<td>STDP + SVM</td>
<td>Time-based</td>
<td>Yes</td>
<td>No</td>
<td>98.4%</td>
</tr>
<tr>
<td>Two-layer SNN [18]</td>
<td>Unsupervised</td>
<td>STDP</td>
<td>Rate-based</td>
<td>Yes</td>
<td>Yes</td>
<td>95%</td>
</tr>
<tr>
<td>SCNN [19]</td>
<td>Unsupervised</td>
<td>STDP</td>
<td>Rate-based</td>
<td>Yes</td>
<td>Yes</td>
<td>96.58%</td>
</tr>
<tr>
<td>Multilayer SNN [20]</td>
<td>Both</td>
<td>STDP</td>
<td>Rate-based</td>
<td>No</td>
<td>No</td>
<td>98.52%</td>
</tr>
<tr>
<td>SCNN [22]</td>
<td>Supervised</td>
<td>STDP</td>
<td>Time-based</td>
<td>Yes</td>
<td>Yes</td>
<td>93%</td>
</tr>
<tr>
<td>SCNN [29]</td>
<td>Unsupervised</td>
<td>STDP</td>
<td>Rate-based</td>
<td>Yes</td>
<td>Yes</td>
<td>91.1%</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we propose a hardware-friendly architecture and an unsupervised STDP learning method for MSNNs. The presented architecture has an input layer, a feature learning layer, and a voting circuit. The input layer uses time-based encoding scheme and converts input signals into time-based spikes. The feature learning layer learns features by the unsupervised STDP learning method, and the voting circuit plays the role of a classifier. In order to reduce the complexity of hardware implementation, each neuron is allowed to generate at most one spike, and the spike is reduced to a step signal. No homeostatic mechanism is used during learning, and the threshold voltages of all neurons are the same fixed value. The presented architecture is fully feedforward and has no inhibitory neurons. The learning method is time-dependent and uses the WTA mechanism. We exploit the MNIST dataset to explore the effects of the threshold voltage for testing and the number of voting neurons on classification performance. Additionally, the impact of variation of synaptic weights is also studied, which shows that the proposed MSNN has good immunity to variation of synaptic weights.
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