Correlation in MIMO Antennas
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Abstract: Multiple-input multiple-output (MIMO) antennas are commonly evaluated by using the correlation coefficient. However, the correlation has several different definitions and calculation methods, and this misleads the real performance of the MIMO antennas. This paper describes five definitions and their differences of the correlation, i.e., signal correlation, channel correlation, fading correlation, complex pattern correlation, and S-parameter-based correlation. The difference of these characteristics is theoretically and numerically discussed, and their relations are schematically presented. Furthermore, the relationship between the correlation coefficient and the antenna element spacing is numerically evaluated, and it is shown that correlation coefficient calculated only from the S-parameter yields the error greater than 10% when the efficiency of the antenna is lower than 97%.
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1. Introduction

A multiple-input multiple-output (MIMO) system achieves high-frequency utilization efficiency by simultaneously transmitting different signals using multiple antennas at both transmission and reception sides [1,2]. MIMO technology is being actively implemented to overcome the shortage of frequency resources caused by the dramatic advent of various kinds of wireless systems.

The performance of MIMO systems is determined by both radio propagation and antenna characteristics. The radio wave propagation characteristics are decided by the spatial relationships of the antennas and the surrounding environment such as buildings, making it difficult to realize the desired characteristics. Fortunately, the multiplicity of antennas offers significant design freedom and thus the possibility of improving MIMO channel capacity if the antenna design suits the given environment well.

To design a MIMO antenna that has high channel capacity, it is required to realize high efficiency and low correlation characteristics. While the consideration of efficiency in antenna design is quite general and well understood, the consideration of correlation characteristics is not simple. This is because calculating the correlation requires either channel models [3–7] or full two-dimensional (2D) complex patterns (note that ‘three-dimensional’ is incorrect because the pattern is normally defined by two variables, e.g., $\theta$ and $\phi$).

As described above, the correlation is not as simple to calculate as other antenna characteristics. Hence, the S-parameter-based correlation coefficients proposed by Blanch [8] have been used in many studies [9]. Strictly speaking, a similar method was reported before Blanch’s paper, but the different term, ‘beam coupling factor’ was used instead of the correlation coefficient [10], and the demand for such antenna evaluation at that time was less than it is at present. The correlation coefficient is easy to evaluate through the use of the S-parameter if a multi-port network analyzer is available. However, this approach is not applicable to antennas with Joule heat loss because the radiation efficiency of the antenna excluding reflection loss and mutual coupling loss must be close to 100%. Hence, this equation should be carefully used by considering the principle and applicable conditions.
As for S-parameter-based correlation coefficients in lossy MIMO antenna, the uncertainty of the correlation coefficients is discussed in [11], where the radiation efficiency of the antennas is taken into account. It is mentioned that the uncertainty of the correlation coefficient is ±1 when the antenna efficiency of two antenna array is 50%, and this means the S-parameter-based correlation coefficient does not provide any information about the performance of MIMO antenna. A very interesting example is demonstrated in [12], where a single monopole antenna is connected to a Wilkinson divider that extends a single antenna port to two ports. This yields zero-correlation characteristics in the equation [8] since the divider completely isolates two extended ports. However, two extended ports always observe completely the same signals, i.e., the observed signals at two ports are fully correlated. To resolve the problem of the S-parameter based correlation in lossy MIMO antenna, the correction methods have been presented [12,13]. The work [14] compares the performance of these correction techniques numerically and experimentally, and the accuracy of the correction methods is discussed. It is concluded that the equivalent-circuit-based technique [13] yields better accuracy, but this requires measuring the radiation efficiency and selecting the adequate circuit model by considering the structure of the MIMO antenna. This alludes to the important relationship among the antenna geometry and characteristics.

Figure 1 conceptualizes the impact of three key antenna factors (impedance, pattern, size) on the correlation characteristics. The impedance characteristics can be conditionally translated into the correlation characteristics [8]. In addition, the complex pattern is directly translated into the correlation characteristics [10], and it is well known that low correlation coefficients can be attained if the patterns or polarizations are orthogonal [15–19]. It is also empirically known that correlation increases when the array antenna is small [20].

This paper deals with five correlation coefficients: signal correlation, channel correlation, fading correlation, complex pattern correlation, and S-parameter-based correlation. The main contributions of this paper are listed as follows:

(a) Categorizing the correlation coefficients used in MIMO antenna evaluation.
(b) Clarifying the commutativity among the correlation characteristics and some of the physical quantities

The remainder of this paper is organized as follows. Section 2 describes the signal model dealt with in this paper and the five definitions of the correlation coefficient in MIMO antenna, and their categories and relations are mentioned in detail. Section 3 presents the simulation results and discusses the problem in the S-parameter-based correlation by comparing correlation coefficient errors. Finally, the conclusion is drawn in Section 4.
2. Definitions and Computations of Correlation Coefficients

2.1. MIMO Signal Model

First, the MIMO signal model is defined in this section for the following discussions. Figure 2 shows the MIMO signal model considered in this paper; \( M_T \) and \( M_R \) are the numbers of transmitting and receiving antennas, respectively. \( H \) is the channel matrix, which is defined as,

\[
H = \begin{pmatrix}
h_{11} & \cdots & h_{1M_T} \\
\vdots & \ddots & \vdots \\
h_{M_R1} & \cdots & h_{M_RM_T}
\end{pmatrix},
\]  

(1)

where \( h_{ij} \) is the complex transfer function linking the \( i \)-th transmitting antenna to the \( j \)-th receiving antenna. The signal model for such a MIMO system is expressed as

\[
y = Hs + n,
\]  

(2)

where \( s \) is a column vector expressed as \( s = (s_1, \cdots, s_{M_T})^T \) (\( \cdot \)^T represents transposition of vector or matrix). Each of its entries represents the signal transmitted by each antenna element. \( y \) is the received signal vector expressed as \( y = (y_1, \cdots, y_{M_R})^T \), and \( n \) is the noise vector expressed as \( n = (n_1, \cdots, n_{M_R})^T \). All of the elements of \( s \) and \( n \) are independently distributed Gaussian random variables with zero mean. Note that ‘uncorrelated’ does not mean ‘independent’.

![Figure 2. Signal model of the MIMO antenna system.](image)

2.2. Received Signal Correlation

The correlation coefficient is used to evaluate the relationship between two series of signals. When we have two zero-mean complex signal series, \( x_1 \) and \( x_2 \), the complex correlation coefficient is defined as

\[
\rho = \frac{E[x_1 x_2^*]}{\sqrt{E[|x_1|^2]E[|x_2|^2]}},
\]  

(3)

where \( \cdot^* \) denotes complex conjugate, and \( E[\cdot] \) represents ensemble average. Equation (3) can be used to compute the correlation between the complex signals observed at two antennas. Note that \( \rho \) is a complex value, and the range of the correlation value is \( 0 \leq |\rho| \leq 1 \).

Next, the definition of the signal correlation matrix is discussed. When the signal changes with time \( t \), the correlation matrix of the received signal is written as
\[
R_{yy} = E[y(t)y^H(t)]
\]
\[
= \begin{pmatrix}
E[y_1(t)y_1^*(t)] & E[y_1(t)y_2^*(t)] & \cdots & E[y_1(t)y_{M_R}^*(t)] \\
E[y_2(t)y_1^*(t)] & E[y_2(t)y_2^*(t)] & \cdots & E[y_2(t)y_{M_R}^*(t)] \\
\vdots & \vdots & \ddots & \vdots \\
E[y_{M_R}(t)y_1^*(t)] & \cdots & \cdots & E[y_{M_R}(t)y_{M_R}^*(t)]
\end{pmatrix},
\]
(4)

where \(\{\cdot\}^H\) represents Hermitian transpose. It is assumed that only the signal and noise vary as the channel matrix remains completely constant in the observation period.

From Equation (4), the signal correlation coefficient is computed as

\[
\rho_{yymn} = \frac{R_{yymn}}{\sqrt{R_{yymm}R_{yynn}}},
\]
(5)

where \(R_{yymn}\) is the \(m\)-th row and \(n\)-th column element of matrix \(R_{yy}\). Note that \(\rho_{yymn}\) is completely the same as the correlation coefficient between \(y_m\) and \(y_n\) as shown in Equation (3). Precisely, Equation (4) is a covariance matrix, and can be normalized by

\[
C_{yy} = \Sigma_{yy}^{-1} R_{yy} \Sigma_{yy}^{-1}
\]
where

\[
\Sigma_{yy} = \text{diag}(R_{yy}^{1/2}, \cdots, R_{yy}^{1/2}),
\]
(7)

whose non-diagonal components represent the complex correlation values, each of which agrees with Equation (5). Nevertheless, to ensure consistency in the following discussion, Equation (4) is termed the ‘received signal correlation matrix’. Note that Equation (4) needs more than several hundreds or thousands of signal samples to compute the correlation matrix precisely.

### 2.3. Channel Correlation

This section discusses the definition of channel correlation. The channel correlation can be directly computed from the MIMO channel matrix. The signal defined by (2) is substituted into Equation (4), which is rewritten as

\[
R_{yy} = E[y(t)y^H(t)]
\]
\[
= E[(Hs + n)(Hs + n)^H]
\]
\[
= E[HH^H] + E[ss^H] + E[nn^H]
\]
\[
= E[\sigma^2_s HH^H] + 0 + 0 + R_{nn}
\]
\[
= \sigma^2_s R_{R} + \sigma^2_n I,
\]
(8)

where \(I\) is an identity matrix, and the signal and noise correlation matrices are

\[
R_{ss} = E[s(t)s^H(t)] = \sigma^2_s I
\]
\[
R_{nn} = E[n(t)n^H(t)] = \sigma^2_n I,
\]
(9)

respectively. Note that \(\sigma^2_s\) and \(\sigma^2_n\) are the average transmitted power per antenna and average noise power on each receiving antenna, respectively. The reason why \(R_{ss}\) and \(R_{nn}\) become scalar multiples of identity matrices is because all signal and noise components are independent and uncorrelated.

From Equation (8), \(R_{R} = HH^H\) is defined as the channel correlation matrix; it has \(M_R \times M_R\) entries. \(R_{R}^t\) explains the instantaneous correlation characteristics at the receiver side, and moreover that of the transmitter side is defined as \(R_{T} = H^HH\) due to the reciprocity of the channel. By using \(R_{R}^t\)
and $R^i_T$, the instantaneous correlation coefficients are calculated in the same manner as the received signal correlation. The important characteristic of the instantaneous correlation coefficient is that $R^i_R$ is asymptotic to $R_{yy}$ if the signal-to-noise ratio is sufficiently high.

### 2.4. Fading Correlation

The discussion above assumes the channel matrix is always constant. That is, the transmitting/receiving antenna is set at a certain position, and the propagation environment is completely static during the observation. However, the channel information for a particular pair of transmitter and receiver antenna locations does not always yield the representative characteristics of the place because the instantaneously observed channel may have extraordinary characteristics due to multipath fading.

The fading correlation considers the representative characteristics of the environment. Figure 3 shows the concept of a method for obtaining the fading correlation characteristics. A MIMO channel is observed while moving an antenna array in the range defined as the area in which the distribution of incoming waves does not change. This aims to exclude fading variation in the environment in which the antenna is placed. However, if the antenna is moved too much, the number of incoming waves may vary due to shadowing, etc. Therefore, it is desirable that the range in which the antenna is moved be limited to just a couple of wavelengths.

The fading correlation matrix is defined by

Receiver side: $R_R = E[R^i_R] = E[HH^H]$ \hspace{1cm} (11)

Transmitter side: $R_T = E[R^i_T] = E[H^H H]$. \hspace{1cm} (12)

The correlation coefficients corresponding to Equations (11) and (12) are calculated by $\rho_{Rmn} = R_{R_{mn}} / \sqrt{R_{R_{mm}} R_{R_{nn}}}$ (between the $m$-th and $n$-th receiving antennas), $\rho_{Tpq} = R_{T_{pq}} / \sqrt{R_{T_{pp}} R_{T_{qq}}}$ (between the $p$-th and $q$-th transmitting antennas), respectively.

2.5. Complex Pattern Correlation

All the correlation matrices described so far contain both antenna and propagation characteristics. This section describes the correlation matrix that represents the antenna characteristics only. To examine the correlation of a MIMO antenna, its complex patterns (also called as ‘complex far-field patterns’ or ‘complex radiation patterns’) can be used. This defines a complex pattern correlation, which does not consider the propagation characteristics, i.e., the number of the arriving paths is sufficiently large and they distribute randomly in all directions (called as 3D uniform or Rayleigh environment). Note that the patterns dealt with in this paper are known as ‘array element pattern’ or ‘embedded element pattern’, where the array element pattern can be observed when one out of all antenna elements in the array is excited while other antennas are terminated by loads corresponding to the reference impedance (normally, it is 50 Ω including the internal resistance of the exciting source).
Figure 4 shows an $M$-element multi-antenna in a three-dimensional space. The complex pattern of the $m$-th antenna is defined as

$$D_{0m}(\theta, \phi) = \begin{pmatrix} D_{\theta m}(\theta, \phi) \\ D_{\phi m}(\theta, \phi) \end{pmatrix}. \quad (13)$$

$D_{\theta m}(\theta, \phi)$ and $D_{\phi m}(\theta, \phi)$ represent the complex gains of $\theta$ and $\phi$ components, respectively. Note that $|D_{\theta m}(\theta, \phi)|^2$ and $|D_{\phi m}(\theta, \phi)|^2$ correspond to the realized gain of antenna. $D_{0m}(\theta, \phi)$ is the 2D complex pattern of the $m$-th antenna elements when both of the antenna element’s centers (for example, feed point) and reference point are located at the origin point. When this antenna is moved to point $r_m = (x_m, y_m, z_m)$, the 2D complex pattern of the $m$-th antenna elements is expressed as

$$D_m(\theta, \phi) = \exp\{jk r_m \cdot e(\theta, \phi)\} D_{0m}(\theta, \phi), \quad (14)$$

where $k$ is a wave number and $e(\theta, \phi)$ is a unit vector corresponding to the observation direction; it is defined as $e(\theta, \phi) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T$. In most MIMO antenna evaluations, the common reference point for all antenna elements is used as in Equation (14) for convenience. This means that the location of the antenna elements is explained by the phase information in the complex pattern. By using these complex patterns, the correlation matrix is defined as

$$R_P = \frac{1}{4\pi} \int \int \begin{pmatrix} D_1^*D_1 & \cdots & D_1^*D_M \\ \vdots & \ddots & \vdots \\ D_M^*D_1 & \cdots & D_M^*D_M \end{pmatrix} d\Omega, \quad (15)$$

where $\Omega$ is the solid angle of observation defined as $d\Omega = \sin \theta d\phi d\theta$. In addition, the correlation coefficient is calculated as $\rho_{Pmn} = R_{Pmn} / \sqrt{R_{Pmm}R_{Pnn}}$, where $m$ and $n$ are the antenna numbers of interest, and $R_{Pmn}$ represents the $m$-th row and $n$-th column entry of the complex pattern correlation matrix shown in Equation (15).

**Figure 4.** Multiple antennas in the three-dimensionally defined space.

2.6. S-Parameter Based Correlation

Section 2.5 explained the evaluation method of the correlation coefficient using the complex patterns. 2D radiation patterns have been generally used to evaluate the antenna efficiency or directivity, but most cases have used amplitude patterns (for example, [21–23]). If 2D complex patterns can be quickly measured, it becomes easy to evaluate the performance of a MIMO antenna. However, measuring a full 2D pattern normally incurs a significant measurement time or equipment costs.

Fortunately, S-parameters are much easier to measure than the radiation patterns [9,14]. The S-parameter matrix contains only reflection and mutual coupling information while it does not directly represent radiation properties. Nevertheless, the pattern correlations can be calculated from...
just the S-parameter matrix conditionally [8]. However, the radiation efficiency excluding reflection
and mutual coupling losses must be close to 100%, that is, the Joule heat loss must be almost 0.

We now assume an antenna array whose S-parameter matrix is $S_A$ as shown in Figure 5.
The signal, $a = (a_1, \ldots, a_M)^T$, incidents the feed ports of the antenna array. The reflected signal vector is expressed as $b = S_A a$. When the complex pattern of the $m$-th antenna element is expressed as $D_m$, the observed field generated by this antenna array at a sufficiently distant point is expressed as

$$E = \sqrt{\frac{\eta_0}{4\pi}} (D_1, \ldots, D_M) a e^{-jkr} r,$$

where $\eta_0$ is the characteristic impedance of vacuum and $r$ is the distance between the observation and reference points. By using (16), the total radiated power is expressed as

$$P_{rad} = \frac{1}{\eta_0} \int \int E^H E d\Omega$$

$$= a^H \left[ \frac{1}{4\pi} \int \int (D_1^* D_1 \cdots D_M^* D_M) d\Omega \right] a$$

$$= a^H \left[ \frac{1}{4\pi} \int \int \begin{bmatrix} D_1^* D_1 & \cdots & D_1^* D_M \\ \vdots & \ddots & \vdots \\ D_M^* D_1 & \cdots & D_M^* D_M \end{bmatrix} d\Omega \right] a.$$

(17)

By substituting (15) into (17), the total radiated power is given by

$$P_{rad} = a^H R_P a.$$  

Figure 5. Lossless antenna array excited by $a$.

Meanwhile, if the antenna is lossless (no dielectric loss and no conductor loss), the total radiated power should agree with the total input power, which is defined by the incident power minus reflected power. This relation is represented by

$$P_{rad} = a^H a - b^H b = a^H (I - S_A^H S_A) a.$$  

(19)

Comparing (18) to (19) yields the interesting relation,

$$R_P = I - S_A^H S_A.$$  

(20)
This indicates that the correlation characteristics can be calculated from the S-parameter matrix only when the antenna array is lossless. In the following, the S-parameter based correlation matrix is expressed by \( R_S \) to distinguish it from the complex pattern correlation matrix, \( R_P \). The complex correlation coefficient between the \( p \)-th and \( q \)-th antenna elements is calculated as

\[
\rho_{Spq} = \frac{R_{Spq}}{\sqrt{R_{Spp}R_{Sqq}}} - \sum_{m=1}^{M} s_{mq}^*s_{mp} \sqrt{1 - \sum_{m=1}^{M} |s_{mp}|^2} \sqrt{1 - \sum_{m=1}^{M} |s_{mq}|^2},
\]

where \( R_{Spq} \) represents the \( p \)-th row and \( q \)-th column entry of \( R_S \) and \( s_{pq} \) represents the \( p \)-th row and \( q \)-th column entry of \( S_A \).

### 2.7. Summary of the Various Kinds of Correlation Definitions

Table 1 summarizes the above mentioned spatial correlation matrices and their definitions. Note that all of them, other than \( R_{yy} \), are spatial correlation matrices. The signal correlation matrix is calculated from the signal vector \( y(t) \) observed by the antenna, and several hundreds or thousands of snapshots (number of samples during the observation period) are usually required to obtain \( R_{yy} \) accurately. The channel correlation matrix is calculated from just the channel information between transmitting and receiving antennas at fixed points, and represents the instantaneous channel characteristics, where it is equivalent to the environment wherein the channel is completely static. Note that it is calculated only when the channel between transmitting and receiving antennas can be estimated. Fortunately, this is not difficult to obtain because most MIMO systems perform channel estimation. When noise is ignored and signal strength is normalized, \( R_{R} = R_{yy} \) is satisfied.

**Table 1.** Definitions of the correlation matrices.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal correlation</td>
<td>( R_{yy} = E[y(t)y^H(t)] )</td>
<td>Correlation characteristics of the complex signal vector, ( y(t) )</td>
</tr>
<tr>
<td>Channel correlation</td>
<td>( R^R_T = HH^H ) (Receiver)</td>
<td>Instantaneous correlation of the channel between 2 fixed locations</td>
</tr>
<tr>
<td></td>
<td>( R^T_T = H^H H ) (Transmitter)</td>
<td></td>
</tr>
<tr>
<td>Fading correlation</td>
<td>( R_R = E[R^R_R] = E[HH^H] ) (Receiver)</td>
<td>Statistical correlation of the certain environment</td>
</tr>
<tr>
<td></td>
<td>( R_T = E[R^T_T] = E[H^H H] ) (Transmitter)</td>
<td></td>
</tr>
<tr>
<td>Complex pattern correlation</td>
<td>( R_P = \frac{1}{4\pi} \int \left( D_1^*D_1 \cdots D_M^*D_M \right) d\Omega )</td>
<td>Correlation computed from complex pattern functions</td>
</tr>
<tr>
<td>S-parameter based correlation</td>
<td>( R_S = I - S_A^H S_A )</td>
<td>( R_P = R_S ) (Valid only when Joule heat loss is 0)</td>
</tr>
</tbody>
</table>
The fading correlation matrix is obtained by averaging the channel correlation matrix over the frequency band or locations of transmitting/receiving antennas (the relative position of the antenna in the antenna array must not be changed) in a certain environment [24–26]. Generally speaking, the term ‘spatial correlation matrix’ refers to this fading correlation matrix [24]. In addition, the fading correlation matrix is equal to the complex pattern correlation matrix only when the angular distribution of the departure and arrival paths are 3D uniform if the number of the paths is sufficiently large. The S-parameter correlation matrix is equal to the complex pattern correlation matrix if the Joule heat loss is zero [8], and also equal to the normalized fading correlation matrix with the 3D-uniform environment as described above.

The fading correlation matrix is applicable to the Kronecker model, which is commonly used to compute MIMO channels [6,27]. Moreover, the complex pattern and S-parameter-based correlation matrices can also be used for the Kronecker model. Note that the channel correlation matrix cannot be used for the Kronecker model because this correlation considers only the instantaneous channel characteristics, which do not necessarily represent the statistical properties of the environment.

Figure 6 shows the relationship among the measurable and computable quantities through the correlation characteristics. The complex pattern is quite useful information because this can yield various kinds of the physical quantities that are used in MIMO systems. For example, the channel matrix is directly computed by combining the complex patterns and various kinds of channel models like GSCM. The complex ‘pattern correlation’ matrix can be computed from the complex patterns, and is identical to the ‘fading correlation’ matrix given the assumption of a 3D uniform environment. The ‘S-parameter-based’ correlation matrix is computed from the S-parameter matrix, and is identical to the complex pattern correlation matrix if the radiation efficiency of the antenna array is 100%. The fading correlation can yield the channel matrix by using a channel model like the Kronecker model. The instantaneous ‘channel correlation’ is directly calculated from the channel matrix, and the fading correlation is also computed again by averaging the instantaneous channel correlation over several hundreds or thousands of snapshots. Field experiments are effective in confirming the real channel matrix, but it is difficult to separate the antenna and environmental characteristics.

![Figure 6. Measurable quantities and yielded information.](image-url)
3. Simulation

As mentioned above, the signal correlation matrix and channel correlation matrix are fundamentally identical if the signal-to-noise ratio is sufficiently high, and their correlation characteristics are easily simulated and measured.

The remaining three correlation characteristics are strongly related, while their similarity is vulnerable to the environment and antenna efficiency. Therefore, the correlation coefficients to be compared here are the fading correlation matrix shown in (11), the complex pattern correlation matrix as in (15), and the S-parameter based correlation matrix as in (20). To assess the impact of the antenna characteristics on these three correlation characteristics, a Rayleigh environment is assumed, where the sufficient numbers of paths distribute uniformly in all directions. In addition, the fading correlation is evaluated only at the receiver side for simplicity.

3.1. Antenna and Channel Models

Two kinds of antenna arrays are dealt with in this paper, and the correlation coefficient is varied by changing the element spacing. Figure 7 shows the antenna models. Here, (a) is a half-wavelength dipole array and (b) is a square microstrip antenna array (MSAA); both are linear arrays with element intervals of \( d \) in the H-plane. The size of the conductor-backed dielectric substrate of (b) is determined so that the distance between the substrate edge and the center of each antenna element is 0.5 wavelengths. The thickness of the dielectric substrate was 1.6 mm, the relative dielectric constant was 4.2, and the dielectric loss tangent was 0.02. Both the dipole and MSAA had an operating frequency of 2.4 GHz. The moment-method based simulator (HyperLynx 3D EM) was used.

Figure 8 is a conceptual diagram of the model used to compute the propagation channel. This is a geometry-based stochastic channel model (GSCM) [7], and well explains the physical path distributions around the antennas. The scatterers are arranged sufficiently far from each antenna. Each entry of the MIMO channel matrix is yielded by the sum of all element paths from one of the transmitting antennas to one of the receiving antennas. In this simulation, the statistical conditions of the environment are identical for both transmitting and receiving sides. The number of the scatterers is set to 100 for each side, and the distribution of the scatterers are set to 3D uniform. The propagation channel is generated 1000 times for each antenna condition, where identical antenna arrays are used for both sides. The GSCM model is used only to calculate the fading correlation matrix. This is because both the complex pattern and S-parameter-based correlation matrices are determined by the antenna characteristics only, while the fading correlation matrix needs the propagation channel.

![Figure 7. Antenna model.](image-url)
3.2. Results

Figure 9 plots the correlation coefficient versus the element spacing of a dipole array \((M = 2)\), where \(\lambda_0\) represents the wavelength in a vacuum. These results show that the correlation coefficients obtained by the three calculation methods almost agree. When the element spacing is wide, the fading correlation calculated by the GSCM diverges from those of the other methods. This is considered to be caused by insufficient resolution (\(\theta\) Direction: 5\(^\circ\), \(\phi\) Direction: 10\(^\circ\)) of the complex pattern used in the scattering ring model.

Figure 10 shows the element spacing characteristics of the correlation coefficient for the dipole array \((M = 4)\). Since the structure is bilaterally symmetric, the correlation coefficients, which are identical in principle, are shown jointly. As a result, it was found that all methods yielded almost the same correlation coefficients. However, when S-parameter was used, the estimated correlation coefficient was slightly lower when the element interval was narrow. It is considered that the radiation efficiency (excluding reflection and coupling loss) was degraded by the effect of conductor loss because the finite conductivity \((\sigma_{\text{Cu}} = 5.7 \times 10^7 \text{ S/m})\) of copper was used.

Since the radiation efficiency of the dipole array examined above is high, the correlation coefficients obtained by the three methods agreed well. Next, the accuracy of the correlation coefficients was compared using MSAA with dielectric loss. Figure 11 shows the result of the correlation coefficient of the 2-element MSAA. From this result, it is found that the complex pattern correlation given by (15) agrees well with the fading correlation by using GSCM, but the S-parameter-based correlation by (20) is always underestimated and diverges strongly from the others. This is because, when the loss is large, the radiation power of the antenna decreases, and, as a result, the mutual coupling between the antennas tends to decrease. Thus, the correlation coefficient using S-parameters is inaccurate for lossy antennas. The radiation efficiency, in this case, was about 33% when the element spacing was 0.3\(\lambda_0\), and about 39% when the element spacing was greater than 0.5\(\lambda_0\).
Figure 10. Correlation coefficient versus element spacing $d$: dipole array ($M = 4$).

Figure 11. Correlation coefficient versus element spacing $d$: MSAA ($M = 2$).
Figure 12 shows the correlation coefficient of the 4-element MSAA. The S-parameter based correlation yielded by (20) diverges significantly from those of the other methods. Similarly, the radiation efficiency is about 27% to 40%, which seriously degrades the accuracy of the S-parameter based correlation coefficient.

![Diagram](image)

**Figure 12. Correlation coefficient versus element spacing $d$: MSAA ($M = 4$).**

To confirm the impact of the radiation efficiency on the accuracy of the S-parameter based correlation coefficient, the lossy dipole model is analyzed; resistive attenuators are intentionally inserted at the feed port. Figure 13 shows the model of the lossy dipole array, where the dipole antenna elements are the same as those in Figure 7. The antenna S-parameter matrix, which has a loss term due to attenuator insertion, is expressed as

$$S' = S_{L12}S_A S_{L21} = \eta S_A$$  
(22)
where \( \eta \) is radiation efficiency \((0 \leq \eta \leq 1)\), and \( S_{1,12} = S_{1,21} = \eta^{1/2}I \). Equation (22) is correct only if the antenna element is lossless and the attenuator is fully matched. Since reflection does not occur in the attenuator circuit, its S-parameter matrix is expressed as

\[
S_L = \begin{pmatrix}
0 & S_{1,12} \\
S_{1,21} & 0
\end{pmatrix}.
\] (23)

Figure 14 shows the simulated relationship between the correlation coefficients and radiation efficiency \( \eta \). It can be seen the S-parameter-based correlation coefficient falls as \( \eta \) becomes low. It is found that the antenna even with the efficiency higher than 97% radiation efficiency yields correlation coefficient errors of up to 10%. This means that the S-parameter based correlation coefficient is quite unreliable for most practical compact antennas.

To circumvent this problem, some methods for correcting the correlation coefficient by considering the radiation efficiency have been studied (for example, [13]). However, it is necessary to choose the right correction method to suit the location at which the loss occurs in the antenna. This means it is difficult to apply these correction methods to all kinds of antennas without knowing the detailed antenna’s current distributions.

4. Conclusions

In this paper, the current definitions of the correlation coefficient of MIMO antennas have been explained. Numerical calculations were introduced to examine the effect of element spacing and type on the accuracy of the correlation coefficients. In particular, a numerical analysis of the 2-element dipole array showed that the S-parameter-based correlation yields an error greater than 10% if the
radiation efficiency is lower than 97%, and this means that most of the practical compact antennas cannot be evaluated by using the S-parameter-based correlation approach.
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