Real-Time Video Stitching for Mine Surveillance Using a Hybrid Image Registration Method
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Abstract: Video stitching technology provides an effective solution for a wide viewing angle monitoring mode for industrial applications. At present, the observation angle of a single camera is limited, and the monitoring network composed of multiple cameras will have many overlapping images captured. Monitoring surveillance cameras can cause the problems of viewing fatigue and low video utilization rate of involved personnel. In addition, current video stitching technology has poor adaptability and real-time performance. We propose an effective hybrid image feature detection method for fast video stitching of mine surveillance video using the effective information of the surveillance video captured from multiple cameras in the actual conditions in the industrial coal mine. The method integrates the Moravec corner point detection and the scale-invariant feature transform (SIFT) feature extractor. After feature extraction, the nearest neighbor method and the random sampling consistency (RANSAC) algorithm are used to register the video frames. The proposed method reduces the image stitching time and solves the problem of feature re-extraction due to the change of observation angle, thus optimizing the entire video stitching process. The experimental results on the real-world underground mine videos show that the optimized stitching method can stitch videos at a speed of 21 fps, effectively meeting the real-time requirement, while the stitching effect has a good stability and applicability in real-world conditions.
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1. Introduction

According to the 2018 statistical data, China is the biggest global producer of coal [1], while coal remains the main energy source in China. Most of the coal is produced from the underground coal mines. Despite recent technological innovations and advances in labor safety, coal mining remains a high-risk industry, while accidents in mines still happen frequently [2]. Therefore, preventing coal mine accidents is critically important for ensuring work safety and sustainable economic development. Prevention of lethal accidents in underground mines require the adoption of intelligent video surveillance methods to facilitate underground work safety and health [3]. Providing clear and uninterrupted video surveillance
images is the principle basis for ensuring safe operation of mining industry and timely emergency alerting [4]. Moreover, such underground video surveillance systems are a critical part of the concept of digital underground mines supported by cyber-physical-systems (CPS) [5], Internet of Things (IoT) [6] and smart sensors [7], which enable proactive real-time safety monitoring and risk assessment [8].

Image and video stitching have become increasingly popular research fields [9, 10], and their application range is becoming more and more extensive [11]. For example, image stitching has been widely used in security monitoring [12], scenic viewing [13], object tracking [14], and autonomous car driving [15]. Image stitching forms an important part of the intelligent video surveillance process allowing to provide seamless monitoring from multiple video cameras. The basic process of image stitching involves image acquisition, image preprocessing, image registration, and image fusion. Before video stitching, the video must be stitched frame by frame, so the implementation of video stitching depends on the implementation of image stitching. Image stitching is mainly divided into image registration and image fusion. Image registration methods can be based on grayscale and template methods, image transform methods, and image feature-based methods [16]. The latter methods have the best comprehensive performance and have strong general-purpose and a wide range of application characteristics [17].

Feature-based image registration is a hot topic in current image processing technology research [18]. The main process is to extract the features that meet certain conditions from the two images to be matched, and then match the features of the two images to generate the geometric transformation relationship between the two images for image stitching. Features such as points, lines, edges, contours, and geometric moments are commonly used.

Numerous research studies have been done on image stitching and video stitching technology, recently. For example, Alomran et al. extracted the feature points of the image by using the speeded up robust features (SURF) method, and tested the minimum overlap area for image stitching to work normally and the stitching effect under different focal lengths of the camera [19]. Ho et al. suggested an interpolation grid image stitching method that uses rigid moving least squares algorithm to solve the fisheye lens 360° image stitching and solve the problem of video jitter through a graphics processing unit (GPU) acceleration [20]. Yeh et al. proposed a real-time video stitching method and accelerated the system speed through parallel programming using Compute Unified Device Architecture (CUDA). This method performs well in scenes with better lighting conditions and has real-time performance [21]. Babu et al. used the Harris algorithm to extract feature points of the image, and applied feature matching to the geometric differences of feature vectors through biorthogonal wavelet transform to achieve deep sea image registration and stitching [22]. Ruan et al. proposed an effective image stitching algorithm for SURF feature matching and wavelet transform for image fusion, which has a better effect on image stitching [23]. Aung et al. described the process of creating a panoramic image from multiple frames with a narrow horizontal angle of view, and proposed methods to reduce the processing time of stitched video images [24]. Lu et al. [25] used a modified fast and rotated brief (ORB) algorithm, combined with a local feature distance constraint based rough selection and geometric constraints-based image matching algorithm to find local features based on geometric invariances. Nie et al. used a method to recognize the background of input videos in order to deal with large parallax problems, and the false matching elimination scheme and optimization are encapsulated into a loop to prevent the optimization from being affected by poor functional matching [26]. Fang et al. used weighted interpolation algorithms to calculate color changes for all pixels in the base image based on the color difference of the pixels on the best stitching line, and then added the calculated color changes to the base image to eliminate color inconsistencies in order to achieve seamless image stitching [27]. Lee et al. used adaptive warping followed by inter-view and inter-frame correspondence matching by energy minimization for multi-view videos stitching [28]. Yang et al. minimized an energy function on the indirect graph Markov random field to stitch real-world undersea images [29]. Park et al. used the homography based method to stitched videos taken from static cameras [30].
In the underground mine video surveillance systems, the recorded video images are usually noisy and blurry and have low contrast and poor illumination. Therefore, the image denoising and detail enhancement methods must be applied, such as the method based on L0 norm minimization and low rank analysis [31]. Due to the limited viewing angle of a single camera, the data provided often cannot meet the application requirements. In this complex context, the SIFT feature extraction combined with multiband lifting wavelet transform [32] were used. To compensate for image distortions, such as the ones introduced by the fisheye lenses, the latitude and longitude geographic coordinate approach, spherical projection, and panoramic stitching can be used [33]. Usually, in a video surveillance system, multiple cameras are used to shoot from different perspectives and then stitch the pictures into the panoramic image. Panoramic image stitching uses images taken by different sensors at different times and different viewpoints, to find their overlapping areas, and obtain a panoramic image. To compensate for image distortions, such as the ones introduced by the fisheye lenses, the latitude and longitude geographic coordinate approach, spherical projection, and panoramic stitching can be used [33]. Usually, in a video surveillance system, multiple cameras are used to shoot from different perspectives and then stitch the pictures into the panoramic image. Panoramic image stitching uses images taken by different sensors at different times and different viewpoints, to find their overlapping areas, and obtain a panoramic image.

To generate panoramas, Kim et al. used dynamic programming based on energy minimization, followed by content-aware adaptive blending to reduce color discontinuity and a partial seam-update scheme to account for the moving objects [34]. Liu et al. adopted the graph-cut algorithm in the overlapped regions of the panoramic videos to calculate the optimal seams [35]. Li et al. constructed an analytical warping function for computing image deformations and directly reprojecting the warped images, whereas a Bayesian model was used delete invalid local matches [36]. Chen et al. used the locality preserving matching, the robust elastic warping function to eliminate the parallax error, and the global projectivity preserving method for drone image stitching [37]. Kang et al. adopted a convolutional neural network (CNN) to assess shifts between images, followed by a sub-pixel refinement based on a camera motion model [38]. Kang et al. proposed an edge-based weighted minimum error seam method to defeat limitations brought by parallax and video stitching, and an image matching method based on triangular ratios to reduce computational complexity [39].

Krishnakumar and Gandhi [40] suggested a video stitching method for keeping spatial-temporal consistency of videos captured from multiple cameras. First, they detected a feature point found in the first frame and then tracked it in the next frames using Kalman Filter combined with an interacting model, which allowed to reduce jitter and improve computational complexity. Krishnakumar and Indira Gandhi [41] used region-based statistics for detection and registration of multi-view features, which allowed to preserve spatial and temporal consistency. Lin et al. [42] suggested a method for stitching synchronized video streams acquired from multiple fixed cameras. First, they aligned the video background using line-preserving alignment, and used the constructed mesh for stitching, thus obtaining smooth transition videos without any artifacts and ghosting. Du et al. [43] use L-ORB algorithm for extraction of video features, LSH based method for matching feature points and CUDA based parallel video stitching approach for panoramic real-time video stitching. Kakli et al. [44] proposed using geometric look-up tables (G-LUT) to stitch a reference frame from multiple videos, which is used to map video frames to panorama. The neural network is used to recognize moving objects and identify G-LUT control points. The position of these points is adjusted using patch-match based optical flow. Liu et al. [35] used the improved graph-cut technique to obtain optimal seams in the overlapped regions. They used foreground detection combined with Gaussian filtering to achieve smooth seams of videos while avoiding blurring, distortion, and ghosting. Park et al. [30] used homography estimation from multiple video frames. The identified representative feature points are matched using random sample consensus (RANSAC) combined with probability-based sampling.

However, these methods work poorly in low lighting and high noise conditions, such as the ones present in the underground coal mine video surveillance images. Low-textured and low-quality images are difficult to align due to the unreliable and insufficient point matches. Moreover, they often fail on multi-camera images and videos with large parallax and wide baselines. Deep learning, as the most popular feature in engineering, is used in most image processing task, but it is very hard used in a noisy environment [45]. Most deep learning based methods use good quality images for training and ignore the fact that image quality can vary greatly in the testing data. As a result, deep learning
methods often fail on noisy images due to its tendency to overfit data \[46\]. However, our task is a typical representative of the noisy image processing task.

To address these problems, we propose an underground video surveillance image stitching framework that includes image defogging, image feature extraction, and image registration. Our novelty and contribution is a novel hybrid image feature detection and extraction method based on Moravec optimization \[47\] and the SIFT \[48\] operator for underground surveillance video stitching.

As we all known, the 360-degree panoramic camera is very popular in video detection and as an alternative solution, it has a broader perspective. However, in our research, we consider the more common situation of occlusion, because the underground roadway is always zigzag-shaped.

The organization of the remaining sections of this paper is as follows: The proposed image stitching method for underground coal mine video surveillance images is presented in Section 2. The results are revealed and discussed in Section 3. Finally, the conclusions are delivered in Section 4.

2. Materials and Methods

2.1. Image Preprocessing for Defogging

When using a detection algorithm to detect the feature points of an image, in order to improve the detectability of the image, it is generally necessary to pre-process the acquired image. Due to the complex conditions in the coal mine, the collected images usually are blurred, which is not conducive to image processing in the subsequent steps. In our research, the camera is fixed since, our application scenario is the underground mine, but our video stitching is dynamic; in other words, more new videos will be added over time.

The fog (haze) is considered as the main cause of image degradation due to water vapor and coal dust present in the underground air \[49\]. Therefore, the image dehazing algorithm is used to pre-process the images in order to improve image quality. A physical model of the foggy image degradation based on the atmospheric scattering model and its deformation form is created, and the image degradation process is reversed to restore a fog-free image. Currently, a dark channel prior algorithm \[50\] based on the prior laws of dark primary colors, is recognized as the best method for defogging (dehazing) \[51,52\].

Atmospheric scattering \[53\] is a traditional model which is widely in practice to describe the image restoration process as follows:

\[
I(x) = J(x)t(x) + A(1 - t(x))
\]

where \(I(x)\) is a foggy image, \(J(x)\) is a target image to be finally recovered, \(A\) is an atmospheric light value, and \(t(x)\) is a transmittance, \(t(x) = e^{-\beta d(x)}\), where \(\beta\) is the scattering coefficient, and \(d(x)\) is the image depth.

According to the physical scattering model, only by accurately estimating the values of atmospheric light \(A\) and transmittance ratio \(t(x)\) can a restored image \(J(x)\) with better dehazing effect be obtained. The dark channel prior law states that for an image, the dark channel can be determined by the following expression:

\[
j_{\text{dark}} = \min_{y \in \Omega(x)} \left( \min_{c \in \{R, G, B\}} J_c(y) \right)
\]

where \(J_c\) is the brightness value of each channel of the color image, \(c\) is the color channel in the image, and, according to the dark channel theory, the lower value \(j_{\text{dark}}\) approaches zero.

We consider that the atmospheric light value of an image is constant and the transmittance is also a constant within \(\Omega(x)\). Therefore, the minimum value channel is first taken on both sides of the physical scattering formula, and then the local minimum value is filtered. The rough estimation expression of transmittance after finishing is as follows:

\[
t(x) = 1 - \min_{y \in \Omega(x)} \left( \min_{c \in \{R, G, B\}} \frac{J_c(y)}{A_c} \right)
\]
In order to make the restored image more consistent with the subjective visual perception of the human eye, a small amount of fog must be retained in the restored image, so the degree of defogging is controlled by constraining the parameter $w$, that is,

$$t(x) = 1 - w \min_{y \in \Omega(x)} \left( \min_{c \in \{R, G, B\}} \frac{I_c(y)}{A^c} \right)$$

(4)

where $w = 0.95$ is generally taken, and the restored image is obtained as:

$$J(x) = \frac{I(x) - A}{\max(t(x), t_0)} + A$$

(5)

Equations (2) to (5) provide the details to calculate process of each term of Formula (1), and the formula has a limiting constant, generally $t_0 = 0.1$, because when it is equal to 0, the first term in the physical model of atmospheric scattering $J(x)t(x)$ is also equal to 0, which results in the final restored image to be noisy. Therefore, the transmittance must be limited.

Through the above methods, we can process the image of the coal mine to reduce the impact of dust in the image, as an example is shown in Figure 1.

![Figure 1. An example of image defogging: original image (a) and denoised (defogged) image (b).](image)

2.2. Hybrid Detection Method Based on Moravec Optimization

In the complex underground scene, to help the mine staff to monitor the actual situation, the Moravec operator [47] can be used for feature extraction from images. However, there is no corresponding feature point descriptor in the Moravec operator to describe the feature points, which provides the experimental basis for the next step of feature point matching. Therefore, we propose the use of the hybrid feature extraction method based on the Moravec operator to extract the feature points, combined with the feature description using the SIFT operator.

The implementation steps are as follows:

(1) Calculate image corner response function for a set of image pixel interest points:
The pixel \( p \) block window created in the image with the pixel as the center uses the following formula to calculate the sum of the squared differences of the gray differences of the adjacent pixels in the four directions \( v_H, v_B, v_V, v_D \):

\[
\begin{align*}
    v_H &= \sum_{i=-K}^{K-1} (g_{x+i,y} - g_{x+i+1,y})^2 \\
    v_B &= \sum_{i=-K}^{K-1} (g_{x+i,y+i} - g_{x+i+1,y+i+1})^2 \\
    v_V &= \sum_{i=-K}^{K-1} (g_{x,y+i} - g_{x,y+i+1})^2 \\
    v_D &= \sum_{i=-K}^{K-1} (g_{x+i,y-i} - g_{x+i+1,y-i-1})^2
\end{align*}
\tag{6}
\]

where \( g(x, y) \) is the pixel value of the image at the position \((x, y)\), and \( K \) is \([N \div 2]\). Take the minimum of the four values of \( v_H, v_B, v_V, v_D \) as the corner response function, that is \( I_V = \min(v_H, v_B, v_V, v_D) \), and set the value \( I_V \) to the point of interest.

(2) Determine the threshold value of pixel points and filter the candidate points that meet the conditions.

The selection criteria of the threshold range should meet two basic conditions: the required points can be extracted from the candidate points; redundant corner points can be removed to avoid many feature points, thus resulting in excessive calculations. After the threshold is set, compare the interest value with the threshold, and select the points, which are larger than the threshold, as candidate points.

(3) Determine corner points by local non maximum suppression method.

Local non-maximum suppression selects feature points. In a certain size window, the candidate feature points selected in the second step are removed from the point, whose response value is not a maximum value, and the remaining feature points are the feature points of the area are sought.

(4) Use the feature descriptors of the SIFT operator to describe the corner points selected in step (3).

The implementation steps are the following:

(4a) Find the scale space structure.

Perform scale transformation on the source image, and then obtain the scale space representation sequences of the image at multiple scales. The scale sequence-based main contour extraction is performed on these representation sequences in order to find multi-scale features. A Gaussian function is used to convolve the image. The scale space of a 2D image is:

\[
L(x, y, \delta) = G(x, y, \delta) \ast I(x, y)
\tag{7}
\]

where \( G(x, y, \delta) \) is a two-dimensional Gaussian function with a variable scale:

\[
G(x, y, \delta) = \frac{1}{2\pi\delta^2} e^{-\frac{(x^2+y^2)}{2\delta^2}}
\tag{8}
\]

where \( \delta \) is the scale space factor, and the size of \( \delta \) determines the smoothness of the image. The bigger the value is, the more it corresponds to the outline feature of the 2D image, and the lesser the value is, the less detailed features of the 2D image are.

The Gaussian difference scale space is generated by using different scales of the Gaussian difference kernel and image convolution, and the DOG calculation is as follows:

\[
D(x, y, \delta) = (G(x, y, k\delta) - G(x, y, \delta)) \ast I(x, y) = L(x, y, k\delta) - L(x, y, \delta)
\tag{9}
\]

The SIFT algorithm introduces a Gaussian pyramid model to reflect the continuity of scale, that is, a Gaussian filter is added based on downsampling of the image pyramid. Gaussian filtering is performed on the first layer of the image pyramid with parameters of 0, \( \delta \), \( k\delta \), \( 2k\delta \) to obtain the first
set of images. Downsampling the first layer of the first group of images to obtain the first layer of images in the second group, and then Gaussian smoothing on the second group of images is performed. After repeated several times, the image pyramid of the O group layer $L$ is obtained.

(4b) Obtain stable feature points.

The Gaussian difference (DOG) pyramid is used to obtain stable feature points. The first layer of the first batch of images in the Gaussian difference pyramid is obtained by subtracting the first layer of the first batch from the second layer of the first batch of Gaussian pyramids, and so on. Each group of Gaussian pyramids can obtain a layer height is $L-2$ of DOG pyramid. In order to determine the extreme points, in the Gaussian differential pyramid model, each pixel in the middle layer is compared with its eight adjacent pixels on the same layer and each adjacent pixel in the upper and lower adjacent layers. To ensure that local extremums are detected in both scale space and image space. If the DOG value of a pixel $P$ marked as a point is higher than the neighboring pixels, the position of the point $P$ and the corresponding scale are recorded. Most of the detected feature points still have noise effects and corresponding edges. So, we need to further extract the feature points to get feature points that are more stable. First, use the Taylor expansion $D(x, y, \delta)$ to expand as shown:

$$D(X) = D + \frac{\partial D^T}{\partial X}X + \frac{1}{2}X^T\frac{\partial^2 D}{\partial X^2}X$$

(10)

where

$$X = \begin{bmatrix} x \\ y \\ \delta \end{bmatrix} \frac{\partial D}{\partial X} = \begin{bmatrix} \frac{\partial D}{\partial x} \\ \frac{\partial D}{\partial y} \\ \frac{\partial D}{\partial \delta} \end{bmatrix} \frac{\partial^2 D}{\partial X^2} = \begin{bmatrix} \frac{\partial^2 D}{\partial x^2} & \frac{\partial^2 D}{\partial x \partial y} & \frac{\partial^2 D}{\partial x \partial \delta} \\ \frac{\partial^2 D}{\partial y \partial x} & \frac{\partial^2 D}{\partial y^2} & \frac{\partial^2 D}{\partial y \partial \delta} \\ \frac{\partial^2 D}{\partial \delta \partial x} & \frac{\partial^2 D}{\partial \delta \partial y} & \frac{\partial^2 D}{\partial \delta^2} \end{bmatrix}$$

(11)

where $D(X) = D + \frac{1}{2} \frac{\partial^2 D}{\partial X^2}$ is the derivative of $D(X)$.

Find the point $X$ whose derivative is 0, $\dot{X} = -\frac{\partial^2 D^{-1} \partial D}{\partial X}$. If $\left| D(\dot{X}) \right| \geq 0.03$, keep this point as a feature point.

Define a Hessian matrix of size $2 \times 2$, $H = \begin{bmatrix} D_{xx} & D_{xy} \\ D_{xy} & D_{yy} \end{bmatrix}$. The determined principal curvature requires the ratio of the eigenvalues of the matrix $H$. Assume that the maximum eigenvalue of the matrix $H$ is $\lambda_1$, and the minimum eigenvalue is $\lambda_2$, $\gamma = \frac{\lambda_1}{\lambda_2}$ where, $Tr(H) = D_{xx} + D_{yy} = \lambda_1 + \lambda_2$, $Det(H) = D_{xx}D_{yy} - (D_{xy})^2 = \lambda_1\lambda_2$. In order to eliminate edge response points, the reference value of $\lambda_1$ is set to 10 in this paper, and when $\frac{Tr(H)^2}{Det(H)} < \left( \frac{r+1}{r} \right)^2$, this point is considered an extreme point. (4c) Feature point description.

The feature point extraction part of the SIFT algorithm has obtained stable feature points. It is necessary to establish a descriptor for each feature point so that it has the characteristics of invariance of illumination and rotation.

Set $p(x, y)$ as a feature point, then the gradient value $g(x, y)$ and gradient direction $\theta(x, y)$ of the point $p$ are:

$$g(x, y) = \sqrt{(L(x+1, y) - L(x-1, y))^2 + (L(x, y+1) - L(x, y-1))^2},$$

(12)

$$\theta(x, y) = \tan^{-1} \frac{L(x, y+1) - L(x, y-1)}{L(x+1, y) - L(x-1, y)}$$

(13)

where $L$ is the scale space, where the point $p$ is located.

The feature point $p$ is the center, a $2 \times 2$ window is selected, and the gradient value and direction of each pixel in the window are calculated on the scale, where the feature point is located, and expressed in the histogram. The histogram has 36 directions, each of which contains $10^\circ$ out of a gradient
direction of 0° to 360°. The maximum value of the gradient direction in the histogram is taken as the principle direction of the feature point, while the direction greater than 80% of the max value in the main direction is retained as the auxiliary direction to improve the accuracy of the feature description. To ensure that the feature points detected by the SIFT algorithm are rotationally invariant, after determining the principle direction of the feature point \( p \), the main direction is used as the direction of the coordinate axis.

Finally, the Gaussian weighting is performed on the pixels except the row and column, where the feature points are located within a 16 × 16 window with the eigen-point as the center. The 16 × 16 size window is divided into 16 4 × 4 small windows, and the gradients in eight directions of each small window are accumulated. A vector of size 4 × 4 × 8 = 128 is generated as the feature point descriptor.

2.3. Feature Point Matching Using KD Tree

After extracting the feature points of two images, we need to match the points extracted using the SIFT feature descriptor and determine the matching feature point pairs. By calculating the relationship between the matched feature points, the transformation matrix between two images is obtained. Due to the scale and shift transformations between two images to be stitched, at least four pairs of matching points need to be obtained in order to get the transformation matrix between two images. To achieve this, we use the nearest neighbor matching algorithm based on the k-dimensional (KD) tree. First, features are extracted and feature description vectors are generated. Next, the KD tree index is established and search matching is completed by the nearest neighbor algorithm.

The KD tree is a k-dimensional binary index tree. The feature space of the KD tree-based feature approximate nearest neighbor matching is the \( n \) dimension real number vector space \( R^n \), which uses the Euclidean distance to find the neighbor of the instance. The KD tree is used to divide data points into specific parts in the \( n \)-dimension space \( R^n \). The purpose of the KD tree is to retrieve the nearest Euclidean distance from the query point. After all, Euclidean distances \( d(p,q) \) are stored in the KD tree structure, the nearest point can be searched effectively.

The search of the nearest neighbor based on the KD tree index is performed as follows:

1. Feature points are extracted by the SIFT operator, the feature point descriptor vector is generated, and the KD tree index is established according to the set of the \( k \)-dimension data points.

2. Using the priority queue, search the KD tree for a given target point, find the nearest neighbor data points \( m \), scan from the root node to the leaf node, and assign missed nodes to the queue; then, take out the point with the smallest distance from the current dimension from the queue, and rescan to the leaf node until the queue is empty, or the number of scans reaches the set upper limit.

3. If \( M \) nearest neighbors are found, compare the distance between the closest and the second closest neighbor to the target point. If it is less than the given threshold, select the nearest neighbor as the search result; if it is not found, return to null.

Figure 2a,c represent the images in the actual scene of the coal mine, respectively. The detected and labeled features are shown in Figure 2b,d, respectively. The feature points are mostly concentrated in the areas, where the image features are obvious, indicating that the detection algorithm works well on complex coal mine underground scenes.

2.4. Image Registration

After getting the feature matching pairs between the images to be stitched, we need to use the transformation model between the images to determine the pixel moving relationship between the images. In order to get a high-quality mosaic image, we need to refine the feature matching pairs. Here we use the random sample consensus (RANSAC) algorithm [54] to purify the feature point pairs. The RANSAC algorithm uses the iterative method to calculate the best mathematical model and parameters from a group of discrete data groups. The sample data group, whose data can be described by the same parameter model, also includes some data that deviates from the normal distribution and cannot be described by the parameter model. These data points deviating from
the normal distribution may be caused by the application of the incorrect measurement and calculation method. In the underground coal mine images, due to poor lighting, equipment, human operation, and other reasons, when the image is matched with feature points after feature point extraction, there are mismatched points, so it is necessary to purify the data set using the following algorithm.

![Figure 2. Results of feature point detection in coal mine underground images: (a,c) original images, and (b,d) feature detection results.](image)

For a group of observation data used for line estimation, first, randomly select two points to determine a straight line; then, set an allowable error threshold for the straight line; for other points except the selected two points; when the distance from the straight line is less than the threshold, set it as the internal point; otherwise set, it as the outer point. Repeat the above two steps until the number of interior points is enough, and the model obtained is the model to be estimated.

When solving the projection transformation matrix with the RANSAC algorithm, the following criteria are used to determine whether the obtained matching point is the interior point of the model: assuming that \((p, p')\) is a matching point pair, the distance between the two points is calculated by transforming the projection \(p\) to \(p'\) the coordinate system in which it is located, similarly, the distance \(d_1\) between the two points is calculated by transforming the projection \(p'\) to \(p\) in the coordinate system in which it is located, and the sum of the distance between the two points \(d_1\) and \(d_2\) is called a pair by calculating the formula It is called transformation error \(d_i\), and it is used as the basis of the interior point as follows:

\[
d_i = \sum \left( d\left( \overrightarrow{p_i}, H^{-1}\overrightarrow{p'_i} \right)^2 + d\left( \overrightarrow{p'_i}, H\overrightarrow{p_i} \right)^2 \right)
\]  

(14)

Set a threshold value \(T\), if \(d_i\) is greater than the threshold value \(T\), the matching point pair is determined as the outer point of the model, and the matching point pair is removed; otherwise, it is determined as the inner point of the model, and the matching point pair is retained.

The concrete implementation steps of the RANSAC algorithm are:
(1) In order to calculate the current parameter model $H_{cur}$, four pairs of matching feature points were randomly selected from the selected matching point pairs;

(2) For the other matching point pairs that are not selected, the symmetrical transformation error is calculated by $H_{cur}$. The inner point is set when the symmetrical transformation error is less than the threshold value, and the number of inner points $m$ is counted;

(3) If $M \geq M_{\text{inliner}}$, and $H_{cur}$ is a better parameter model, and $H = H_{cur}$;

(4) Repeat steps (1) through (3) until completed.

If there are too few internal points, the model is discarded; otherwise if the new model performs better than the previous one, then the new model is saved.

For an example of image registration results, see Figure 3, which uses the same picture as in Figure 2. The feature points, extracted from the original images (Figure 3a), are described by the SIFT descriptors, and rough matching can be obtained by using nearest neighbor matching algorithm based on the KD tree. However, because there are many mismatches in the registration image, it is easy to cause errors in the calculation of transformation matrix, this paper uses random sampling consistent algorithm to match the registered feature points. One step is to delete the mismatching and get Figure 3c, to get the correct feature point registration sequence and calculate the transformation matrix. In Figure 3c, the correct feature point registration pair is more than four pairs, so the transformation matrix can be more accurate.

![Figure 3](image-url)

**Figure 3.** Results of coal mine image feature point registration: (a) original image, (b) nearest neighbor matching algorithms, and (c) approximate nearest neighbor matching algorithm.
In Figure 3, we can see that the RANSAC algorithm together with the nearest neighbor matching algorithm based on the KD tree, can effectively purify the feature point pairs of registration, providing an effective experimental basis for the next step of calculating the transformation matrix. After the feature point detection and registration algorithm, the effective feature point pair is used to calculate the parameter model, and the obtained projection transformation matrix is the optimal transformation model.

3. Experiment

3.1. Dataset

We used the videos from four datasets: Tytyri mine, Finland; Sonderhausen mine, Germany [55]; Târgu Ocna Salt Mine, Romania; and Xiaoyadaokou tunnel, China [56]. The examples of images from the dataset are presented in Figures 4 and 5. We perform the experiments with MATLAB (MathWorks, Natick, MA, USA) implementation of our method on a PC with Intel Core i5-8265U 1.6GHz CPU and 8GB memory (Intel Corporation, Santa Clara, California, CA, USA). We use the SIFT implementation provided by the vlfeat library.

![Figure 4. Example of video frames from Xiaoyadaokou tunnel, China [56].](image1)

![Figure 5. Example of still images from Sonderhausen mine, Germany [55].](image2)

3.2. Evaluation

Following Guo et al. [57], we adopted the stability score and the stitching score, while the third score, the trajectory stability score was adopted from [26], to evaluate the generated panoramic videos. We also use the MVSQA metric [58] for panoramic video quality assessment based on the distortion maps of the stitched images. We describe the used metrics in more detail as follows:

1. Stability metric assesses the smoothness of the stitched video. The tracks are identified on the stitched video and analyzed using Fast Fourier Transform (FFT) in the domain of frequency. Then the energy of the lowest frequencies (from 2nd to 6th) are calculated and divided by full energy of the spectrum. The good value of the stability score should be close to 1.

2. Stitching metric assesses the stitching quality [59]. First, for each video frame, the distance between matching features within a small area that is close to the stitching boundary is computed. The stitching score of one frame is calculated as the average of distances between all feature pairs [36]. Average distance reflects the difference of the two features, the smaller the score, the closer the features.
The gives final stitching score is the largest value among all frames as the good value of the stitching score should be close to 0, indicating good alignment of the frames.

(3) Trajectory stability score. We acquire all feature trajectories of the video, and segment it as suggested in [26], and for all segments we calculate the trajectory stability scores. The final stability score is computed as the average trajectory stability score of all the segments.

(4) The MVSQA score [58] uses a weighting mask around image stitching edge. In order to create the desired mask, a distance transform from the stitching seam based on the structural similarity (SSIM) index is calculated for each of the stitched images. This value is weighted by three maps, each representing local feature to which the human eye is most sensitive.

3.3. Results

We can evaluate the quality of the defogging using three evaluation metrics: standard deviation, average gradient, and information entropy. We can see from Table 1 that the image quality of the coal mine underground image is improved after the defogging process as the mean values of the evaluation metrics have been increased. Table 1 shows that the gradient have improved from 1.6242 to 2.4861, and information entropy is increased from 6.8060 to 7.1968. All the performance improving is because that the proper method is taken for the special tasks. In subjective evaluation, it can also be seen that the processed image is sharper than the original image. This facilitates monitoring of the actual situation in an underground coal mine tunnel.

Table 1. Evaluation of defogging algorithm: average standard deviation, gradient mean and information entropy values on four analyzed video datasets.

<table>
<thead>
<tr>
<th></th>
<th>Standard Deviation</th>
<th>Gradient Mean</th>
<th>Information Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original images</td>
<td>32.1948</td>
<td>1.7294</td>
<td>6.7359</td>
</tr>
<tr>
<td>Defogged images</td>
<td>32.8739</td>
<td>2.4861</td>
<td>7.2056</td>
</tr>
</tbody>
</table>

Table 2 summarizes the stability, stitching, and trajectory stability scores and MVSQA metric value of the analyzed underground mine and tunnel video datasets.

Table 2. Quantitative evaluation of stitching quality on four video datasets.

<table>
<thead>
<tr>
<th>Video Dataset Number</th>
<th>#1 Tytyri</th>
<th>#2 Sonderhausen</th>
<th>#3 Târgu Ocna</th>
<th>#4 Xiaoyadaokou</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>540p</td>
<td>720p</td>
<td>540p</td>
<td>540p</td>
</tr>
<tr>
<td>Number of frames</td>
<td>280</td>
<td>450</td>
<td>300</td>
<td>120</td>
</tr>
<tr>
<td>Processing time (s)</td>
<td>13.03</td>
<td>21.02</td>
<td>14.26</td>
<td>5.58</td>
</tr>
<tr>
<td>Stability score</td>
<td>0.638</td>
<td>0.529</td>
<td>0.482</td>
<td>0.572</td>
</tr>
<tr>
<td>Stitching score</td>
<td>1.02</td>
<td>1.11</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>Trajectory stability score</td>
<td>1.25</td>
<td>1.13</td>
<td>1.32</td>
<td>1.18</td>
</tr>
<tr>
<td>MVSQA</td>
<td>0.24</td>
<td>0.29</td>
<td>0.31</td>
<td>0.28</td>
</tr>
</tbody>
</table>

The average processing time of our method for a single video frame is 46.5 ms (i.e., about 21.5 fps), which means that our method is fitting for real-time mine surveillance systems. Finally, we present the examples of the generated stitched panoramas in Figure 6.

Table 3 presents a comparison between the algorithms [60,61] and our method. Note that in order to compare, we run the algorithms [60,61] on our dataset, but we must agree that these algorithms have their own scope of application.
Figure 6. Example of generated panoramas of underground tunnel images.
3.4. Discussion

Unfortunately, there has been not much research on underground mine or tunnel video stitching. A vast majority of the related work use static images of underground tunnels and not perform real time processing of images. For example, Zhu et al. [62] used image stitching to make layout panorama of lining using images captured in the Changsha Metro tunnel and the Aizizhai tunnel using a hand-held camera. Huang et al. [63] performed visual inspection of metro shield tunnel for crack and leakage defects. Image stitching is implemented via splicing the overlapping images from six cameras. Kim et al. [64] stitched tunnel lining images to produce longitudinal panoramic images of tunnel wall surface. Konishi et al. [65] conducted image stitching of Shanghai metro line tunnels for water leakage detection. The images, however, are static and contain only parts of tunnel surfaces without any other objects. Similarly, Zhao et al. [66] analyzed the moisture marks of metro shield tunnel lining. Image stitching was used to obtained larger images from smaller captured images, whereas the quality of stitching is not evaluated. Finally, Deng et al. [56] used images from the Beijing metro tunnel and Xiaoyadaokou tunnel to stitch the images of tunnel surfaces.

The method proposed in this paper uses video images from the closed-circuit television (CCTV) cameras obtained in real-world underground conditions. In many cases, such images have poor quality due to low lighting, shadows and hazing, and can have blurry moving objects. Moreover, the images can have overlapping areas and camera angle misalignments and parallax.

The proposed method addresses the main requirement of processing such videos in real time (we achieved 21 fps image processing speed), thus allowing the adoption of the method for real-time remote surveillance and intelligent security monitoring applications for the safe operation of underground mines. As such, our method contributes to the development of digital mine infrastructure [67,68].

4. Conclusions

We have proposed a hybrid video image stitching algorithm for coal mine video surveillance. The corner detection operator is used to find the feature points, and the nearest neighbor algorithm based on the k-dimensional (KD) tree is used to match the feature points. In order to remove the mismatches, the random sampling consistent (RANSAC) algorithm is employed to filter and purify, and the transformation model parameters can be effectively obtained. Thus, the gradual in and out image fusion method is used to fuse the image without obviously visible image seams, which is more convenient for viewing by human personnel. The proposed method reduces the image stitching time and solves the problem of feature re-extraction due to the change of observation angle thus optimizing the video stitching process. The count of feature points is reduced, which reduces the calculation amount and speeds up the image stitching, while the influence of noise on the image can be largely ignored during the detection of feature points. The experimental results on the real-world mine video sequences show that the presented video stitching method can stitch 21 frames per second, effectively meeting the requirements for real-time, and the stitching effect has a good stability, consistency, and applicability.
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