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Abstract: Text classification is a prominent research area, gaining more interest in academia, industry and social media. Arabic is one of the world’s most famous languages and it had a significant role in science, mathematics and philosophy in Europe in the middle ages. During the Arab Spring, social media, that is, Facebook, Twitter and Instagram, played an essential role in establishing, running, and spreading these movements. Arabic Sentiment Analysis (ASA) and Arabic Text Classification (ATC) for these social media tools are hot topics, aiming to obtain valuable Arabic text insights. Although some surveys are available on this topic, the studies and research on Arabic Tweets need to be classified on the basis of machine learning algorithms. Machine learning algorithms and lexicon-based classifications are considered essential tools for text processing. In this paper, a comparison of previous surveys is presented, elaborating the need for a comprehensive study on Arabic Tweets. Research studies are classified according to machine learning algorithms, supervised learning, unsupervised learning, hybrid, and lexicon-based classifications, and their advantages/disadvantages are discussed comprehensively. We pose different challenges and future research directions.
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1. Introduction

A blend of three elements refers to social media: data, user groups and Web 2.0 technologies [1]. It has continued to grow since the launch of the first social media networks about two decades ago, and now it is an integral part of people’s daily lives [2,3]. By using social media, we can share news, opinions and communicate with anyone worldwide [4]. Social media platforms such as Twitter can be used as a valuable tool for sentiment analysis as people use it to share their viewpoints on a wide variety of topics. The quantity and quality of data from social media are rising dramatically [5]. On average, Twitter has 500 million tweets daily generated by more than 230 million active users. [6]. Among all social media platforms, Twitter is one of the best and useful platforms for information sharing. Twitter has 330 million active users per month with a beneficial module called a hashtag representing a group conversation on Twitter, and some users may use hashtags to express their opinions about any matter [7]. In 2011, during the Arab Spring, the most prominent Twitter hashtags throughout the Arab world were #Jan25, #Libya, #Brain, and #protests. In the first three months of the year, there were 1.4 million of hashtags for “# Egypt” and 1.2 million for # Jan25. Twitter’s main strength is not its number of users nor the huge number of tweets posted on it but the fact that companies and political parties are well aware that many of their clients and supporters are on Twitter. They can easily communicate with them at once [8].

Sentiment analysis is a valuable approach for gaining insights from a massive number of tweets shared by multiple users [9,10]. We can classify the sentiments of people into positive, negative, or neutral categories. The approaches used for Arabic text classification can be divided into two main categories, that is, machine learning techniques and semantic orientation techniques. In these techniques, the data is gathered to build the data set to train the machine learning model [11]. After training, the model is used to predict the given
tweet/data [12]. In the second technique, sentiment lexicons of the language are created. Every word in the lexicon is given a degree of positivity and negativity. This degree of the words indicates their class, that is, positive, negative and neutral. Any document classified into these classes based on the sum of degrees of all words used in the document [13]. In the last decade, sentiment analysis has gained the attention of researchers. It is a top trending research area in the current era. The application of sentiment analysis is everywhere and increasing day by day. A lot of tools and techniques are developed by researchers for the analysis of various languages. However, a little work is done on the Arabic language, especially on Arabic Tweets. According to a survey, more than 300 million speakers of the Arabic language [13].

Most of the work done on sentiment analysis till now is on classifying sentiments in text into three distinct categories. These categories are positive, negative, and neutral. This work is not enough for making valuable decisions as it may cause ambiguous results [14]. For instance, if a sentence is classified as a positive or negative sentence, it is unclear when the text’s polarity is what negative or positive emotion the user has. Every sentence can have sub-emotion categories. A sentence can have both positive and negative emotions. Moreover, sarcasm is also a critical factor in sentiment analysis. The detection of sarcasm is another research issue in language processing. The degree of sentiment is also significant in the classification of sentences. The comments posted by more than one individual may have a common sentiment, with different intensity levels [15]. Identification of a particular type of sentiment and its intensity can help analyze user opinion that can lead to a finer result/response.

In this paper, we laid a comparison of different review studies on Arabic text processing. These studies included general Arabic text processing. To the best of our knowledge, there is no detailed analysis of Arabic Tweets. We discuss the Arabic Tweet processing and relevant machine learning algorithms. For sentiment analysis of Arabic Tweets, machine learning algorithms are divided into three categories: supervised learning, unsupervised learning, hybrid techniques and lexicon-based classifications. We compare and contrast all the approaches in the form of tables, and a discussion/learned lesson section is also considered. Finally, current research challenges and future directions of Arabic Tweets are also posed. The rest of the paper is organized as follows: Section 2 deliberately discusses the review papers on Arabic Text classification. Section 3 explores various phases and techniques of machine learning. Section 4 summarizes differently supervised, unsupervised and hybrid techniques proposed for Arabic Tweets. Section 5 discusses various lexicon techniques and compares them. Section 6 explores challenges and limitations for Arabic text classification. In Section 7, deep learning for Arabic sentiment analysis is presented. Transformer for Arabic text is provided in Section 8. Section 9 discusses future research directions, while Section 10 concludes the survey.

2. Comparison with Other Surveys

There are several basic research studies [16–19] on Arabic data analysis. In these studies, the authors discuss the basic knowledge and need of Arabic Sentiment Analysis (SA). The followings are the more enhanced review of Arabic data classifications and research challenges. Alhumoud et al. [20] present a study of research efforts to examine Arabic content on Twitter, with a particular emphasis on the techniques and methods used to obtain sentiments for Arabic content on Twitter. Assiri et al. [21] discuss the important studies related to the Arabic sentiment analysis and provide in-depth qualitative analysis based on various Arabic text features. They evaluate the smoothness of percentage errors of different research studies that describe the influence of these studies.

Deep Learning (DL) is becoming very popular for different language processing and online social networks (OSN). In [22], DL-based techniques used for natural language processing (NLP) and speech processing are surveyed. Most of the studies focused on Optical Character Recognition (OCR) based problems for text translations. Similarly, Abdullah et al. [16] surveyed Arabic Twitter data for sentiment analysis. They discussed
different machine learning techniques and NLP classifications for Arabic data. Different aspects and challenges of Arabic languages are discussed in detail. But it does not consider Machine Learning (ML) classifications for Arabic data. Guellil et al. [23] presented a comprehensive survey on Arabic varieties, that is, classical Arabic, Modern Standard Arabic, Arabic Dialect. Arabizi (roman script) is considered in any application nowadays. They consider a large number of research studies by categorizing them according to these varieties. Different machine learning algorithms, that is, Support Vector Machine (SVM), convolutional neural network (CNN), Naive Base (NB), for Arabic language processing.

Badaro et al. [24] present comprehensive overview of the literature on Arabic opinion mining. The literature covers all elements involved in a systematic opinion-mining system: methods, resources, approaches, and implementations on Arabic sentiment analysis. The most recent developments in the field, including cutting-edge deep learning models for sentiment analysis are discussed. An overview of a system architecture for an Arabic opinion-mining system to help people who want to build a real opinion-mining application is also elaborated. The survey [25] discusses several machine learning approaches, that is, supervised, unsupervised, and hybrid studies for Arabic text processing. Some important improvement is discussed related to SVM, N-gram studies, and NB. This survey shows that more custom algorithms and methods need to be developed for Arabic data analysis. Kaseb et al. [26] provide a comparison and study of the various proposed Arabic SA methodologies. Some ML techniques, that is, SVM, NB, are also considered for comparison purposes. In the case of SA, it was discovered that SVM produces the best results. The issue with NB is that it is focused on probabilities, so it is better suited to high-dimensional inputs. SVM has been successfully used in many sentiment analysis tasks due to its main advantages.

El-Masri et al. [27] discuss the advantages and disadvantages of different deep learning models for Arabic opinion-mining. Some other, more relevant studies [28,29] also discuss the research trends and challenges for Arabic data classifications. But all these studies lack the classification on the basis of machine learning algorithms in a comprehensive way. So we adopted different classifications of machine learning and hybrid approaches for this topic. Ghallab et al. [30] presented different classification methods for Arabic text processing. This paper highlights the most popular preprocessing techniques and feature selection methods. It also includes a taxonomy of sentiment classification techniques.

Abo et al. [31] studied different Arabic text processing approaches based on machine learning and Lexicon-based classifications. They discuss two case studies related to Arabic text. They are missing relevant discussions and learned lessons on these techniques. Alsayat et al. [32] discuss six levels of the Arabic language that can be derived based on morphology, phonetics, lexicology, syntax. They compare some techniques by using a limited number of factors. Table 1 compare different existing review papers based on different parameters. Although there are several surveys on different Arabic Sentiment Analysis topics, there is no comprehensive survey on Arabic tweets. This survey provides comprehensive and up-to-date analyses of current studies and development on this topic due to the importance of social media and Twitter-like platforms.
Table 1. Comparison of surveys on Arabic text processing.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Objectives</th>
<th>Techniques</th>
<th>Machine Learning</th>
<th>Arabic Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alhumoud et al. [20]</td>
<td>2015</td>
<td>Tools and techniques for Arabic data analysis</td>
<td>Discuss different Machine learning approaches used for SA</td>
<td>✓✓</td>
<td>NA</td>
</tr>
<tr>
<td>Al-Ayyoub et al. [22]</td>
<td>2019</td>
<td>Comprehensive analysis of general Arabic sentiment analysis</td>
<td>Aspect-Based SA, Binary SA, Turnary SA, Multi-Way SA, Aspect-Based SA, Multilingual SA</td>
<td>✓✓</td>
<td>Partially</td>
</tr>
<tr>
<td>Guellil et al. [23]</td>
<td>2019</td>
<td>Surveyed different Arabic varieties i.e., classical Arabic, Modern Standard Arabic, Arabic Dialect</td>
<td>text mining and machine learning techniques.</td>
<td>✓✓</td>
<td>Partially</td>
</tr>
<tr>
<td>Badaro et al. [24]</td>
<td>2019</td>
<td>Different tools, resources, and techniques, for Arabic text analysis</td>
<td>Machine learning and others</td>
<td>✓✓</td>
<td>Partially</td>
</tr>
<tr>
<td>El-Masri et al. [27]</td>
<td>2017</td>
<td>Presenting Deep learning techniques used in different applications of Arabic SA</td>
<td>Deep learning</td>
<td>Partially</td>
<td>Partially</td>
</tr>
<tr>
<td>Abo et al. [31]</td>
<td>2020</td>
<td>Survey on Arabic text processing</td>
<td>ML, hybrid, lexicon</td>
<td>✓✓</td>
<td>Partially</td>
</tr>
<tr>
<td>This survey</td>
<td>2021</td>
<td>Classifications of Arabic Tweets</td>
<td>Machine Learning, hybrid</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
</tbody>
</table>

3. Background Knowledge

In this section, Arabic language, Arabic text classification, data gathering, and other basic concepts are discussed. Different classifications of machine learning algorithms are also elaborated.

3.1. Arabic Language

Arabic is a language ranked in the top five major languages of the world. It is commonly used in the Muslim world as the script of the Qur’an, the holy book of Islam in Arabic. It belongs to the Semitic group of languages, comprised of Hebrew and Amharic, Ethiopia’s main language. Arabic has various dialects, that is, classical, modern standard, and various local dialects. There are 28 alphabets used in this language and sentences are written from right to left. The alphabets of the Arabic language are shown in Figure 1.

The preprocessing of the Arabic language is not the same as English because of its complex and rich morphology. We need a special kind of preprocessing techniques to implement Machine and deep learning techniques for classifying Arabic tweets. Text translation, tokenization, stop-word elimination, and stemming are common activities in the preprocessing step. Stemming is the process of removing both affixes and suffixes from a word to
isolate the root. Since the Arabic language has various ways of representing text, three stemming strategies are widely used. These techniques are Khoja stemming, light stemming methods, and raw text comparison (no stemming). The feature extraction/selection role comes next. The impact of text preprocessing functions on text categorization is calculated in this step, particularly the impact of using stemming from Arabic text categorization. In this process, the term weigh is used to describe each text as a weight vector. This is commonly referred to as the bag of words process. The term frequency (tf) counts the number of times the term t appears in document d, while document frequency (df) counts the number of times the term t appears in at least one document. The inverse document frequency (IDF), on the other hand, tests how popular the word is in all records. The IDF would be low if the term exists in a large number of documents and heavy if the term appears in a small number of documents.

![ARABIC ALPHABETS](image)

**Figure 1.** Alphabets of Arabic Text.

### 3.2. Arabic Dialect

As in several languages, modern Standard Arabic (MSA) is the published and scientific standard for Arabic as this is not the word people speak in their daily lives [33]. Arabic dialects and MSA, for example, certain variations are speaking Arabic:

- Has a more basic grammar and informal language and style
- Has several distinctly articulated letters that may vary on the basis of dialect
- Has terms or phrases that differ from some dialects
- Only in writing if an intimate or humorous touch is needed

In addition to these variations between MSA and Arabic dialects, several dialects may vary [34]. As in many languages, these dialect gaps are often not large enough to make it difficult for native speakers to understand each other. As a language student, this is crucial to know, because it is more probable that you would experience a variation in dialect during conversation with native speakers. There are various types of Arabic in the Arab world. The primary variant classes include:

#### 3.2.1. Sudanese Arabic

These dialects of Arabic are mainly spoken in Sudan and various regions of Eritrea. Sudanese Arabic is similar to the Egyptian dialect in terms of native speakers, although there are some differences [35]. More than 17 million speakers speak it. Sudanese is distinguished from other Arabic dialects by the continuation of ancient “pronunciations and writing sequences”.

#### 3.2.2. Egyptian Arabic

With over 60 million speakers, Egyptian Arabic is the most learned and commonly spoken Arabic dialect. Egyptian Arabic influences European languages, that is, Italian, French, Greek, and Turkish.
3.2.3. Maghrebi Arabic

Maghrebi Arabic is a widely used dialect of Arabic spoken by over 70 million people worldwide. This dialect is used in various countries, that is, Algeria, Tunisia, Morocco, Western Sahara, Libya and Mauritania [36]. This dialect of Arabic is very different from modern Standard Arabic (MSA) and it has its own name that is Derja, Derija or Darija (الدارجة). This dialect is the combination of various Arabic dialects such as Algerian Arabic, Tunisian Arabic and Moroccan Arabic.

3.2.4. Gulf

According to a survey, 36 million people speak Gulf Arabic. Persian Gulf countries mostly speak it. These countries include Bahrain, Qatar, Kuwait, United Arab Emirates (UAE), Iraq, and Oman. This dialect is also made up of various dialects that are distinct in vocabulary, syntax, and pronunciation across the regions.

3.2.5. Levantine

Levantine is a dialect of Arabic spoken in Jordan, Lebanon, Palestine, and Syria and is spoken by more than 20 million speakers. It is also the second most commonly used dialect in the Arabic media. This dialect is closely related to MSA, but it has its vocabulary, phonology, and syntax.

3.2.6. Yemeni Arabic

Yemeni Arabic is spoken by nearly 15 million people who speak it as their first language. Saudi Arabia, Somalia, and Djibouti are among the countries where it is widely spoken. This dialect is not used for writing purposes and speakers of this dialect use MSA for writing purposes.

3.2.7. Mesopotamian

Mesopotamian dialect, also known as “Iraqi Arabic”, is a dialect spoken in various countries, that is, Syria, Iraq, Iran, and Turkey. It is thought to have evolved during the historical change from Aramaic to Arabic. It is spoken by about 15 million people worldwide. Many other dialects have similarities with other languages such as Akkadian, Persian, and Turkish in this Arabic dialect.

3.3. Text Classification

Text classification is known as the method of labeling data with a specific tag or label for dividing it into different categories. Text classification is one of the essential tasks in natural language processing. It has various applications like sentiment analysis, spam filtering, topic labeling, and intent identification [37]. Mostly text classification or text mining is done using supervised machine learning techniques.

Various social media platforms like Facebook, Twitter, Instagram, emails, web pages, and surveys can be used to get data. But this data is unstructured and has many ambiguities [15]. Text can be a vibrant set of information, but due to its amorphous nature, obtaining insights from it can be difficult and time-consuming. Text classification for machine learning can help organizations organize and interpret their text dynamically, quickly, and cost-effectively, simplify processes, and boost data-driven decisions. Language processing has four essential levels [38]. These four stages include data gathering, preprocessing, model training, model testing, and model deployment. These stages are discussed below.

3.4. Data Gathering

Data gathering is the first step in language processing, and we collect the desired data from various platforms like Twitter, Blogs, and other websites. Because of the evolution of the internet, the amount of data is increasing day by day. The data on internet is unstructured data and does not have any specific shape [39]. We gather data by using various techniques like web scraping and API’s. It is important to gather data from reliable
resources like Facebook, Twitter, or Product data. If collected data does not have sufficient information, the results will not be trustworthy. In sentiment analysis, the data can be gathered from social media platforms like Twitter, Facebook, Instagram, and other websites like blogs and E-commerce websites [40]. Researchers used various social media platforms for data gathering in Arabic sentiment analysis, but most of the researchers used the Twitter data set as it is considered a credible source of information [41]. There is a significantly lower amount of data on Twitter that is fake [42].

3.5. Arabic Corpora

Various Arabic corpora are being used for Arabic SA, including the Quranic Arabic Corpus [43], arabiCorpus [44], Tunisian Arabic Corpus [45], International Corpus of Arabic [46], King Abdulaziz City for Science and Technology (KACST) Arabic Corpus, KALIMAT, and Arabic Corpus. These corpora have different sizes and dialects. The Quranic Arabic Corpus is an annotated corpus that includes each word in the Holy Quran’s with its Arabic grammar, syntax and morphology. Three types of analysis are available in this corpus, that is, morphological annotation, syntactic treebank, and a semantic ontology. The arbi corpus is another Arabic corpus containing word frequency data and the ability to search for greater patterns and grammatical structures. Words in Arabic and Latin scripts can be searched in this corpus. Tunisian Arabic corpus is available online for free. It comprises 818,310 words that are divided into 17 categories. These categories include blogs, phone conversations, Internet forums, jokes, and so on. A researcher has three options for searching for any word in this corpus, that is, exact, stem, and regEx (transliteration). KALIMAT is a natural language Arabic resource with 6 categories that contain 4,000,000 words. These categories include history, economy, local news, international news, religion, and sport. KACST is also a freely available Arabic corpus that can be used for various research projects, including natural language processing (NLP). It has over one billion Arabic terms in it. It also covers written texts in Classical Arabic and Modern Standard Arabic (MSA) from pre-Islamic times until the corpus launch. Moreover, some other Arabic corpora are constructed by various researchers and used for various NLP tasks of Arabic language.

3.6. Exploring/Prepossessing Data

The gathered data are examined in this process, and data insights are retrieved. Since the data gathered from the internet are unstructured, it is important to preprocess it before using it in later stages. If data are not pre-processed, it can cause more computation, and incorrect results [42]. In this step, different parts of data that are not necessary are removed, like stop words, weblinks, white spaces, and special characters. After successful data pre-processing, various features are collected based on the problem of the research. In the processing of text, we represent the text in discrete and categorical values [47]. This is essential because the machine learning model is unable to comprehend textual details. Feature extraction is the method of mapping words to real-valued vectors. Various techniques can be used for feature extraction like a bag of words and TF-IDF [48]. Because of the preprocessing constraints discussed above, Arabic Natural Language Processing (NLP) tasks, such as Sentiment Classification and Named Entity Recognition (NER), are difficult to perform. Recently, there has been an increase in the use of transformers for these purposes. Language-specific BERT-based approaches have shown higher accuracy and effectiveness as they are trained on a very large corpus. There are various transformer models used for ATC, that is, AraBERT, ARBERT, MARBERT.

3.7. Train, and Evaluate Model

After the successful feature extraction, we choose a machine learning model for training. There are various machine learning models like Supervised learning models, unsupervised learning models. Models are chosen according to the data set. There is no model that we can say the best model. Different models behave contrarily on various data sets [48]. The data set is divided into two sets, that is, the training data set and the testing
data set. The selected model is trained on the training data set and evaluated on the testing data set. Various machine learning models can be trained and evaluated on the data sets to compare the accuracy and other evaluation metrics.

3.8. Deployment of Model

The last step is deploying the model for using it on real data to make use of the trained model for practical decision making. It is integrating the trained and tested machine learning model into a functional environment [49]. To get the most value from the model, it is necessary to seamlessly deploy it to production to use it to make practical decisions. Figure 2 shows the stages of text classification or language processing.

![Figure 2. Phases of Text Classification.](image)

Text classification can be done by using various techniques. These techniques are divided into three main categories, that is, machine learning, lexicon based and hybrid approaches as shown in Figure 3.

![Figure 3. Techniques for Text Classification.](image)

3.9. Machine Learning Algorithms

From a group of powerful learning techniques of AI, the ML [50] approach is extensively used for data mining, computational linguistics, and so forth the stand-alone system capable of learning from the training data [51]. It is a mechanism that can learn from the experience in the absence of explicit programming to solve the several problems, healthcare, manufacturing, text analysis, [52]. The approach of ML relies on two main phases; one is the training phase and the other one is the decision phase, as shown in Figure 4. In the first phase, the machine gets the training data and train the model according to data, and in the second phase, the system predicts the results and update itself [53,54].
Figure 4. Process of Machine Learning.

The ML is used to develop such systems that can automatically learn from the data and can get to know about the hidden pattern. ML algorithms are grouped by their learning methodology and functional similarity in the way of working [55]. Different problem categories get benefits from ML such as classification, regression, clustering, and rule extraction [56]. The most important advantage of ML is that they deal with a complex problem and gives close or better results than a human being. In Arabic text processing, complex problems exist and need efficient solutions to solve these problems [57]. ML approaches are divided into three main subcategories for text processing as described in Figure 5.

3.9.1. Supervised Learning

In supervised learning, the model is trained using labeled data [58]. After training the model, unknown data is provided to the system to get the expected output [59]. In this method, features are learned from the labeled input data: features are the multiple important characteristics obtained from the model and stored in a feature vector. Features are extracted from data and, together with labels, are provided to train the model. Once the model is trained, it is validated by providing unlabeled data, with the model predicting the expected label [60].

3.9.2. Unsupervised Learning

In unsupervised learning, the model provides data with no labels. The aim is to find certain patterns and knowledge in the data by creating clusters or grouping similar items together [61]. When datasets are too large to be labeled, this is the most widely-adopted approach [62]. In this method, relevant features from the data are extracted and fed to the model [63]. When the new data is given, the basic goal is to isolate groups with identical characteristics and classify them into categories.

3.9.3. Semi-Supervised Learning

Traditionally, learning has been studied either when all the data is labeled (i.e., supervised learning) or all of the information is unlabeled (i.e., unsupervised learning) [64]. In semi-supervised learning, the model is trained using both labeled and unlabeled data [65,66]. Semi-supervised learning is useful when there is a huge amount of data, and labeling all data is not possible, but it is still possible to label part of it. The goal is to
improve the system’s learning behavior and performance using a combination of labeled and unlabeled data [67].

4. Machine Learning Techniques for Arabic Tweet Classification

The process of training a computer to make accurate results when any data is given to it is called machine learning. It is a type of artificial intelligence in which we make a computer system so intelligent that it can perform various tasks without human intervention [68]. Today machine learning is everywhere, from the classification of an image to self-driving cars. Different machine learning techniques can be used for language processing. In recent years most of the work done on Arabic tweet classification or Arabic sentiment analysis is done by using the following machine learning techniques [69].

4.1. Supervised Leaning Techniques

Supervised learning techniques are machine learning techniques that need labeled data for building models. In this type of learning, the correct labels of data are given, and models are trained with proper tags, after training the model to predict or classify the new data based on labels given on training phase [70]. Figure 6 illustrates the process of supervised machine learning.

![Figure 6. Structure of supervised Machine Learning.](image)

A supervised learning model can learn to identify, provided suitable examples, the clusters of pixels and shapes associated with each number and finally recognize handwritten digits that can reliably distinguish between numbers 6 and 9 or 26 and 29. In the following section, supervised learning models for Arabic Language are explored.

Duwari et al. [71] proposed a technique for the Arabic language sentiment analysis. In this study data set of 2591 tweets were used that was collected by crowd sourcing. After the collection, tweets are labeled as positive or negative and neutral according to their properties. Three machine learning algorithms named NB, KNN, and SVM were used to classify tweets. For accurate results, 10-fold cross-validation was used. After the evaluation, the SVM classifier outperforms other classifiers by getting an accuracy of 75.25%.

Atoum et al. [72] proposed a model for tweet classification. This study also classifies tweets into three major categories, that is, positive, negative, and neutral tweets. In the data collection step, Arabic Jordanian dialect tweets were collected and preprocessed. Various tasks like text normalization, tokenization, stop words removal, name entity recognition, and stemming is done in this stage. Numerous experiments were performed on the proposed system incorporating supervised machine learning. The authors conclude that classifications using the SVM on Arabic light stemming outperform the NB classifier. Moreover, by introducing a correlation between the three categories and decreases the amount of examples to some of the most encountered instances, the accuracy of models was improved and the final accuracy of SVM was 82.1%. Jardaneh et al. [73] proposed a supervised machine learning technique for Arabic language processing. A machine learning model for quantifying the credibility of Arabic language tweets was presented in this paper. They built various features for this and divided them into two categories:
content-based features and user-based features. Different machine learning algorithms are implemented during the learning process, and the ones with the best performance are maintained. Finally, they compared each experiment’s performance and presented the outcomes of each one. The experimental assessment shows that with an accuracy of 76%, the system can filter out non-credible tweets.

Al-Horaibi et al. [74] have suggested a methodology opinion mining from Arabic social media posts. In their work they use various features for sentiment classification. The twitter data set containing 2000 tweets was used in this study. The data set was manually annotated by native Arabic speakers before preprocessing for getting better accuracy. After preprocessing two supervised models that is, NB and Decision tree were applied on training data set by using different combinations of preprocessing functions. The NB model got 64.84% accuracy while decision tree got 53.75% accuracy. Various reasons of low accuracy of proposed techniques on Arabic language were also discussed in this article.

An ensemble technique was proposed by Abdelaal et al. [75] for sentiment analysis of Arabic tweets. Ensemble methods, that is, bagging, stacking and boosting models were used for enhancing the classification accuracy of Arabic text. In this study, data was gathered using twitter API and manually classified into five different categories. The categories were sports, politics, culture, technology and general. After preprocessing of data set three classifiers decision tree, NB and Sequential Minimal Optimization (SMO) were applied for the classification of tweets. After cross validation the accuracy of classifiers was 87%, 83.6%, and 86.4% respectively. Then bagging, boosting and stacking techniques were applied on models to enhance their accuracy’s. After evaluation of ensemble methods, the NB model got 88.6% accuracy using bagging approach while SMO got 88.6% accuracy using stacking technique.

Alsanad et al. [76] presented an article in which they used corpus based method for the classification of Arabic tweets. They classified tweets into three distinct categories. After the data wrangling process, they trained “Discriminative multinomial naive Bayes” (DMNB) model along with stemming, N-grams tokenizer, and TF-IDF technique. The analyses are carried on a public Twitter data set using a series of performance assessment measures to validate the recommended approach to sentiment analysis. A 10-fold cross-validation is adopted to evaluate the experimental results. Data set used in this study consists of 2000 Arabic tweets classified into positive and negative classes. This study used the WEKA machine learning tool for the experimental setup. The paper also discusses several other machine learning classifiers used in similar work on the same data set with the proposed method’s DMNB classifier. Analysis results showed the efficiency of the proposed approach. After the comparison of results the findings shows that proposed model outperformed the models discussed in literature review by improving accuracy of 0.3%.

Duwairi et al. [77] discuss the supervised learning model for sentiment analysis of Arabic text. A data set was compiled and labeled using crowd sourcing, consisting of 2591 Twitter messages. To detect the polarity of a review, SVM, the NB, and KNN classifiers are considered. The data is split into training and validation sets using ten-fold cross-validation. All tweets were pre-processed by removing stop words and removing other unnecessary words. After making tokens of tweets, different weighting schemes were used like TF, TF-IDF, and Bag of Words (BoW). The best precision was 69.97 when the NB classifier used TF. The results of three supervised classifiers were different when different weighting schemes were used. In this study, the K nearest neighbor classifier outperforms other classifiers used with the BoW weighting scheme. When TFIDF was used, SVM obtained the best results. Finally, when TF was used, NB gave the best performance.

Ismail et al. [78] proposed a framework using supervised learning on sentiment analysis for the Arabic language. The Sudanese Arabic dialect corpus was used in this study that was consisted on 4712 tweets. These tweets were compiled and manually labeled by 3 native Arabic individuals for improving labeling process. KNN, SVM, NB, and multi-nominal logistics regression models were trained and tested on the collected
data. The KNN classifier outperforms other supervised learning models by securing an accuracy of 92% when the value of K = 2.

Alsaleem [79] presents an article on sentiment analysis using SVM and NB. They use two supervised learning algorithms named SVM and NB. After the model building, both models were compared based on precision-recall and accuracy. The study’s findings that the SVM classifier outperforms the NB classifier on the validation data set.

Salamah et al. [80] built a system called Kuwaiti Dialect Opinion Extraction System from Twitter (KDOES). They use a decision tree and SVM classifier for their data set. By dividing the Kuwaiti words into classes such as happiness class, they extracted features for the system. Such groups are listed as positive or negative. This study shows that SVM performs better than the decision tree for the classification of Arabic tweets.

Al-Osaimi [81] used a supervised approach, where Rapid Miner was used to classifying their gathered tweets using both NB and Decision tree algorithms. They investigate the impact of considering the emotional faces (emoji) typically used by users of Twitter. Their technique showed that the classification of emotion faces increased models’ accuracy from 58.28% to 63.79%.

Abdul-Mageed et al. [82] present research on sentiment analysis of Arabic tweets. They used SVM supervised machine learning model for classification. A total of 3015 Arabic tweets was used as a data set in this paper extracted from the TAGREED corpus.

Amira et al. [83] present a study on sentence-level sentiment analysis for Arabic text. Using 2000 tweets from Twitter, they investigated the supervised machine learning techniques for the classification of sentences. In their work, they use a SVM and NB approach. Their work indicate that SVM outperforms the NB classifier.

Oussous et al. [84] present a novel framework for Arabic sentiment analysis. For both Arabic text pre-processing and Arabic sentiment analysis, their system incorporates different approaches and productive models. A novel Arabic data set “Moroccan Arabic data” was created during this study that contain 2000 tweets. This data set contains balanced ratio of positive and negative opinion. Initially the data set contains Informal structures, non-standard dialects, and several other unnecessary words that were removed in the later stages of the study. This data was gathered from various users and real resources. The feature vectors of tweets were pre-processed in many ways and the impact of these on the accuracy of the classifiers have been investigated in this study. The findings indicate that elimination, normalization, and stemming of stop words marginally improved the classification’s accuracy. Furthermore, the experimental results showed that in the case of Arabic sentiment analysis, deep learning models, that is, CNN and LSTM are more effective and have shown better performance than machine learning models like SVM, NB. In all these scenarios, deep learning models worked better than conventional models: using unigrams, using stop words, without stop words, with stemmed or without stemmed words.

Ombabi et al. [85] present a deep learning-based approach for Arabic sentiment analysis using social media data. The multi-domain corpus was used in this study. The results showed the impressive performance of their model with 89.10%, 92.14%, 92.44% and 90.75% accuracy respectively on multi domain corpus. The effect of word embedding approaches on the characterization of Arab sentiment has been thoroughly validated by this review. The findings of this research also indicate that the Fast/Text model is a significant alternative to semantic and syntactic data learning.

Discussion and Learned Lessons

Supervised machine learning techniques have been widely used for Arabic text classification. Different researchers use various classifiers for Arabic text classification as a comparison is shown in Table 2. Most of the studies use supervised learning techniques (i.e., NB and SVM) for text classification on various data sets. These two classifiers outperform other classifiers on the basis of accuracy, precision, and recall. SVM is a supervised machine learning algorithm that uses support vectors and hyperplanes to classify objects
into different classes. Duwari et al. [71], Atoum et al. [72], Duwari [77] and many other researchers used SVM for the Arabic tweets classification on various amount of tweets. They show that SVM perfectly classifies the Arabic text by gaining a handsome level of accuracy. Ismail et al. [78] got the highest accuracy of 92% using SVM classifier on Sudanese Arabic dialect corpus. The second classifier that outperforms other classifiers for Arabic text classification is NB. Naive Bayes classifiers work based on Bayes theorem. For the classification of objects NB classifiers assume strong independence between various attributes of data points. This classifier is widely used in text classification and medical diagnoses. Alsanad et al. [76], Alsaleem et al. [79], Al-Osaimi et al. [81] used NB classifier along with other classifiers for Arabic text classification on various data sets. From these Al-Osaimi et al. [81], gained a valuable accuracy from other technique. Harrag et al. [86], Motaz et al. [87], Rasheed et al. [88] used the decision tree model and got handsome results on the various corpus of the Arabic language. Another study was proposed by Hammad et al. [89] that used the data obtained from 2000 Arabic reviews from social media for evaluation. They used various supervised machine learning models, including SVM, NB, Feed forward Neural Networks with Back Propagation error (BPNN), and Decision Tree. By using the SVM model, the highest accuracy of 96.06%. To improve the preprocessing phase’s accuracy, larger and more complex data sets should also be considered. Abdullah et al. [90] also used NB and SVM models and got an accuracy of 80.3%. We conclude that various supervised machine learning algorithms SVM and NB performs better than other classifiers.

### Table 2. Comparison of supervised techniques used for Arabic text classification.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique Used</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duwari et al. [71]</td>
<td>NB, KNN, SVM</td>
<td>Twitter</td>
<td>75.25%</td>
<td>10 fold cross validation is used with multiple Classifiers</td>
<td>The data set was very small, and accuracy was low.</td>
</tr>
<tr>
<td>Atoum et al. [72]</td>
<td>SVM, NB</td>
<td>Twitter</td>
<td>82.1%</td>
<td>Balanced and unbalance data set is used for all models</td>
<td>Accuracy is not good without light stemming,</td>
</tr>
<tr>
<td>Al-Horaibi et al. [74]</td>
<td>NB, Tree</td>
<td>Decision</td>
<td>64.84%</td>
<td>Data set was annotated by two native Arabic annotators</td>
<td>The Size of tweets were small</td>
</tr>
<tr>
<td>Abdelal et al. [75]</td>
<td>ensemble of surface features</td>
<td>Twitter</td>
<td>88.6%</td>
<td>The bagging, boosting and stacking are used for improving accuracy</td>
<td>It takes more time for training and single data set is used for all algorithms.</td>
</tr>
<tr>
<td>Jardaneh et al. [73]</td>
<td>Ada Boost, DT</td>
<td>Twitter</td>
<td>76%</td>
<td>Both content-based and user-based features used</td>
<td>Accuracy was low.</td>
</tr>
<tr>
<td>Alasand et al. [76]</td>
<td>(DMNB)</td>
<td>Twitter</td>
<td>88.67%</td>
<td>10-fold cross-validation approach is used</td>
<td>Data set was small</td>
</tr>
<tr>
<td>Duwairi et al. [77]</td>
<td>NB, SVM, and KNN</td>
<td>Twitter</td>
<td>69.97%</td>
<td>Weighting schemes like TF, TF-IDF, and BoW were used</td>
<td>Accuracy of the system was not good</td>
</tr>
<tr>
<td>Ismail et al. [78]</td>
<td>NB, SVM, and KNN</td>
<td>Sudanese Arabic dialect corpus</td>
<td>92%</td>
<td>Tweets were manually labeled by 3 Arabic speakers.</td>
<td>Huge amount of time is required for manual labeling.</td>
</tr>
<tr>
<td>Alsaleem [79]</td>
<td>NB, SVM</td>
<td>SNP Arabic</td>
<td>77.9%</td>
<td>Different Arabic data sets were used for training</td>
<td>Classification accuracy was not too good</td>
</tr>
<tr>
<td>Salamah et al. [80]</td>
<td>Decision Tree and SVM</td>
<td>Kuaweti language</td>
<td>76%</td>
<td>Manual annotation of Data set</td>
<td>The data set was too big so it increase training time.</td>
</tr>
<tr>
<td>Al-Osaimi et al. [81]</td>
<td>NB and Decision tree</td>
<td>Twitter</td>
<td>63.79%</td>
<td>Detect emotion icons in the tweets</td>
<td>The accuracy of system was low.</td>
</tr>
</tbody>
</table>
### Table 2. Cont.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique Used</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdul-Mageed et al. [82]</td>
<td>SVM</td>
<td>3015 tweets</td>
<td>69%</td>
<td>Testing with TAGREED corpus</td>
<td>Accuracy was not good</td>
</tr>
<tr>
<td>Amira et al. [83]</td>
<td>SVM and NB</td>
<td>Twitter</td>
<td>NA</td>
<td>Uni-grams and combination of Uni-grams and Bi-grams were used</td>
<td>Neutral category was not considered data set very small</td>
</tr>
<tr>
<td>Harrag et al. [86]</td>
<td>Decision Tree</td>
<td>Hadith</td>
<td>93%</td>
<td>Two different data sets were used</td>
<td>Low Accuracy on Hadith corpus</td>
</tr>
<tr>
<td>Helmy et al. [91]</td>
<td>SVM, BPM</td>
<td>Hadith</td>
<td>96%</td>
<td>Models were used without Machine Translation</td>
<td>Accuracy of BPM was low</td>
</tr>
<tr>
<td>Motaz et al. [87]</td>
<td>Decision tree</td>
<td>Al-jazeera news</td>
<td>94%</td>
<td>Combination of preprocessing techniques were used</td>
<td>Data set was small</td>
</tr>
<tr>
<td>Rasheed et al. [88]</td>
<td>Decision tree, SVM and NB</td>
<td>Arabic YouTube pages</td>
<td>94.5%</td>
<td>Similarity and sentiment words features were used</td>
<td>Model take more computations</td>
</tr>
</tbody>
</table>

#### 4.2. Unsupervised Machine Learning Techniques

Unsupervised Learning is also a kind of machine learning model in which these models do not require the user’s input all the time. Instead, it enables the model to independently discover trends and previously unrecognized details of data [92]. It deals primarily with unlabeled data. This technique is the perfect solution for data exploration, cross-selling techniques, consumer segmentation, and image recognition because of its ability to discover similarities and data differences. Figure 7 illustrates the basic process of unsupervised machine learning.

![Figure 7. Architecture of Unsupervised Machine Learning.](image)

As compared to supervised learning, using unsupervised learning algorithms, user can process more complicated and complex data [69]. While comparing with other natural methods of learning, it is the more unpredictable model. Unsupervised learning models comprise of anomalies detection, clustering, neural networks. In this section, we discuss various research studies on Arabic text classification.

Al-Azzawy et al. [93] present a novel word clustering strategy for Arabic text. A NLP system was built in this system for the clustering of Arabic words. For this purpose, the K-means clustering technique was used in this study. Finally, they analyze the proposed technique’s results with traditional evaluation metrics, that is, Recall, Precision and F-
Measure. The results of the study reveals that the proposed method got the highest accuracy of 98%.

Alzanin et al. [94] focuses on creating efficient Rumor detection from Arabic tweets. They create a training collection using a seed list of phrases that contain rumors. An automatically generated data set was used in this paper. They trained a deep learning classifier based on a character n-gram that can efficiently classify tweets. Results shows that for a small base of labeled data, our semi supervised system E-M outperforms the Gaussian Naive Bayes (NB) with accuracy of 78.6%.

Abuaiadah et al. [95] present an article for clustering Arabic documents by Bisect K-Means technique. This article focuses of measuring efficiency of Bisect K-Means over standard K-means algorithm. Five standard distance measures and 3 stemmers are used in this study. The data set of 300 Arabic documents with nine categories was used for clustering. By using purity measure, the proposed Bisect K-Means outperform the standard K-means algorithm by achieving 92% accuracy. The standard K-means clustering model got the highest accuracy of 88% with Jaccard coefficient function.

Mostafa et al. [96] present a study on Twitter sentiment analysis using unsupervised machine learning. In this study, they analyze a random sample of 3919 halal food tweets. A predefined expert lexicon of 6800 seed adjectives was used. A generally beneficial sentiment towards Halal food was defined by descriptive statistical analysis. Simultaneously, clustering partitioning around medoids (PAM) suggested that halal food consumers can be clustered into four separate segments. They found that halal food consumers constitute an extremely heterogeneous group, divisible by the degree of self-identity, religiosity, animal welfare attitudes, and importance for food quality.

Sangaiah et al. [97] propose an unsupervised technique for clustering Arabic text. After the pre-processing of text, they use incremental k means, k means, and K means with dimensionality reduction for the Arabic text’s clustering. They then apply the term weighting method to obtain every term’s weight concerning its text. F-measure and entropy are used for calculating accuracy in this study. The accuracy of proposed methods compared to other techniques and the methods proposed indicates greater accuracy and fewer errors in the current classification test cases. Considering that dimension reduction is very sensitive, increasing the reduction ratio will damage essential factors.

Abuaiadah et al. [98] present an article on Twitter sentiment analysis using a clustering approach. In this study, short Arabic sentences are clustered into mainly two categories, that is, positive and negative, for sentiment analysis. This study focuses on clustering Arabic tweets by using linguistic preprocessing and similarity functions. The K-Means clustering algorithm was used for clustering Arabic tweets into two categories. After the analysis of results, it was found that root based stemming is far better than light stemming. The similarity function “Average Kullback-Leibler Divergence” outperforms Pearson Correlation, Cosine, Jaccard Coefficient and Euclidean functions. The results show that Average Kullback-Leibler Divergence with root based stemming got 76% accuracy.

A article was presented by Elarnaoty [99] on Arabic opinion holder extraction. This paper presents a leading analysis independent of any lexical parser for the opinion holder extraction in Arabic news. They researched the creation of a comprehensive feature set to compensate for the lack of structural results in parsing. The suggested feature collection, their proposed semantic field and named entities features were tuned from English articles. Their proposed work was based on Conditional Random Fields (CRF) and semi-supervised pattern recognition techniques. The results of study reveals that the proposed model got 54.03 F-measure score. Oraby et al. [100] proposed a rule based technique for sentiment analysis of Arabic text. Language-specific traits were used that are valuable to segment a text syntactically. A rule-based methodology for opinion-phrase extraction was implemented using an adapted sentiment lexicon and sets of opinion indicators. A new method was introduced for measuring the opinion strength and parsed opinions in this study.
Discussion and Learned Lessons

Unsupervised machine learning algorithms are also used for Arabic text classification. Table 3 presents the summary of Unsupervised machine learning approaches used for Arabic text classification. Various unsupervised models, that is, K-means clustering, KNN, association rule learning, have been used with various Arabic data sets for text classification in the last decade. From different unsupervised approaches, K-means outperform mostly, K-means is the simplest unsupervised learning algorithm to solve clustering problems. The method follows a simple and efficient way to identify the data set by a number of clusters. The key concept is to identify k centers for each cluster. In our survey Sangaiah et al. [97], Abuaidah et al. [98] used K-means clustering algorithm for the problem. Elarnaoty et al. [99], and Oraby et al. [100] also used unsupervised techniques for the classification of Arabic news articles and movies reviews. El-Halees [101] also proposed a combined classification technique for Arabic opinion mining using the Twitter data set. Huang et al. [102] present an improved unsupervised technique for Arabic dialect. They used social media data and the results of their study show improvement in the accuracy of discussed models by 5%.

Table 3. Comparison of Unsupervised techniques used for Arabic text classification.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique Used</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salloum et al. [103]</td>
<td>Unsupervised approach</td>
<td>Custom data set</td>
<td>92%</td>
<td>DA-English parallel corpus’s was used</td>
<td>Only morphological segmentation of text is considered</td>
</tr>
<tr>
<td>Alzanin et al. [94]</td>
<td>Gaussian Naïve Bayes</td>
<td>Twitter</td>
<td>78.6%</td>
<td>Rumor Detection in Arabic language</td>
<td>The Data set was small</td>
</tr>
<tr>
<td>Abuaidah et al. [95]</td>
<td>K-means, Twitter</td>
<td>Twitter</td>
<td>98%</td>
<td>Five similarity functions were used</td>
<td>Data set was small</td>
</tr>
<tr>
<td>Mostafa et al. [96]</td>
<td>clustering</td>
<td>Twitter</td>
<td>77%</td>
<td>Predefined expert lexicon of 6800 seed adjectives was used</td>
<td>Sarcastic expressions was not detected by the system</td>
</tr>
<tr>
<td>Sangaiah et al. [97]</td>
<td>K means with dimensionality reduction</td>
<td>Custom data set</td>
<td>82%</td>
<td>Term weighting method was used</td>
<td>Increase in the reduction ratio damage essential factors</td>
</tr>
<tr>
<td>Alotaibi et al. [104]</td>
<td>K-Nearest Neighbors</td>
<td>News Reviews</td>
<td>82%</td>
<td>Word clustering is used</td>
<td>Computation is increased by using word clustering</td>
</tr>
<tr>
<td>Abuaidah et al. [98]</td>
<td>Standard means, K-means algorithms</td>
<td>K-Biset algorithms</td>
<td>76.4%</td>
<td>Root based stemming is used that requires less memory usage</td>
<td>Data set was small and accuracy was not too good.</td>
</tr>
<tr>
<td>Elarnaoty et al. [99]</td>
<td>CRF</td>
<td>Arabic news text</td>
<td>85.52</td>
<td>Sequential tagging is used</td>
<td>Arabic Opinion Holder Extraction task performance can be improved by robust Arabic lexical parser</td>
</tr>
<tr>
<td>Oraby et al. [100]</td>
<td>Rule-based</td>
<td>Arabic movie reviews</td>
<td>N/A</td>
<td>Basic decomposition and modeling of the Arabic grammatical structure.</td>
<td>Small data set</td>
</tr>
</tbody>
</table>

4.3. Hybrid Machine Learning Techniques

The hybrid machine learning technique is usually based on integrating two different machine learning techniques [105]. A hybrid classification model can consist of a supervised machine learning model for pre-processing data and an unsupervised learning model to make insights or make clusters of data or vice versa [106]. Figure 8 shows the process of the hybrid machine learning technique.
Figure 8. Architecture of Hybrid Machine learning.

Hybrid approaches can also be used for Arabic language processing. Since the last decade, a substantial amount of work has been performed on Arabic language processing using hybrid approaches. Let us explore some of the work done in the Arabic language using hybrid techniques [107]. This section explores some research work done on Arabic text classification.

Aldayal et al. [108] proposed a sentiment analysis technique for the Arabic language by using a hybrid approach. The Twitter data set is used for sentiment analysis in this article. They use a hybrid approach for evaluating the advantages and disadvantages of machine learning approaches and semantic orientation approaches. First, data was collected and passes through the lexicon approach-based classifier. This is used to label the data before giving it to a machine learning classifier for training. SVM is used to classify the tweet into three categories. The proposed hybrid approach got 84.01% classification accuracy. The F-measure of the proposed technique was 84%. The article also discusses the basic features of the Arabic language. They also discuss various challenges of sentiment analysis for the Arabic language.

Thabtah et al. [109] discussed the issue of collecting the emotion from the Arabic text. There are several challenges like the art of tweeting dialectical Arabic, the number of spelling errors, and the vast range of the Twitter domain. The study recommends a hybrid solution that blends semantic orientation and machine learning techniques for sentiment analysis of Arabic tweets. The lexical classification model is used to identify tweets in an unsupervised manner, that is, to deal with unlabeled tweets. The C4.5, PART, RIPPER, one rule classifier are used for Arabic text mining. The study indicates that the least applicable algorithm is OneRule, while the most applicable algorithm in C4.5 beats PART and RIPPER algorithms.

Elshakankery et al. [110] proposed a semi-automatic learning system called HILATSA for sentiment analysis of the Arabic language. HILATSA is a hybrid approach that incorporates techniques focused on both lexicons and machine learning to define the tweets’ polarities. This system was capable of handling language changes by using its update property. The HILATSA was divided into three main steps. The first step is called the Lexicon generation step, the second is classification, and the third is called word learner. Initially, different data sets were gathered, and word lexicons were generated from them. Every word of the lexicon is given with three values; PosCount, Neg_Count, and Neu_Count. PosCount describes the frequency of the word considered as positive, the number of times the word deemed to be negative is Neg-Count and NeuCount shows the neutral word count. An emotion lexicon was made based on popular emotions. A separate lexicon was also developed for most common idioms. After this step, machine learning models L2 Logistic Regression, SVM, and Recurrent Neural Network (RNN) classifiers are used to classify sentiments. The accuracy of their system was 83.73% using the recurrent neural network model.

Shaalan et al. [111] propose a hybrid Named Entity Recognition (NER) framework that includes the use of rule-based and machine learning methods to enhance the system’s overall efficiency. It tackles the language elicitation bottleneck and the scarcity of tools.
requiring deep language processing for underdeveloped languages. They built an Arabic NER framework that can identify 11 forms of Arabic named entities; these named entities include person, place, organization, date, time, price, measurement, percentage, phone number, ISBN, and file name. Empirical findings show that the hybrid solution outperforms all rule-based and ML-based methods as they are separately processed. The proposed hybrid approach got an accuracy of 90% in this article.

Hadni et al. [112] proposed a hybrid approach for Arabic text categorization. In this article, a modern and effective algorithm for Arabic text stemming is proposed to increase the precision of stemming and proposed TC method’s accuracy. The proposed framework was a hybridization of three well-known Stemmers. The framework used NB and SVM Classifier for Arabic text categorization to perform text classification. The findings indicate that using the proposed NB stemmer improves the Arabic text categorization efficiency.

AL-Saqqa et al. [113] proposed an ensemble technique for sentiment analysis in the Arabic language. This study focuses on the ensemble voting technique for Arabic text classification. This study used three data sets for the training and evaluation purpose of proposed scheme. These data sets include 500 movie reviews, 2000 tweets and 16,448 book reviews. The combination of NB, SVM, DT, and KNN classifier was used for voting technique using Unigrams and Bigrams. The output of each classifier’s is analyzed and compared to the performance of the ensemble voting combination. Multiple experiments have been carried out to test the efficiency of unigram and bigrams. The findings of this study show that the ensemble voting technique outperforms individual models. Besides, the bigram was much more efficient and had better performance than the unigram.

Altaher et al. [114] present a hybrid approach for sentiment analysis of Arabic tweets. They suggest a hybrid approach to the emotion analysis of Arabic tweets focused on deep learning with weighting characteristics. The weighting methods of the features were used in the pre-processing phase to choose the essential elements. Deep learning is an evolving effective strategy to evaluate the feelings of Arabic tweets based on specified features. The experiments indicated the feasibility of the proposed hybrid model, based on deep learning with the chaid-square process, and show that the proposed hybrid approach outperforms the SVM, DT, and Neural network classifiers’ maximum accuracy and precision efficiency of 90% and 93.7%, respectively.

Biltawi et al. [115] blends lexicon-based and corpus-based methods for Arabic text processing. The goal was to describe the corpus-based system’s analysis in the same way as it is done in a lexicon-based method by switching the words of polarity with their respective tags in the lexicon. Three lexicons have been used, including emoji, negation terminology and polarity lexicons. Two tests were carried out with two separate data sets and repeated three times using a common k-fold. Besides, a detailed distinction is made. Experimental results found that their hybrid model surpassed the corpus-based approach, with a maximum precision of 96.34% using random forest with 6-fold cross-validation.

A hybrid approach for sentiment analysis of Arabic text is proposed by Alhumoud et al. [116]. A randomly collected twitter data set is used in this paper for model building. The data set has data of three domains, that is, sports, social, and political. The hybrid learning approach achieved a 6%, 23%, and 21% improvement in accuracy over the classification model SVM in the sports, social and political data sets, respectively. Additionally, with 15% improved accuracy, the KNN classifier in the hybrid learning approach outperformed the supervised model. The results of this study show that the hybrid models outperform supervised models by scoring higher accuracy levels.

Salloum et al. [117] analyze different approaches for Arabic SA-based newspapers and Facebook pages. They consider 24 Gulf newspapers to analyze other text mining and machine learning techniques.

El-Makky et al. [118] present a hybrid approach for classification of Colloquial tweets of the Arabic language. They built a novel annotated data set of the Algerian Egyptian language. This study proposed a newly merged lexicon, an updated semantic orientation
mechanism, and used the information gain measure for feature selection. By using this approach, they improve the accuracy of a hybrid approach by 11%.

Khalifa et al. [119] used a hybrid approach based on lexicon and NB techniques for Arabic text classification. The reviews of Jordan hotels and resorts were used as a data set in this study. After the preprocessing of gathered data, various machine learning models were used with lexicon based model for Arabic question answering. Among all models, the NB model with the lexicon model got the highest macro-average F-measure of 91%. Table 4 present summary of hybrid techniques for Arabic text classification.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aldayal et al. [108]</td>
<td>Semantic orientation + ML</td>
<td>Twitter</td>
<td>84.01%</td>
<td>Basic features of the Arabic language were discussed.</td>
<td>Data set was small</td>
</tr>
<tr>
<td>Thabtah et al. [109]</td>
<td>RIPPER + PART</td>
<td>Twitter</td>
<td>83%</td>
<td>The study blends semantic orientation and ML</td>
<td>The training time of the system was high.</td>
</tr>
<tr>
<td>Elshakankery et al. [110]</td>
<td>Lexicon + ML technique.</td>
<td>Multiple Data sets</td>
<td>84.6%</td>
<td>Combines both lexical based and machine learning models</td>
<td>The system uses huge amount of computation</td>
</tr>
<tr>
<td>Shaalan et al. [111]</td>
<td>Rule based + ML</td>
<td>Twitter</td>
<td>90%</td>
<td>Addresses the bottleneck of language</td>
<td>Data set was small</td>
</tr>
<tr>
<td>Hadni et al. [112]</td>
<td>NB + SVM</td>
<td>Kalimat Corpus</td>
<td>94.4%</td>
<td>Three well-known Stemmers were used Tagging</td>
<td>Accuracy of unknown words were low</td>
</tr>
<tr>
<td>AL- SAQQA et al. [113]</td>
<td>Four Combinations of SVM, NB and DT</td>
<td>reviews, Tweets</td>
<td>91%</td>
<td>Balanced Data set was used</td>
<td>Neutral category was not considered</td>
</tr>
<tr>
<td>Al- taher et al. [114]</td>
<td>Deep Learning techniques</td>
<td>Twitter</td>
<td>90%</td>
<td>Deep learning with weighting characteristics were used</td>
<td>The semantic of Arabic tweets was not considered</td>
</tr>
<tr>
<td>Biltawi et al. [115]</td>
<td>Dictionary + Corpus based techniques.</td>
<td>Movie Reviews</td>
<td>96.34%</td>
<td>Two separate data sets were used for testing</td>
<td>The lexicon generation takes huge amount of time.</td>
</tr>
<tr>
<td>Alhumoud et al. [116]</td>
<td>Custom</td>
<td>Twitter</td>
<td>90%</td>
<td>Data of three Domains, i.e., sports, social, and political were used</td>
<td>Low accuracy on sports data</td>
</tr>
<tr>
<td>Salloum et al. [117]</td>
<td>Custom</td>
<td>Facebook, Newspapers</td>
<td>80%</td>
<td>Provides good analysis of Newspapers and Facebook data using ML algorithms.</td>
<td>Data set was very small.</td>
</tr>
<tr>
<td>El- Zayady et al. [120]</td>
<td>Deep learning models</td>
<td>Education and Politics</td>
<td>80%</td>
<td>Various models were built along with hybrid model</td>
<td>Bidirectional LSTMs can produce good results.</td>
</tr>
<tr>
<td>El- Makky et al. [118]</td>
<td>Custom</td>
<td>Twitter</td>
<td>84%</td>
<td>The Arabic lexicon was formed by combining two Modern and two Egyptian Arabic lexicons.</td>
<td>Small data set was used in this study</td>
</tr>
<tr>
<td>Khalifa et al. [119]</td>
<td>Lexicon + NB</td>
<td>Reviews on Jordan hotels</td>
<td>91%</td>
<td>Various supervised models were built with lexicon model</td>
<td>Data set was not manually annotated and no standard data set was used</td>
</tr>
</tbody>
</table>
Discussion and Learned Lesson

In the Table 4, we compared different hybrid approaches for Arabic sentiment analysis. In the last decade, various hybrid approaches were proposed for Arabic text classification, especially for Arabic tweet classification. Hybrid techniques outperform other techniques in most cases. However, the time and space complexity of these models is higher than supervised and unsupervised models. Aldayal et al. [108] and Thabtah et al. [109] uses Twitter data set for their hybrid model for tweet classification. Aljarah et al. [105], Al-Smadi et al. [121], Nahar et al. [122], Binsaeed et al. [123] also used hybrid approaches for Arabic language processing using various models and data sets. Elshakankery et al. [110] blend lexicon technique with machine learning techniques on various data set and got a handsome accuracy level of 84%. Shaalan et al. [111], Altaher et al. [114], Alhumoud et al. [116] and El-Makky et al. [118] also used twitter data set on various hybrid techniques for Arabic tweet classification. Hadni et al. [112] used a hybrid approach for their Kalimat Corpus and got 94% accuracy. Biltawi et al. [115], Salloum et al. [117], Khalifa et al. [119] used various Arabic reviews data sets for their hybrid approaches. From all the studies discussed above Biltawi et al. [115] used movies reviews data set and got the highest accuracy level of 96.34%. They used two different data sets for training their hybrid model.

5. Lexicon Based Text Classification

The lexicon approach can be used for text classification of any language. It can be divided into two kinds that is, dictionary based and corpus based techniques [124]. In dictionary based technique first a set of seed words are gathered manually. Then this set of opinion words is extended by using dictionaries. In this step, synonyms and antonym of gathered words is identified and added into the seed list. This process ends when there is no new found in the dictionary. A manual review is also done on the final dictionary to minimize the errors. The Corpus-based techniques access the weaknesses of dictionary based technique. This technique can identify context-specific opinion terms along with seed word list [125]. The identification of such words in the text is done on the basis of syntactic or co-occurrence patterns by using linguistic constraints. In this section, we will explore some work on Arabic text classification using lexicon approaches. Figure 9 illustrates the architecture of a lexicon based technique for text classification.

Figure 9. Architecture of Lexicon based Approach.

Al-Ayyoub et al. [126] addressed the text classification problem of the Arabic language by using the lexicon bases technique. The Twitter data set was used in this study and after the preprocessing of tweets, the authors built a sentiment lexicon that contains 120,000 Arabic terms. A sentiment classification tools was built by using that lexicon and predicate calculus. The results of this study show 86.89% accuracy.

Mataoui et al. [127] proposed a lexicon approach for vernacular Algerian Arabic sentiment classification. The proposed method consists of four main modules. These
modules are pre-processing, common phrases similarity computation, language detection & stemming, and polarity computation module. Three different lexicon were built for sentiment classification. These lexicons include negation words, keywords, and intensification words lexicon. Finally, for experimental purposes, they created a test corpus. In order to increase the efficiency of test corpus they manually annotate that corpus. The results of this study show that the proposed model got an accuracy of 79.13% when used with “common phrases similarity computation module”. Common phrases similarity computation, enables the use of common phrases when moving to the term stage. This module compares the text (comment) with the “popular sentences chart” by calculating its parallels (N-gram similarity). If the value of similarity crosses a certain threshold, the module takes the input text into consideration as a usual expression, while no word handling has to proceed to the word.

Duwairi et al. [128] present a novel method for the identification of emotion in Arabic tweets. This approach was based on a sentiment lexicon. The sentiment lexicon was created by translating by Senti-Strength English sentiment lexicon into Arabic. After translation it was extended by using common Arabic phrases. They gathered and manually annotated a collection of 4400 Arabic tweets to test the proposed system’s feasibility. These tweets were categorized into positive and negative tweets using the proposed model according to their sentiment. The proposed model in this study got an accuracy of 70%.

An article was presented by Abdulla et al. [125] for an unsupervised sentiment analysis system of the Arabic language. This article focuses on building a manually annotated data set for Arabic sentiment analysis using corpus bases and lexicon-based approaches. They have done various experiments to test the proposed system’s accuracy and reliability by changing its parameters. After the evaluation, the corpus-based tool outperforms the lexicon-based tool by using SVM to classify a light-stemmed data set of Arabic tweets. Moreover, it was observed that the accuracy of lexicon based technique was improved by increasing the number of lexicons. Badaro et al. [129] proposed a lightweight lexicon based mobile application for Arabic text classification using Twitter data set. They used 3-tier architecture for the classification of tweets into three categories of text that is, Positive, negative, and neutral. A stemmed version of ArSenl was used for the development of the application. User is given with a user interface where he can input text for classification. The proposed approach got an average accuracy of 67.3% on Arabic tweets.

Hmeidi et al. [130] proposed a lexicon based technique for the classification of multi-labeled Arabic text. A total of 8800 documents in a multi label BBC Arabic data set was used in this study. From them 7390 were used for training while 1410 documents were used for testing. The proposed lexicon technique was compared with a corpus based approach by using the MEKA tool. The results of study show that proposed lexicon approach outperforms corpus based technique.

Abdulla et al. [131] proposed a lexicon based Arabic sentiment analysis system. They compare various lexicons and lexicon construction techniques. The proposed model in this study used various novel features like negation words and intensification. The results of the study show that the proposed model got an accuracy of 74.6%. Table 5 presents the comparison of proposed lexicon-based techniques for Arabic text classification.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alsmadi et al.</td>
<td>Dictionary based</td>
<td>Twitter</td>
<td>86.89%</td>
<td>Predicate calculus was used for text classification</td>
<td>Data set was too big that take long time.</td>
</tr>
<tr>
<td>Abdulla et al.</td>
<td>Dictionary and Corpus based</td>
<td>Custom</td>
<td>84.4%</td>
<td>Both techniques were used</td>
<td>Data set was small.</td>
</tr>
<tr>
<td>Hamed et al.</td>
<td>Dictionary based</td>
<td>Algerian Arabic Corpus</td>
<td>78.13%</td>
<td>Three different lexicon were used</td>
<td>Accuracy was low.</td>
</tr>
</tbody>
</table>
Table 5. Cont.

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique</th>
<th>Data Set</th>
<th>Accuracy</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duwairi et al. [128]</td>
<td>Corpus based</td>
<td>Twitter</td>
<td>70%</td>
<td>Senti-Strength English sentiment was used for translating tweets</td>
<td>Low accuracy level</td>
</tr>
<tr>
<td>Abdullah et al. [125]</td>
<td>Clustering</td>
<td>Manual data set</td>
<td>87%</td>
<td>Corpus and lexicon</td>
<td>No standard data set was used.</td>
</tr>
<tr>
<td>Badaro et al. [129]</td>
<td>Corpus based</td>
<td>Twitter</td>
<td>67.3%</td>
<td>Mobile App was built</td>
<td>Low accuracy level</td>
</tr>
<tr>
<td>Alayba et al. [133]</td>
<td>Word embeddings</td>
<td>Al-Khair Corpus</td>
<td>92%</td>
<td>Various word2vec Models were built</td>
<td>High computation because of very large data set</td>
</tr>
<tr>
<td>Abdulla et al. [131]</td>
<td>Dictionary based</td>
<td>Twitter</td>
<td>74.6%</td>
<td>Various novel features i.e., negation and intensification were used</td>
<td>Accuracy was low</td>
</tr>
<tr>
<td>Kabi et al. [134]</td>
<td>Dictionary based</td>
<td>Twitter, Yahoo-Maktoob</td>
<td>70.05%</td>
<td>Data was analysed on both Light stemming and No stemming</td>
<td>Accuracy on Yahoo corpus were very low i.e 63%</td>
</tr>
<tr>
<td>Hossam et al. [135]</td>
<td>Corpus based</td>
<td>Arabic Tweets/ Product reviews/ Hotel Reviews</td>
<td>95%</td>
<td>Various data sets were used</td>
<td>System was not able to detect sarcasm and some idioms</td>
</tr>
<tr>
<td>Mohammad et al. [136]</td>
<td>Corpus based</td>
<td>Twitter</td>
<td>66.57%</td>
<td>Arabic text was translated and then classified</td>
<td>Low accuracy score</td>
</tr>
<tr>
<td>Al-Ayyoub et al. [126]</td>
<td>Dictionary based</td>
<td>Twitter</td>
<td>86.89%</td>
<td>Large lexicon of words was used</td>
<td>The approach did not handle domain specific issues</td>
</tr>
</tbody>
</table>

Discussion and Learned Lessons

Like machine learning techniques, lexicon based approaches are also widely used for text classification of the Arabic language as compared in Table 5. Most of the proposed studies used dictionary based approaches for Arabic text classification. This survey explore various dictionary and corpus based techniques proposed for Arabic text classification. Various researchers Al-Ayyoub et al. [126], Mataoui et al. [127], Abdulla et al. [131], Abdulla et al. [131], Kabi et al. [134], used dictionary-based approaches on different standard data sets for discussed problem. Al-Smadi et al. [132] achieved the highest accuracy level on a Twitter data set. One reason behind their successful technique is that they used predicate calculus for text classification while no other researcher used it. The authors used both dictionary and corpus based techniques and got handsome accuracy score of 84.4% for their twitter data set. Duwairi et al. [128], Badaro et al. [129], Hossam et al. [135] and Mohammad et al. [136] used corpus based techniques for the proposed problem. S. Hossam et al. [135] used Arabic tweets and reviews data and got the highest accuracy of 95%. Aloqaily et al. [137], Nahar et al. [122], Alhammi et al. [138], Touahri et al. [139] and Abdullah et al. [90] also used lexicon based techniques on various data sets for Arabic text classification. We conclude that lexicon techniques can help get insights into data. The dictionary-based techniques perform better than corpus based approaches for the discussed problem.
6. Challenges of Arabic Text Classification

There are various challenges and limitations for Arabic text classification. These challenges should be properly assessed for making efficient models for Arabic language processing. In this section discusses various challenges for Arabic text classification.

6.1. Small Number of Comprehensive Data Sets

Arabic is a language that is spoken by more than 400 million people around the globe. However, there is very limited data on this language on the internet. There are very few data sets available for Arabic text classification as compared to the English language. That makes it hard to compare output among languages, as the accuracy of text classification highly depends on the amount of data.

6.2. Sarcasm in Text

Sarcasm is a significant issue in text classification. Due to the non-detection of sarcasm accuracy of NLP systems becomes ambiguous. Sarcasm detection is a very difficult issue and requires an intelligent system. There has been limited research on this problem. This challenge should be properly assessed for improving the accuracy of Arabic text classifiers.

6.3. Compound Phrases And Idioms

Compound phrases and idioms are widely used in different Social media platforms such as Twitter and Facebook. Such phrases may vary from one dialect to another and may have a different meaning in various regions of the Arab world. This problem leads to the need for other models for different areas of the Arab world. Also, new phrases are evolving in the Arabic language day by day so it is hard for Arabic text classifiers to classify these phrases accurately.

6.4. Arabizi

Arabizi is a recent social media trend in which a person uses Arabic words to express Latin characters. In addition, many Arabic users prefer to toggle between Arabic and English, finding it challenging to determine whether a word is typed in Arabiz or English. This challenge has also many adverse effects on Arabic classification and it is not widely explored in research.

6.5. Repetition of Words

when there are repeated words in Arabic text, it cannot occur more than twice in Arabic. Thus, if the repetition occurs more than two times at the beginning, middle or end of the word, this will be identified in the pre-processing phase. Unfortunately, if a word is repeated just two times, repetition cannot be identified.

6.6. Negations

Another challenge to Arabic text classification is ignoring negations. Due Arabic negations, word polarities are greatly affected. Informal Arabic has several informal negation words that often influence the polarities of the text by converting the context of the text to completely the opposite. In addition, Arabized expressions are also used, as discussed above in informal Arabic. In informal Arabic, Arabic words are often used as negative words.

6.7. Complex Morphology

There are a variety of dialects in the Arabic language and it has complex morphology. Because of this it needs advanced pre-processing and Lexicon-building techniques. And because of various dialects, the Arabic data that is available online may have words with different meanings.
7. Deep Learning for Arabic Sentiment Analysis

Deep learning has made significant progress in the area of emotion analysis in the English language. However, there has been less study into using deep learning in Arabic sentiment analysis. Recursive Neural Tensor Networks were used in a recent study [140] in the Arabic language, which generated state-of-the-art findings over previous linear models (RNTN). We investigate the model used in [141], which took first place in the SemEval 2017 competition. This model was created for English data and produced cutting-edge outcomes. To forecast the mood of tweets, the algorithm blends CNN and LSTM models. It does not need any extra feature engineering since it uses pre-trained word embeddings. Deep learning (DL) approaches have been evolved in the current decade for Arabic SA. These techniques perform better than traditional ML techniques. Various researchers proposed different DL models for Arabic SA. Some Other DL studies are as follows.

Al Sallab et al. [142] proposed the DL model for Arabic SA. They used three DL architectures, that is, DNN, DBN, and Deep Auto Encoders, for their Linguistic Data Consortium Arabic Tree Bank (LDC ATB) data set. The sentiment scores from the ArSenL lexicon were used for the features vector. They evaluate proposed models by finding accuracy and F1 score. They found that the Deep Autoencoder model provides a more accurate representation of the sparse input vector. They also suggested a fourth algorithm, RAE, which was the best deep learning model based on their data, although it did not require a sentiment lexicon. Boukil et al. [40] also proposed DL based technique for Arabic text classification. They suggest a simple and effective approach for classifying Textual data from large datasets. As a baseline, they evaluate the dataset using CNNs and some traditional ML models. They conclude that the CNNs model outperforms traditional models and achieve a higher level of accuracy.

Mohammed et al. [143] proposed DL models, that is, CNN, RCNN and LSTM models for Arabic SA on 40K Arabic tweets. The data was preprocessed and applied to DL models for text classification. They found that the LSTM model outperforms other models by achieving 88% accuracy. Ombabi et al. [85] also used CNN and LSTM model for Arabic SA on social media data. They used multi-domain corpus and evaluated models on the basis of precision, recall and F1 score. The proposed models were compared with various ML models and found that the proposed model outperforms ML models by achieving 90.75% accuracy level. Omara et al. [144] proposed two deep CNNS for Arabic SA by using only character level features. To train networks, a large scale dataset was built from available SA datasets. The dataset contains opinions from various domains articulated in various Arabic styles (Modern Standard, Dialectal). In addition, various ML such as Logistic Regression, SVM, and NB were used to evaluate the results on a large dataset. The study results indicate that DL models got an enhanced accuracy of 7% compared to ML models.

8. Transformer for Arabic Text

Transformers for NLP explores deep learning for machine translations, speech-to-text, text-to-speech, language modelling, query answering, and many other NLP domains in context with the transformers in great detail. Recently transformers are widely used for Arabic SA and sarcasm detection. Chowdhury et al. [145] present a transformers based technique for Arabic text categorization. They evaluated the impact of pre-training a BERT model on a combination of formal and informal data on text categorization to BERT trained models exclusively on formal text. The main finding in their research is that expanding the training data, whether by using diverse training data for a given task or by using diverse data to pre-train a BERT model, contributes to overall improvements in classification. Farha et al. [146] present an article on transformer-based Language Models to Assess Arabic SA and Sarcasm Detection. They analyze the reliability of 24 models on Arabic SA and sarcasm detection in this article. According to their findings, the models that perform the best are those that have been trained on only Arabic data, including dialectal Arabic, using a greater number of parameters, like the recently introduced MARBERT.
Moreover, they discovered that AraELECTRA is among the best performing models despite much lower computation complexity.

Abuzayed et al. [147] present BERT based technique for Arabic SA and sarcasm detection. This article worked with 7 BERT-Based models and supplemented the shared task data collection to classify tweet’s sentiment or recognize sarcasm. With data augmentation, they achieved promising results for sarcasm detection and emotion recognition using the MARBERT model. Abdul-Mageed et al. [148] address the issues of Arabic SA by implementing two efficient deep bidirectional transformer-based architectures, that is, ALBERT and MARBERT. They suggest ArBench, a recent benchmark for multi-dialectal Arabic comprehension, for testing their models. bench was designed with 41 datasets that target five separate tasks clusters, enabling them to have a sequence of structured experiments in rich conditions. According to [148] “When fine-tuned on ArBench, ARBERT and MARBERT collectively achieve new SOTA with sizeable margins compared to all existing models such as mBERT, XLM-R (Base and Large), and AraBERT on 37 out of 45 classification tasks on the 41 datasets”.

9. Future Research Directions

Arabic sentiment analysis is a very promising research area, especially because social media data extracting and analysis are becoming very famous.

• By using deep learning, a new hybrid approach can be developed. Big data applications and technology, such as MapReduce and Hadoop, can solve any of the current problems in Arabic sentiment analysis.
• Research and study of sentiments as highlighted in this survey to get the optimal Arabic Sentiment Analysis (ASA) method.
• Most of the techniques rely on manually assembled resources; it is needed to propose new systems to automatically create resources automatically.
• There are several Arabic dialects, mostly these are processed individually. We need to propose methods and techniques that can process all dialects.
• In most of the research studies, researchers follow the way of construction. It is needed to find a way, how to use existing resources for the construction.
• Deep learning approaches are very much promising in different fields of human life, health care, agriculture, image processing. A little work is done on these Arabic text techniques, so it is a very promising area to find appropriate deep learning methods for Arabic text processing.
• For the English language, several applications are operating based on the NLP paradigm, in contrast, Arabic text processing does not get much importance. To fill this gap, the research community should target such applications to process Arabic text.
• Due to the large-scale usage of the internet and social media, a new form of Arabic text is evolved known as Arabizi (derived from Arabic dialects speaking and written in Latin words). This Arabizi is widely used in tweets, it is needed to work on the detection and analysis of these tweets.
• Some enterprise tools and software should be developed for Arabic text to enhance different product sales by analyzing user comments and reviews.
• More large dictionaries and data sets should be considered for Arabic text analysis.
• A big corpus can be built that have multi dialect Arabic data and used for the evaluation purposes of techniques.
• Hybrid models can be used for the detection of negation in text for more reliable results.
• More research should be carried on semantic analysis, because the same word may have multiple meanings in different contexts.

10. Conclusions

Due to the abundant use of Twitter, the retrieval of Arabic dialect is becoming a very complex process. These tweets have valuable information for decision-making to fetch recent trends, especially for government agencies, manufacturing units, social media
observers, and so forth. We classified the state of art research studies according to different machine learning classifications and lexicon-based classifications. This survey reviewed various research studies proposed for Arabic text classification and finds new research areas for the future—different supervised, unsupervised, and lexicon-based techniques for Arabic Tweet classification. Moreover, the limitation and challenges of various approaches in Arabic tweet classification were identified in this survey. SVM is the most suitable model for Arabic text analysis after analyzing and comparing supervised machine learning techniques. Naive Bayes can also be used for getting a high level of accuracy for the high dimensionality of inputs. The K-means clustering model is widely used for the discussed problem and got handsome results from unsupervised machine learning techniques. Various hybrid approaches for Arabic Tweets were analyzed and it was observed that hybrid models outperform supervised and unsupervised models in most cases.
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