Wind Energy Potential Assessment by Weibull Parameter Estimation Using Multiverse Optimization Method: A Case Study of Tirumala Region in India
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Abstract: In this paper the multiverse optimization (MVO) was used for estimating Weibull parameters. These parameters were further used to analyze the wind data available at a particular location in the Tirumala region in India. An effort had been made to study the wind potential in this region (13°41'30.4" N 79°21'34.4" E) using the Weibull parameters. The wind data had been measured at this site for a period of six years from January 2012 to December 2017. The analysis was performed at two different hub heights of 10 m and 65 m. The frequency distribution of wind speed, wind direction and mean wind speeds were calculated for this region. To compare the performance of the MVO, gray wolf optimizer (GWO), moth flame optimization (MFO), particle swarm optimization (PSO) and other numerical methods were considered. From this study, the performance had been analyzed and the best results were obtained by using the MVO with an error less than one. Along with the Weibull frequency distribution for the selected region, wind direction and wind speed were also provided. From the analysis, wind speed from 2 m/s to 10 m/s was present in sector 260–280° and wind from 0–4 m/s were present in sector 170–180° of the Tirumala region in India.
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1. Introduction

The increasing energy demand, from all the sectors, is creating a stressful situation over fossil fuels. Even after knowing that, excessive use of these fuels will substantially increase pollution in the environment. In developing countries like India, the second populous country in the world requires a larger number of energy sources than any other country. As fossil fuel plays a major part in pollution and creating global warming [1,2], there is a need to focus on improving an alternate energy source for meeting the energy demand. Now it is the time to increase the renewable energy capacity because of their inexhaustibility and eco-friendliness. We know that wind is stochastic in nature, i.e., its speed and direction will be varying with time. With the clear knowledge of wind statistical properties, it becomes easier to predict the energy available at that particular location. Among the statistical analysis [3], Weibull distribution plays an important role in estimating the wind potential at any region.

As per the Global Wind Energy Council (GWEC) report of April 2018, the total installed capacity of wind turbines is 539,123 MW. Among that, India’s contribution is around 32,848 MW until the end of 2017 and it was 28,700 MW in the year 2016. This shows the wind potential of India in the Asian subcontinent, and it needs to be explored further in order to meet the energy demand. In the year
2017, the total offshore wind turbine installation accounted for 4334 MW and it had increased by 87% compared to 2016. With this, the total world offshore installation reached 18,814 MW and it is growing faster than expected.

As stated earlier, compared to 2016, India has added 4148 MW into the grid and it is the first time it has crossed 4 GW in a year. The total electricity produced from wind in 2017 is 53,726 GWh in India and its share in the total consumption is 4.35%. Now India tops second among the Asia wind energy market and ranks fourth among global rankings. It is required to know the wind potential at different locations for new installation for improving grid integration and also to reduce dependency on fossil fuels. Few characteristics like, wind speed and wind direction will vary with geographical location, though it is close to each other. India has an area of 3.287 million km\(^2\) and the population of about 1,342,512,706 according to data provided by the government of India. As per the forecasted reports, the energy consumption will increase up to 60% by 2040, i.e., 4.2% annually. If this is the case, then the whole country will not be able to meet the electricity demand with present fuels.

In India total number of wind turbines installed until 2017 were 32,136 and it is still growing bigger. Recently many studies are conducted for estimating the wind potential using probability distribution functions and some of the studies for different regions are as follows: In Kutahya of Turkey wind potential was studied for two years at 10 m and 30 m hub heights, in [6] the region of Tehran of Iran has been studied. In [7] wind speed has been collected at three hub heights of 10 m, 20 m and 30 m using two meteorological stations in Borjcedria from 2008 to 2009. The results were used for selecting the best wind turbine for the site being selected. In [8] wind data were used from 2001 to 2006 for calculating Weibull parameters. The results showed that the site was well suitable for grid power generation for water pumping and battery charging applications.

In the literature, many researchers studied and focused on Indian wind scenario characteristics for selecting a suitable location for different applications. Kumaraswamy et al. [10] have done a study on wind farms located at three different locations for a period of one year and estimated the wind potential over the west-central region of Karnataka. For this study, Weibull distribution was used and found EP-02 as the best site for optimum wind energy production. Murthy and Rahi [11] carried out a study to assess the possibility to install a wind farm in Himachal Pradesh by using micro turbines. They reported that Hamirpur, a hilly site in Himachal Pradesh, has wind potential of a large magnitude from the March to June months for low ratings of wind turbines. The state of Gujarat is having the highest wind potential with 35,071 MW and next is the Andhra Pradesh of 14,497 MW. Tamilnadu is also having an abundant wind resource across the Kanyakumari coastal area and it amounts to 14,152 MW and later Karnataka (13,593 MW), Maharashtra (5961 MW) and the remaining are all having small installed capacities of wind energy. In 2010 the energy market regulatory agency (EMRA) brought up a new procedure for a meteorological measurement for wind. This regulatory agency states that the site must have at least one-year data measured for installing the wind farm.

To know the wind potential at any location, modeling the wind behavior is an important factor. Identifying the pattern and predicting wind behavior plays an important role in deciding the wind potential. There have been several probabilistic frequency distributions presented in the literature such as gamma, log-normal, Weibull and normal are some popular distributions used for modeling wind speed. However, these studies to determine the Weibull parameters are unable to adjust in fitting the wind distribution histogram. So, some other alternative methods to find the Weibull parameters has to be investigated.

At present, the application of intelligence techniques is used for optimizing the Weibull parameters which has reduced the errors in electricity production. Generally, an optimization technique is divided into single solution-based and population-based. In the single solution-based optimization, it starts with a single random solution and improves over pre-defined generations. Here, there is no information sharing and there arises many issues like local optima, deceptiveness and premature convergence with a single solution. Whereas, in population-based algorithms the optimization starts with random solutions and improves as the iterations are increased. The main advantage of population-based
optimization is that there exists information exchange among the solutions of candidates. In this way they can handle the local optima, bias of search space and premature convergence easier and faster. Some of the meta-heuristic optimization such as the genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO) and differential evolution algorithm (DEA) have overcome the limitations of single solution optimization methods.

Therefore, in this paper a multiverse optimization (MVO) technique is implemented to estimate the parameters to adjust and fit the actual wind profile. This methodology serves as an innovative solution for any particular wind conditions provided a well-defined pattern has been provided. The MVO outperforms other optimization techniques and is being applied for wind energy applications to achieve rapid convergence in estimating Weibull parameters. This MVO algorithm is compared with PSO, which is best among the SI based technique and GWO, MFO as one of the most recent algorithms. The proposed algorithm has high exploitation ability due to combination of WEP/TDR constants and wormholes combined to provide high exploitation. Superior exploration of the proposed algorithm is due to white and black holes to exchange different objects.

Here, the wind data for a period of six years from January 2012 to December 2017 in the Tirumala region (13°41′30.4″ N 79°21′34.4″ E) is being studied which is located in the southern part of India. In order to analyze the wind distribution, scale and shape parameters are determined using MVO. This gives two values, which is further utilized to determine the probability density function of the Weibull and Rayleigh distribution. With this study it has been estimated that there is sufficient wind potential in this region for enhancing more wind power for driving wind turbines. For determining the elevation of the site, ArcGIS (10.6, Esri, Redlands, CA, USA) is used and wind rose is used for studying the wind direction [12].

The rest of the paper is organized as: Wind data measuring at the selected location and its characteristics are described in Section 2. The proposed MVO is explained in Sections 2 and 3 the data has been analyzed using different distributions like Weibull distribution and Rayleigh distributions. Section 4 deals with analysis of wind data using statistical parameters like the mean, variance, standard deviation and root mean square error (RMSE) and Section 5 covers conclusion.

2. Measurement of Wind Data

2.1. Location of Site and Collection of Wind Data

An Indian site, Tirumala (13°41′30.4″ N 79°21′34.4″ E), was selected for performing a statistical analysis of wind speed and direction. Hourly wind data was collected for a period of six years from 2012–2017. The site is probably a cool and humid place with better wind density. Tirumala is located at a distance of 28 km from Tirupati city of Andhra Pradesh. As per the 2011 census, the population of Tirupati is around 3.74 lakhs and due to its heavy population, this location was chosen for study. The wind speed and directions were measured using anemometers at two different hub heights of 10 m and 65 m. The measuring instruments were installed by the National Atmospheric Research Laboratory (NARL) located in Gadanki near Tirupati.

There were two important observation devices namely Doppler Sodar (MFAS64, SAMEER, Mumbai, Maharashtra, India), which is operated using a multi-frequency around (1600–2500 Hz) and the other was the UHF (ultra-high frequency) Wind Profiler (1280 MHz, PEC India, New Delhi, New Delhi, India). The measured hourly data was averaged monthly for the 10 m and 65 m height and shown in Figure 1. From Figure 1, it can be clearly observed that the maximum average wind speed available in the month of January was 4 m/s at 10 m and 5.2 m/s at 65 m. Similarly, the lowest average wind speed was present in the month of August and was 2.5 m/s at 10 m and 3 m/s at 65 m. The wind pattern slowly reduced from January and again reached to a maximum in the month of December.
The average wind speed \( (v_m) \) and standard deviation \( (\sigma) \) were calculated using the following expressions:

\[
v_m = \frac{1}{n} \sum_{i=1}^{n} v_i
\]

\[
\sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (v_i - v_m)^2}
\]

where, \( v_i \) is the wind speed at \( i \)th hour and \( n \) is the number of hours. From this average value \( (v_m) \), \( \sigma \) (standard deviation) can be calculated from Equation (2). For higher wind speed, the average value must be high and standard deviation should be low. As the standard deviation was low it shows that the dataset was more uniform.

The total number of data samples collected was 52,609 and from these 310 missing data were present and the remaining data were taken into consideration for the analysis. The surface plot for the selected site is shown in Figure 2 and these were obtained using ArcGIS software. From Figure 2 it can be stated that, the highest altitude was nearly 960 m from the sea level and the violet color shows an altitude of 960 m.
2.2. Multiverse Optimization Method for Parameter Estimation

The solution to any optimization problem involves artificial intelligence, which is used in various applications. This optimization includes probabilistic models of a natural occurring phenomenon to determine the optimal solution for a function. Though it gives a solution it does not guarantee the best one but it will converge quickly to the best.

Multiverse optimization (MVO) is one of the evolutionary techniques developed by Mirjalili, inspired by the concept of cosmology. The theory behind this is the white hole, wormhole and black hole and these are mathematically modelled in constructing the MVO. In this algorithm, the population is divided into two phases, i.e., exploration and exploitation. The white and black hole concepts are used to explore the search spaces. The wormholes will guide the MVO in exploiting the search space.

Here each solution resembles the universe, now each solution is assigned with some inflation rate and correlating with fitness function. The following rules are used in MVO:

- When inflation rate is high, then probability of white hole is high;
- When inflation rate is high, then black hole probability is low;
- When the universe is having higher inflation rate, then it sends the object through white holes;
- The objects will randomly move to the best universe through wormholes irrespective of inflation rate;
- When inflation rate is low, then it receives the object from black holes.

For exchanging the objects in the universe, a roulette wheel mechanism was used. For every iteration the universe was sorted and the inflation rates were calculated to select the white hole among them. Let us consider:

\[
U = \begin{bmatrix}
  x_1^1 & x_2^1 & \ldots & x_d^1 \\
  x_1^2 & x_2^2 & \ldots & x_d^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  x_1^n & x_2^n & \ldots & x_d^n 
\end{bmatrix}
\]

(3)

where \(d\) represents the number of variables and \(n\) is the number of universe (solutions);

\[
x_i^j = \begin{cases} 
  x_i^k & r_1 < NI(Ui) \\
  x_i^j & r_1 \geq NI(Ui) 
\end{cases}
\]

(4)

where \(x_i^j\) is \(j\)th parameter of \(i\)th universe and \(U_i\) gives the \(i\)th universe, \(NI(Ui)\) is the normalized inflation of the \(i\)th universe, \(r_1\) is a random number between 0 and 1. \(x_k^i\) is the \(j\)th parameter of \(k\)th universe from roulette selection.

To avail the changes of each universe and to improve the inflation rate of wormholes, assuming that wormholes are present in between the universe and best universe. This can be shown below:

\[
x_i^j = \begin{cases} 
  X_i + TDR \times ((ub_j - lb_j) \times r_4 + lb_j) & r_3 < 0.5 \\
  X_i - TDR \times ((ub_j - lb_j) \times r_4 + lb_j) & r_3 \geq 0.5 \\
  x_i^j & r_2 \geq WEP 
\end{cases}
\]

(5)

where \(x_i^j\) represents the \(j\)th parameter and travelling distance rate (TDR), wormhole existence probability (WEP) are coefficients. The lower and upper bounds are shown as \(lb_j\) and \(ub_j\) for the \(j\)th variable. And \(r^2\) are random numbers between [0,1].

The two main coefficients, WEP and TDR are used to define the existence in the universe and the travelling speed. This distance rate is a factor by which the object can be moved around the best universe. The expression for WEP is shown below:

\[
WEP = \min + l \times \left(\frac{\max - \min}{L}\right)
\]

(6)
where the min value is taken as 0.2 and the max value to be 1, \( l \) indicates the iteration number and \( L \) is the maximum iteration number. Now, for TDR a similar mathematical equation is given below:

\[
TDR = 1 - \frac{l^{1/p}}{L^{1/p}}
\]

(7)

where \( p \) is taken as 6, defined for exploitation, the higher this value the faster the search. For improving the fitting curve, the variation between the Weibull distribution and actual wind speed distribution should be minimized. The objective function to be considered for minimization is given by:

\[
\varepsilon(v_i) = \frac{1}{2} \sum_{i=0}^{n} (f_{\text{real}}(v_i) - f_{\text{weibull}}(v_i))^2
\]

(8)

where \( f_{\text{real}}(v_i) \) gives the frequency of the wind speed class and \( f_{\text{weibull}}(v_i) \) gives the Weibull probability density function. The total number of wind speed classes is given by \( n \).

In this present work multiverse optimization was implemented by taking 50 number of universes. In order to avoid premature convergence at initial stage the travelling speed and existence probability would vary. The lower and upper bound values were taken to be 0.4 and 0.9. The main reason to choose MVO was because it is a new meta-heuristic optimization technique inspired by the concept of cosmology and has not yet been tested for determining the Weibull parameters for wind energy applications.

3. Distribution Characteristics for Wind Data

The dynamic nature of wind can be studied with the application of the probability density function. The probability density function \( f(v) \) gives an idea about the occurrence of wind velocity and the cumulative distribution \( F(v) \) tells whether the wind velocity is less than or equal to that wind velocity. There are several methods that can be applied to analyze the wind data for estimating the wind potential [13,14] for a particular region. It was found from the literature that Weibull and Rayleigh [15] are the most preferred methods for determining the wind energy potential. In order to implement the Weibull and Rayleigh distribution, we need to estimate the shape and scale parameter. Many researchers have done studies for evaluating the wind potential through different probability density function. The results showed that the Weibull and Rayleigh distribution have presented the wind distribution in a better manner [16–24].

3.1. Weibull Distribution

This distribution has been used for many years for fitting source data, i.e., actual wind data. The wind data characteristics in any region can be analyzed by using the probability distribution function [25,26].

Another approach is to follow the Rayleigh distribution, which has also been used as one of the statistical tools to analyze wind data. To perform both Weibull and Rayleigh we required shape and scale parameters (\( k \) and \( c \)) [27]. The shape parameter value decides the type of distribution whether it should be Weibull or Rayleigh. When the shape parameter is less than 2 then it takes a Weibull distribution. When it is exactly 2 it is known as the Rayleigh distribution, if it exceeds 3 it takes the Gaussian distribution [28].

The Weibull distribution function or Weibull probability density function is calculated as [29]:

\[
f(v) = \left(\frac{k}{c}\right)^{k} \left(\frac{v}{c}\right)^{k-1} e^{-\left(\frac{v}{c}\right)^{k}}
\]

(9)

where, \( f(v) \) is the probability of wind speed, \( v \) is the wind velocity, \( k \) and \( c \) are the shape and scale parameters. \( k \) has no dimensional units whereas the \( c \) parameter has the dimensional unit as (m/s), similar to wind speed.
On integrating the Weibull probability distribution, we get the Weibull cumulative distribution function \[30\] and it is expressed as:

\[
F(v) = \int_0^\alpha f(v)dv = 1 - e^{-\left(\frac{v}{c}\right)^k}
\]

where \(\alpha\) represents the highest wind speed under consideration and it changes according to the site.

The expected value of the wind speed otherwise known as the average wind velocity is obtained from the Weibull distribution parameters of \(k\) and \(c\) and is given by:

\[
v_m = c\Gamma\left(1 + \frac{1}{k}\right)
\]

where “\(\Gamma\)” is known as the gamma function and it is defined as:

\[
\Gamma(t) = \int_0^\infty x^{t-1}e^{-x}dx
\]

Now the standard deviation for the Weibull distribution is given as:

\[
\sigma = c\sqrt{\frac{\Gamma\left(1 + \frac{2}{k}\right)}{\Gamma^2\left(1 + \frac{1}{k}\right)}} - 1
\]

After calculating the values of \(\sigma\) and \(v_m\), the shape and scale parameters can be evaluated as follows:

\[
\left(\frac{\sigma}{v_m}\right)^2 = \frac{\Gamma\left(1 + \frac{2}{k}\right)}{\Gamma^2\left(1 + \frac{1}{k}\right)} - 1
\]

From expression (14) \(k\) can be found and once \(k\) is calculated, \(c\) is determined from the following:

\[
c = \frac{v_m}{\Gamma\left(1 + \frac{1}{k}\right)}
\]

Now the Weibull probability density function is found using Equation (9).

3.2. Rayleigh Distribution

It has already been mentioned that when shape factor “\(k\)” is 2 then such a distribution is known as the Rayleigh distribution \[30\]. Now after rearranging Equation (9), the Rayleigh probability density function is given by:

\[
f(v) = \left(\frac{v}{\alpha^2}\right)e^{-\frac{v^2}{2\alpha^2}}
\]

where \(\alpha\) is the scale parameter and its units are m/s and its value is given by:

\[
\alpha = \sqrt{\frac{2}{\pi}}v_m
\]

The Rayleigh cumulative distribution \(F(v)\) is calculated from the expression:

\[
F(v) = 1 - e^{-\left(\frac{v^2}{2\alpha^2}\right)}
\]
In order to calculate the most probable wind speed \((V_{MP})\) and the most energy \((V_{MaxE})\) from the wind speed, it can be estimated from the equations as shown below:

\[
V_{MP} = c \left( \frac{(k - 1)}{k} \right)^{k-1} \tag{19}
\]

\[
V_{MaxE} = c \left( \frac{k + 2}{k} \right)^{\frac{1}{2}} \tag{20}
\]

There are many methods to determine the shape and scale parameters and few methods are the maximum likelihood, method of moments, least squares, graphical method, etc. All the software and tools used for statistical analysis are provided in Appendix A.

4. Results and Discussion

The study was carried out for the data collected from the region of Tirumala for about six years from 2012–2017. The data consisted of wind speed and wind direction collected from different hub heights of 10 m and 65 m. The monthly mean wind speed at 10 m and 65 m is shown in Figure 1. The shape and scale parameters for all the months have been calculated by using MVO. Table 1 presents the comparison of different numerical methods for estimating the Weibull parameters. For verification of the results, the MVO algorithm was compared with the moment method [14], empirical method [14], maximum likelihood [20], equivalent energy method [14] and energy pattern factor method [20]. Some of the meta-heuristic algorithms like PSO [20], MFO and GWO were also performed and are shown in Table 1.

<table>
<thead>
<tr>
<th>Name of the Method</th>
<th>Weibull Parameter</th>
<th>Statistical Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k)</td>
<td>(c)</td>
</tr>
<tr>
<td>Moment method</td>
<td>1.5900</td>
<td>5.326</td>
</tr>
<tr>
<td>Empirical method</td>
<td>1.5867</td>
<td>5.312</td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td>1.5810</td>
<td>5.315</td>
</tr>
<tr>
<td>Equivalent energy method</td>
<td>1.5511</td>
<td>5.324</td>
</tr>
<tr>
<td>Energy pattern factor method</td>
<td>1.5142</td>
<td>5.305</td>
</tr>
<tr>
<td>PSO</td>
<td>1.5826</td>
<td>5.317</td>
</tr>
<tr>
<td>MFO</td>
<td>1.5471</td>
<td>5.264</td>
</tr>
<tr>
<td>GWO</td>
<td>1.5984</td>
<td>5.320</td>
</tr>
<tr>
<td>Multiverse optimization</td>
<td>1.626</td>
<td>5.355</td>
</tr>
</tbody>
</table>

The \(k\) and \(c\) parameters for the Weibull distribution were found using the moment method as expressed in Equations (21) and (22):

\[
\bar{v} = c \Gamma\left(1 + \frac{1}{k}\right) \tag{21}
\]

\[
\sigma = c \left[ \Gamma\left(1 + \frac{2}{k}\right) - \Gamma^2\left(1 + \frac{2}{k}\right) \right]^{\frac{1}{2}} \tag{22}
\]

A special case of the moment method is the empirical method and it is determined using Equations (23) and (24) [31]:

\[
k = \left( \frac{\sigma}{\bar{v}} \right)^{-1.086} \tag{23}
\]

\[
\bar{v} = c \Gamma\left(1 + \frac{1}{k}\right) \tag{24}
\]
The maximum likelihood needs extensive numerical iterations to find the $k$ and $c$ values and it is shown below in Equations (25) and (26) [31]:

\[
k = \left( \frac{\sum_{i=1}^{n} v_i^k \ln(v_i)}{\sum_{i=1}^{n} v_i^k} - \frac{\sum_{i=1}^{n} \ln(v_i)}{n} \right)^{-1}
\]

\[
c = \left( \frac{1}{n} \sum_{i=1}^{n} v_i^c \right)^{1/c}
\]

The equivalent energy method [20] aims to determine the Weibull parameters by adjusting the wind data. The name is derived from the equivalence among the Weibull energy density curve and observed data energy density. From the below Equations (27) and (28), $k$ and $c$ values were estimated.

\[
\sum_{i=1}^{n} W_{vi} - e^{-\left(\frac{(v_i - 1)^3}{\overline{v}^3}\right)^{1/k}} - e^{-\left(\frac{(v_i - 1)^3}{\overline{v}^3}\right)^{1/c}} = \sum_{i=1}^{n} \varepsilon_{vi}^2
\]

\[
c = \frac{(\overline{v})^3}{\Gamma\left(1 + \frac{3}{k}\right)}
\]

The energy pattern factor method [24] is related with the average wind speed and is defined by Equations (29)–(31):

\[
E_{pf} = \frac{\overline{v}^3}{(\overline{v})^3}
\]

\[
k = 1 + \frac{3.69}{(E_{pf})^2}
\]

\[
\overline{v} = c\Gamma\left(1 + \frac{1}{k}\right)
\]

The efficiency of meta-heuristic and other methods are determined using the correlation ($r$) and root mean square error (RMSE) equations as shown below:

\[
r = \frac{\sum_{i=1}^{n} (X_i - X_{med})(Y_i - Y_{med})}{\sqrt{\sum_{i=1}^{n} (X_i - X_{med})^2(Y_i - Y_{med})^2}}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - Y_i)^2}{n}}
\]

As shown in Table 1, MVO was compared with other numerical methods and a meta-heuristic technique for estimating the Weibull parameter and its $r$ and RMSE were obtained. Among these methods the energy pattern method had the least $k$ value of 1.5142 and its $c$ value as 5.305. Other numerical methods generated different $k$ values that does not fit the real wind pattern and the error was also more. When the RMSE value is low, then we can say that the real wind pattern fits the Weibull density function respective to the $k$ and $c$ values. In Table 1, after performing a statistical analysis it was found that MVO had the least error of about 0.0052 and it was less than 1%. The correlation value $r$ was
reaching to 100%, i.e., 0.995 for the study case. These values obtained from the proposed method were better than other numerical methods and meta-heuristic techniques. On comparing the GWO, PSO, MFO and MVO it was evident that MVO was performing better than other methods. The convergence curve was provided for the proposed method in comparison with the other method, it showed that MVO converged with less % error and in the minimum number of iterations as shown in Figure 3.

![Figure 3](image.png)

**Figure 3.** Convergence curve of multiverse optimization (MVO) in comparison with other meta-heuristic algorithms.

Table 2 shows the monthly $k$ and $c$ parameter, mean wind speed, standard deviation and the variance for both 10 m and 65 m height wind speed data. After calculating the $k$ and $c$ parameter for respective months, the most probable wind speed was calculated using Equation (19) and the maximum energy carried by the wind was obtained from Equation (20). These values were analyzed and presented in Table 2. From Table 2 it could be stated that the maximum average wind speed was about 5.12 m/s observed in the month of December at 10 m and in the same month about 6.621 m/s at the 65 m height, respectively.

**Table 2.** Weibull parameters ($k$ and $c$), monthly mean wind speed, $V_{mp}$, $V_{maxE}$, standard deviation and variance.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$V_{mean}$</th>
<th>Std. Dev</th>
<th>Variance</th>
<th>$c$</th>
<th>$k$</th>
<th>$V_{mp}$</th>
<th>$V_{maxE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feb.</td>
<td>4.08</td>
<td>5.33</td>
<td>3.2</td>
<td>3.89</td>
<td>10.22</td>
<td>5.76</td>
<td>1.47</td>
</tr>
<tr>
<td>Mar.</td>
<td>3.52</td>
<td>4.83</td>
<td>2.46</td>
<td>3.17</td>
<td>6.056</td>
<td>10.07</td>
<td>3.92</td>
</tr>
<tr>
<td>Apr.</td>
<td>3.86</td>
<td>5.27</td>
<td>2.54</td>
<td>3.32</td>
<td>6.463</td>
<td>11.03</td>
<td>4.28</td>
</tr>
<tr>
<td>May.</td>
<td>2.93</td>
<td>3.79</td>
<td>1.89</td>
<td>2.3</td>
<td>3.574</td>
<td>5.27</td>
<td>3.24</td>
</tr>
<tr>
<td>Jun.</td>
<td>2.72</td>
<td>3.43</td>
<td>1.94</td>
<td>2.44</td>
<td>3.774</td>
<td>5.93</td>
<td>3.01</td>
</tr>
<tr>
<td>Jul.</td>
<td>2.91</td>
<td>3.75</td>
<td>1.88</td>
<td>2.31</td>
<td>3.521</td>
<td>5.35</td>
<td>3.25</td>
</tr>
<tr>
<td>Aug.</td>
<td>2.43</td>
<td>3.17</td>
<td>1.48</td>
<td>1.96</td>
<td>2.187</td>
<td>3.84</td>
<td>3.01</td>
</tr>
<tr>
<td>Sep.</td>
<td>2.84</td>
<td>3.83</td>
<td>2.02</td>
<td>2.59</td>
<td>4.066</td>
<td>6.7</td>
<td>3.13</td>
</tr>
<tr>
<td>Oct.</td>
<td>2.91</td>
<td>3.82</td>
<td>2.01</td>
<td>2.62</td>
<td>4.057</td>
<td>6.85</td>
<td>3.25</td>
</tr>
<tr>
<td>Nov.</td>
<td>3.86</td>
<td>5.10</td>
<td>2.45</td>
<td>3.14</td>
<td>6.004</td>
<td>9.84</td>
<td>4.27</td>
</tr>
<tr>
<td>Dec.</td>
<td>5.12</td>
<td>6.62</td>
<td>3.74</td>
<td>4.65</td>
<td>14.02</td>
<td>21.62</td>
<td>5.54</td>
</tr>
<tr>
<td>Aggregate</td>
<td>3.31</td>
<td>4.36</td>
<td>2.3</td>
<td>2.88</td>
<td>5.56</td>
<td>8.87</td>
<td>3.75</td>
</tr>
</tbody>
</table>

For the complete dataset, the shape parameter varies from 1.27 at 65 m of hub height to 1.68 at 10 m of hub height. The shape and scale parameters for the entire dataset were found to be 1.47 and 4.806 m/s for 65 m height. For 10 m of hub height the average shape and scale values were 1.58 and 3.75 m/s. The most probable wind speed was calculated and found to be 4.02 m/s at 65 m height and 2.45 m/s at 10 m height. The maximum energy obtained from wind was 15.16 m/s and the lowest was 4.9 m/s. The minimum mean wind speed was present in the month of August with 2.43 m/s and the maximum was present in the month of December with 5.12 m/s at 10 m hub height. Similarly, at 65 m
hub height the maximum and minimum mean wind speeds were 6.62 m/s and 3.17 m/s. The standard deviation values were found to have a minimum of 1.48 m/s and maximum of 4.65 for 10 m and 65 m hub heights.

Figure 4a,b shows the mean wind speed from 2012–2017 for all the months at 10 m and 65 m hub heights. From the graph it could be observed that the mean wind speed was maximum for February in the year 2016 and minimum mean wind speed for the month of September in the year 2017 at 10 m. Let us look into the mean wind speed at 65 m, the maximum means wind speed was observed to be 6.8 m/s in the month of February and minimum mean wind speed of 2.8 m/s for September in 2014.

The average wind speed lied in between 4 m/s and 6.8 m/s so we could conclude that there was sufficient wind potential in the region for installing small capacity wind turbines for extracting power from WECS. It could also be observed that the wind pattern varied as time progressed. This also reflected the effect of climatic conditions on the wind potential.

The Weibull probability density function was used to find the frequency of wind speed at different levels. After calculating the shape and scale parameters from the MVO method, the Weibull distribution and cumulative Weibull distributions were drawn. The graphs were obtained for all the years from 2012 to 2017 and were analyzed. From this distribution, it was easy to find the wind speed magnitude, variation. This trend continued until 12 m/s to 15 m/s of wind speed. Later the frequency fell to zero, it meant that there was less chances of occurrence of wind speed beyond 16 m/s. Though it may exist but it did not influence the overall system performance. The Weibull cumulative distribution is shown in Figure 5b, which is the sum of individual Weibull distributions to reach 100%. The common point where all the graphs were meeting was at 16 m/s. In Figure 5b, between 8 m/s to 16 m/s all the wind was available and later it reached 100%, which meant that all the wind was available less than 16 m/s and after this there was less frequency of occurrence.

Rayleigh frequency distribution and Rayleigh cumulative frequency distributions are shown in Figure 6a,b. From this study, it revealed that the maximum probability for the wind fell in the range of 3 m/s to 6 m/s. The Rayleigh cumulative distribution also showed that 50% of the wind speed was between 3 m/s to 6 m/s. The frequency distribution was low for the wind speeds above 12 m/s. Therefore, we could say that the wind velocity above 12 m/s had less probability in this region. From Figure 6a,b the yearly frequency distribution was varying from 2012 to 2017 and the trend changed accordingly with the geographical parameters.
The Weibull parameter obtained from MVO was better suitable in understanding the wind pattern and well. In Figure 7, the brown color bars indicate that the cumulative distribution values had reached the real values and Weibull distribution value were better fitted and close to each other as we can see.

Table 3 shows the distribution of wind speed in terms of the Weibull and Rayleigh distribution. In Table 3 the Weibull and Rayleigh frequency distributions were scaled to the maximum value, and the cumulative distributions were scaled to 10 for better understanding. From this analysis, we can say that wind speed less than 9 m/s was more prevailing at the 10 m height and 3 m/s to 11 m/s at the 65 m height. There was an increase of wind speed distribution once the height increased so the more turbine height, the larger the power generation. Here it could also be concluded that Weibull and Rayleigh are a much similar distribution with a small change in the shape parameter value. Both the distributions were reaching the value of 10 approximately when it crossed 17 m/s of wind velocity. The real values and Weibull distribution value were better fitted and close to each other as we can see from Table 3. Once if we look into the real wind speed values at 10 m of hub height, all the values fell in the range of 2 m/s to 12 m/s. Now, comparing these two distributions with real time wind data, it nearly coincided and hence concluded that the Weibull parameters fitted the actual wind pattern well.

Now the actual wind speed at 10 m and 65 m hub heights was compared with the Weibull and Rayleigh distribution as shown in Figure 7. It could be seen that most of the wind speed occurred at less than 10 m/s. The Weibull cumulative distribution revealed that the maximum wind speed would fall in the range of 2 m/s to 12 m/s. Now, comparing these two distributions with real time wind data, it nearly coincided and hence concluded that the Weibull parameters fitted the actual wind pattern well.

Table 3. The Weibull and Rayleigh distributions were scaled to the maximum value, and the cumulative distributions were scaled to 10 for better understanding. From this analysis, we can say that wind speed less than 9 m/s was more prevailing at the 10 m height and 3 m/s to 11 m/s at the 65 m height. There was an increase of wind speed distribution once the height increased so the more turbine height, the larger the power generation. Here it could also be concluded that Weibull and Rayleigh are a much similar distribution with a small change in the shape parameter value. Both the distributions were reaching the value of 10 approximately when it crossed 17 m/s of wind velocity. The real values and Weibull distribution value were better fitted and close to each other as we can see from Table 3. Once if we look into the real wind speed values at 10 m of hub height, all the values fell in the range of 2 m/s to 12 m/s. Now, comparing these two distributions with real time wind data, it nearly coincided and hence concluded that the Weibull parameters fitted the actual wind pattern well.
The wind circulation tended to improve yearly. The wind power density is improving from 2012 to 2017 for both 10 m and 65 m due to improvement in the clearance. It could also be stated that due to an increase in the clearance area by removing the obstacles and landslide the density could be improved by increasing the height of wind turbine hub from ground level. It could be inferred that the wind power density slowly increased from 4 m/s to 8 m/s, achieving maximum value, and later decreased to the reference level from 18 m/s. Compared to 10 m height, wind power density was having a much higher magnitude at 65 m. For 10 m, the power density tended to reach zero from 18 m/s but at 65 m the power density had a finite value until 24 m/s, so the wind power density could be improved by increasing the height of wind turbine hub from ground level. It could also be stated that due to an increase in the clearance area by removing the obstacles and landslide the wind circulation tended to improve yearly. The wind power density is improving from 2012 to 2017 for both 10 m and 65 m due to improvement in the clearance.

Table 3. Comparison of the Weibull and Rayleigh distribution with real wind data at 10 m and 65 m.

<table>
<thead>
<tr>
<th>$V_j$</th>
<th>Weibull 10 m</th>
<th>Weibull Cum 10 m</th>
<th>Rayleigh 10 m</th>
<th>Rayleigh Cum 10 m</th>
<th>Real 10 m</th>
<th>Real 65 m</th>
<th>Weibull 65 m</th>
<th>Weibull Cum 65 m</th>
<th>Rayleigh 65 m</th>
<th>Rayleigh Cum 65 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ≤ $V_j$ &lt; 1</td>
<td>2.025</td>
<td>1.55</td>
<td>1.553</td>
<td>0.81</td>
<td>1.322</td>
<td>1.125</td>
<td>1.492</td>
<td>1.108</td>
<td>0.9172</td>
<td>0.4698</td>
</tr>
<tr>
<td>1 ≤ $V_j$ &lt; 2</td>
<td>2.046</td>
<td>3.634</td>
<td>2.41</td>
<td>2.867</td>
<td>2.601</td>
<td>1.710</td>
<td>1.647</td>
<td>2.712</td>
<td>1.5908</td>
<td>1.7509</td>
</tr>
<tr>
<td>2 ≤ $V_j$ &lt; 3</td>
<td>1.707</td>
<td>5.526</td>
<td>2.37</td>
<td>5.324</td>
<td>2.163</td>
<td>1.494</td>
<td>1.529</td>
<td>4.315</td>
<td>1.8724</td>
<td>3.5150</td>
</tr>
<tr>
<td>3 ≤ $V_j$ &lt; 4</td>
<td>1.284</td>
<td>7.022</td>
<td>1.749</td>
<td>7.411</td>
<td>1.368</td>
<td>1.347</td>
<td>1.298</td>
<td>5.734</td>
<td>1.7825</td>
<td>5.3696</td>
</tr>
<tr>
<td>4 ≤ $V_j$ &lt; 5</td>
<td>0.897</td>
<td>8.106</td>
<td>1.022</td>
<td>8.79</td>
<td>0.922</td>
<td>1.170</td>
<td>1.037</td>
<td>6.902</td>
<td>1.4449</td>
<td>6.9972</td>
</tr>
<tr>
<td>5 ≤ $V_j$ &lt; 6</td>
<td>0.502</td>
<td>8.843</td>
<td>0.484</td>
<td>9.522</td>
<td>0.616</td>
<td>0.989</td>
<td>0.791</td>
<td>7.814</td>
<td>1.0213</td>
<td>8.2313</td>
</tr>
<tr>
<td>6 ≤ $V_j$ &lt; 7</td>
<td>0.372</td>
<td>9.319</td>
<td>0.189</td>
<td>9.841</td>
<td>0.393</td>
<td>0.774</td>
<td>0.581</td>
<td>8.497</td>
<td>0.6374</td>
<td>9.0538</td>
</tr>
<tr>
<td>7 ≤ $V_j$ &lt; 8</td>
<td>0.224</td>
<td>9.612</td>
<td>0.061</td>
<td>9.955</td>
<td>0.231</td>
<td>0.516</td>
<td>0.413</td>
<td>8.991</td>
<td>0.3539</td>
<td>9.5403</td>
</tr>
<tr>
<td>8 ≤ $V_j$ &lt; 9</td>
<td>0.13</td>
<td>9.785</td>
<td>0.016</td>
<td>9.989</td>
<td>0.146</td>
<td>0.299</td>
<td>0.285</td>
<td>9.337</td>
<td>0.1757</td>
<td>9.7971</td>
</tr>
<tr>
<td>9 ≤ $V_j$ &lt; 10</td>
<td>0.073</td>
<td>9.885</td>
<td>0.015</td>
<td>9.998</td>
<td>0.098</td>
<td>0.175</td>
<td>0.192</td>
<td>9.573</td>
<td>0.0782</td>
<td>9.9186</td>
</tr>
<tr>
<td>10 ≤ $V_j$ &lt; 11</td>
<td>0.04</td>
<td>9.94</td>
<td>0.013</td>
<td>9.999</td>
<td>0.055</td>
<td>0.126</td>
<td>0.126</td>
<td>9.731</td>
<td>0.0313</td>
<td>9.9704</td>
</tr>
<tr>
<td>11 ≤ $V_j$ &lt; 12</td>
<td>0.021</td>
<td>9.969</td>
<td>0.011</td>
<td>9.999</td>
<td>0.038</td>
<td>0.089</td>
<td>0.0812</td>
<td>9.833</td>
<td>0.0113</td>
<td>9.9902</td>
</tr>
<tr>
<td>12 ≤ $V_j$ &lt; 13</td>
<td>0.011</td>
<td>9.985</td>
<td>0.01</td>
<td>9.999</td>
<td>0.021</td>
<td>0.056</td>
<td>0.0511</td>
<td>9.898</td>
<td>0.0036</td>
<td>9.9970</td>
</tr>
<tr>
<td>13 ≤ $V_j$ &lt; 14</td>
<td>0.01</td>
<td>9.993</td>
<td>0.009</td>
<td>9.999</td>
<td>0.013</td>
<td>0.047</td>
<td>0.0316</td>
<td>9.939</td>
<td>0.0010</td>
<td>9.9991</td>
</tr>
<tr>
<td>14 ≤ $V_j$ &lt; 15</td>
<td>0.009</td>
<td>9.996</td>
<td>0.008</td>
<td>9.999</td>
<td>0.006</td>
<td>0.032</td>
<td>0.0191</td>
<td>9.964</td>
<td>0.0002</td>
<td>9.9998</td>
</tr>
<tr>
<td>15 ≤ $V_j$ &lt; 16</td>
<td>0.008</td>
<td>9.998</td>
<td>0.006</td>
<td>9.999</td>
<td>0.003</td>
<td>0.015</td>
<td>0.0114</td>
<td>9.979</td>
<td>6.88 × 10⁻³</td>
<td>9.9999</td>
</tr>
<tr>
<td>16 ≤ $V_j$ &lt; 17</td>
<td>0.006</td>
<td>9.999</td>
<td>0.005</td>
<td>10</td>
<td>0.002</td>
<td>0.014</td>
<td>0.0067</td>
<td>9.988</td>
<td>1.49 × 10⁻³</td>
<td>9.9999</td>
</tr>
<tr>
<td>17 ≤ $V_j$ &lt; 18</td>
<td>0.004</td>
<td>10</td>
<td>0.004</td>
<td>10</td>
<td>0.001</td>
<td>0.006</td>
<td>0.0038</td>
<td>9.993</td>
<td>2.93 × 10⁻⁴</td>
<td>9.9999</td>
</tr>
<tr>
<td>18 ≤ $V_j$ &lt; 19</td>
<td>0.003</td>
<td>10</td>
<td>0.003</td>
<td>10</td>
<td>0.001</td>
<td>0.003</td>
<td>0.0022</td>
<td>9.996</td>
<td>5.22 × 10⁻⁵</td>
<td>10</td>
</tr>
<tr>
<td>19 ≤ $V_j$ &lt; 20</td>
<td>0.002</td>
<td>10</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0012</td>
<td>9.997</td>
<td>8.41 × 10⁻⁶</td>
<td>10</td>
</tr>
<tr>
<td>20 ≤ $V_j$ &lt; 21</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0006</td>
<td>9.998</td>
<td>1.23 × 10⁻⁷</td>
<td>10</td>
</tr>
<tr>
<td>21 ≤ $V_j$ &lt; 22</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0005</td>
<td>9.999</td>
<td>1.62 × 10⁻⁸</td>
<td>10</td>
</tr>
<tr>
<td>22 ≤ $V_j$ &lt; 23</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0002</td>
<td>9.999</td>
<td>1.95 × 10⁻¹⁰</td>
<td>10</td>
</tr>
<tr>
<td>23 ≤ $V_j$ &lt; 24</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>10</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0001</td>
<td>9.999</td>
<td>2.12 × 10⁻¹¹</td>
<td>10</td>
</tr>
</tbody>
</table>
In order to quantify the Weibull and Rayleigh distributions with respect to actual data, few statistical analyses were performed.

The correlation coefficient ($R^2$) value showed that the data is close enough to fit the regression line. The correlation parameter can be written as:

$$R^2 = \frac{\sum_{i=1}^{n} (y_i - z_i)^2 - \sum_{i=1}^{n} (x_i - y_i)^2}{\sum_{i=1}^{n} (y_i - z_i)^2}$$  \hspace{1cm} (34)

where $y_i$ is the real time observed wind data in the $i$th bin and $x_i$ gives the wind value from the Weibull distribution, $z_i$ is the mean value of $y_i$ and $x_i$ and $n$ is the number of bins.

The chi-squared test ($\chi^2$) [4] was used to determine if there existed any difference between the expected and observed frequencies. In this statistical hypothesis test, the distribution was a chi-squared distribution when the null-hypothesis was true. The chi-square expression is as shown below in Equation (35):

$$\chi^2 = \sum_{i=1}^{n} \left[ \frac{(y_i - x_i)^2}{x_i} \right]$$  \hspace{1cm} (35)

The probability distribution is said to be accurate when $R^2$ is large with least $\chi^2$.

The Kolmogorov test [4] is a nonparametric test to compare the sample with a reference probability density function. For a given cumulative distributive function $F(v)$, the Kolmogorov test can be expressed as:

$$\text{KOL} = \text{Max}|F(v) - F_n(v)|$$  \hspace{1cm} (36)

In the Equation (36), $F(v)$ is the Weibull distribution and $F_n(v)$ as the experimental histogram. It will consider only positive values and maximize the function for obtaining the result. This can only be performed when we have the cumulative distribution of the sample.

Sum of squares is determined by squaring the difference of mean value from individual observations and summing all those squared values. It gives information regarding the total variance of the observation. The sum of squares (SS) is expressed as in Equation (37) [32]:

$$SS = \sum_{i=1}^{n} (y_i - \bar{y})^2$$  \hspace{1cm} (37)
Another parameter, i.e., F-test [33] is used to compare the model for fitting the dataset and also to identify whether it best fits. The generalized F-test [33] expression can be written as given below in Equation (38):

$$F_{\text{test}} = \frac{\sum_{i=1}^{K} n_i (Y_i - \bar{Y})^2 / (K - 1)}{\sum_{i=1}^{K} \sum_{j=1}^{n_i} (Y_{ij} - Y_i)^2 / (N - K)}$$  (38)

where, $Y_i$ and $\bar{Y}$ are the $i$th group mean and overall mean and $K$ represents the number of groups, whereas $Y_{ij}$ is $j$th observation from $i$th in $k$ groups and $N$ is the overall size.

In order to express the accuracy as a percentage of error we go for the mean absolute percentage error (MAPE) [33] and its mathematical equation is shown below:

$$\text{MAPE} = \frac{\sum_{t=1}^{n} |A_t - F_t|}{n} \times 100$$  (39)

If, suppose we have to express the accuracy in same units then we prefer for mean absolute error (MAD) [29]:

$$\text{MAD} = \frac{\sum_{t=1}^{n} |A_t - F_t|}{n}$$  (40)

For fitting the time series values and to measure the accuracy mean squared deviation (MSD) [32] is preferred and it is shown below:

$$\text{MSD} = \frac{\sum_{t=1}^{n} |A_t - F_t|^2}{n}$$  (41)

In the above expressions, i.e., Equations (39)–(41), $A_t$ and $F_t$ are the actual and Weibull values with $n$ as the total number of samples.

The t-stat [3] is a measure, which gives information about the ratio of estimated value to the standard error, and its expression is:

$$t - \text{stat} = \frac{\sum (\text{Actual value} - \text{forecasted value})}{\sqrt{\frac{n \sum D^2 - (\sum D)^2}{n-1}}}$$  (42)

Now, the data taken for study was subjected to all these statistical analyses to determine various parameters and these are tabulated as shown in Table 4.

| Table 4. Monthly statistical parameters for evaluating the Weibull and Rayleigh distribution. |
|---|---|---|---|---|---|---|---|---|---|
| Parameter | $R^2$ | SS | F-test | MAPE | MAD | MSD | $\chi^2$ | Kolmogorov | t-Stat |
| Jan | 0.9898 | 2120.57 | 18.24 | 12.146 | 2.406 | 9.910 | 0.018 | 0.140 | 6.1205 |
| Feb | 0.9426 | 2105.34 | 15.09 | 10.205 | 1.801 | 5.698 | 0.022 | 0.134 | 5.357 |
| Mar | 0.9153 | 3008.94 | 40.206 | 8.3558 | 1.7100 | 4.6446 | 0.024 | 0.095 | 8.637 |
| Apr | 0.7457 | 3963.42 | 46.917 | 15.436 | 1.501 | 3.371 | 0.058 | 0.089 | 8.8102 |
| May | 0.9130 | 4557.47 | 26.04 | 10.745 | 1.296 | 2.671 | 0.042 | 0.096 | 6.3874 |
| Jun | 0.9592 | 3963.42 | 46.917 | 15.436 | 1.501 | 3.371 | 0.058 | 0.089 | 8.8102 |
| Jul | 0.90455 | 4191.54 | 31.001 | 7.1365 | 1.4998 | 3.4599 | 0.051 | 0.111 | 7.38159 |
| Aug | 0.9282 | 5116.09 | 21.9719 | 6.4362 | 1.1129 | 2.1627 | 0.024 | 0.086 | 6.016 |
| Sep | 0.9543 | 4054.44 | 28.395 | 17.869 | 1.450 | 3.856 | 0.095 | 0.126 | 6.8898 |
| Oct | 0.9210 | 4261.25 | 26.216 | 11.613 | 1.602 | 4.048 | 0.064 | 0.154 | 6.5784 |
| Nov | 0.979 | 2827.21 | 63.900 | 17.10 | 1.836 | 5.329 | 0.073 | 0.085 | 10.8828 |
| Dec | 0.91393 | 2269.29 | 96.235 | 25.471 | 3.093 | 13.940 | 0.023 | 0.112 | 13.3726 |
A model fits the data well when the difference of the observed value and the models predicted values are very small. In this case the R-squared measured the closeness of the data to the fitted regression. It is also gives the coefficient of determination so, the higher the R-squared value, the better the model fits the data. There is one limitation in R-squared, i.e., it does not indicate whether the model is adequate and sometimes a good model also might have a low R-squared value. Here in this study, the R-squared value lied between 0.90455 to 0.9898. Therefore, the model fitted the data well with R-squared values reaching nearer to 1, i.e., 100%.

Sum of squares (SS) deviations represents the sum of squared difference from the mean. In Table 4, SS was maximum in the month of August and minimum in the case of February. As the SS was low then we could say that, the values were closer to the mean, otherwise they were farther away from the mean so, the February month was having a low SS, which reflects that these values were closer to the mean. Another statistic applied was the F-test, when the calculated F value is high then we have to reject the null hypothesis. It was used to compare the models that were fitted to a dataset and to identify the model that best fitted the population from the data sample.

The MAPE is a measure of accuracy in predicting the values when we have a set of measured values. The percentage error measured how close the data points were present with respect to the predicted values. In Table 4, the percentage error was maximum for the month of December with 25.471% and least in the month of August with 6.4362%. As the percentage errors were less, it could be stated that the Weibull distribution nearly fitted the data. The mean absolute deviation (MAD) will measure the average distance from each value to the mean. It gives information on how the values are spread out in the sample space of the dataset. On observing the MAD values from Table 1, it is clear that all were less than 5 so, the Weibull distribution and the actual wind data were closely bound to each other.

Mean signed difference (MSD) is another statistic, which gives information on how well the estimate will fit the quantities that they were supposed to estimate. From Table 4, MSD values were 2.1627 for August followed by 2.671 for May and 3.371 April. Therefore, the estimated values were close to the measured values that had to be estimated and the maximum MSD was about 13.940 for December and 9.910 for January, which revealed that these values were unable to estimate better.

The chi-square, Kolmogorov and t-test were also performed to verify the Weibull distribution to fit the actual measured wind data. The chi-square values were maintained in between 0.018 to 0.073, which measures how much the actual observed data and expected values are present. KOL values ranged from 0.085 to 0.140 and were obtained by comparing the sample with the reference probability distribution. A T-test was used to know if there were any difference among the mean of the two groups of data.

The overall wind speed and wind directions are presented in Table 5 in the form of bin-sector and its distributions is shown in Figure 9. After analyzing Table 5 it is clear that the wind direction was most dominant between the sector 270–280° and 120–130°, having a frequency of 8.77% and 6.34%. It also suggested that the wind speed ranged from 2 m/s to 10 m/s in the above-mentioned sector directions. Whereas low wind speed flowed in the sector 170–180° from 0–4 m/s. Wind direction study showed that majority of the wind was flowing in the sector 260–280° that corresponded to SSW and NNW. The wind speed and direction graph for the months from January to June is shown in Figure 10.

The wind direction from 0–110° had a wind speed less than 14 m/s and beyond this there was no occurrence of any wind. From 110–200° the available wind speed was only below 12 m/s. There was large wind potential in the direction of 210° to 290° with a maximum wind speed reaching to 22 m/s, so if you install the wind turbines in this direction there is a possibility to increase the power generation. In future, short-term wind forecasting [34,35] can be performed by using an artificial neural network approach in combination with results obtained from the Weibull distribution and parameter estimation though nature inspired algorithms.
large wind potential in the direction of 210° to 290° with a maximum wind speed reaching to 22 m/s, was flowing in the sector 260–280° that corresponded to SSW and NNW. The wind speed and bin-sector. After analyzing Table 5 it is clear that the wind direction was most dominant between the 310–320° sector, with a wind speed percentage of 0.95%. The wind speed distribution for each wind direction sector is as follows:

<table>
<thead>
<tr>
<th>Wind Direction</th>
<th>Wind Speed (m/s)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10</td>
<td>0.42%</td>
<td>0.36%</td>
</tr>
<tr>
<td>10–20</td>
<td>0.54%</td>
<td>0.27%</td>
</tr>
<tr>
<td>20–30</td>
<td>0.51%</td>
<td>0.2%</td>
</tr>
<tr>
<td>30–40</td>
<td>0.53%</td>
<td>0.21%</td>
</tr>
<tr>
<td>40–50</td>
<td>0.43%</td>
<td>0.22%</td>
</tr>
<tr>
<td>50–60</td>
<td>0.48%</td>
<td>0.24%</td>
</tr>
<tr>
<td>60–70</td>
<td>0.54%</td>
<td>0.29%</td>
</tr>
<tr>
<td>70–80</td>
<td>0.71%</td>
<td>0.42%</td>
</tr>
<tr>
<td>80–90</td>
<td>0.52%</td>
<td>0.51%</td>
</tr>
<tr>
<td>90–100</td>
<td>1.6%</td>
<td>1.45%</td>
</tr>
<tr>
<td>100–110</td>
<td>1.05%</td>
<td>1.63%</td>
</tr>
<tr>
<td>110–120</td>
<td>0.96%</td>
<td>1.82%</td>
</tr>
<tr>
<td>120–130</td>
<td>1.08%</td>
<td>1.94%</td>
</tr>
<tr>
<td>130–140</td>
<td>1.08%</td>
<td>1.24%</td>
</tr>
<tr>
<td>140–150</td>
<td>0.88%</td>
<td>0.7%</td>
</tr>
<tr>
<td>150–160</td>
<td>0.77%</td>
<td>0.42%</td>
</tr>
<tr>
<td>160–170</td>
<td>0.6%</td>
<td>0.31%</td>
</tr>
<tr>
<td>170–180</td>
<td>0.35%</td>
<td>0.28%</td>
</tr>
<tr>
<td>180–190</td>
<td>1.28%</td>
<td>0.43%</td>
</tr>
<tr>
<td>190–200</td>
<td>0.52%</td>
<td>0.36%</td>
</tr>
<tr>
<td>200–210</td>
<td>0.44%</td>
<td>0.31%</td>
</tr>
<tr>
<td>210–220</td>
<td>0.49%</td>
<td>0.43%</td>
</tr>
<tr>
<td>220–230</td>
<td>0.57%</td>
<td>0.42%</td>
</tr>
<tr>
<td>230–240</td>
<td>0.5%</td>
<td>0.59%</td>
</tr>
<tr>
<td>240–250</td>
<td>0.62%</td>
<td>0.73%</td>
</tr>
<tr>
<td>250–260</td>
<td>0.66%</td>
<td>0.98%</td>
</tr>
<tr>
<td>260–270</td>
<td>0.53%</td>
<td>1.03%</td>
</tr>
<tr>
<td>270–280</td>
<td>1.63%</td>
<td>1.92%</td>
</tr>
<tr>
<td>280–290</td>
<td>0.99%</td>
<td>1.44%</td>
</tr>
<tr>
<td>290–300</td>
<td>0.99%</td>
<td>1.17%</td>
</tr>
<tr>
<td>300–310</td>
<td>0.92%</td>
<td>1.08%</td>
</tr>
<tr>
<td>310–320</td>
<td>0.95%</td>
<td>0.92%</td>
</tr>
<tr>
<td>320–330</td>
<td>0.89%</td>
<td>0.96%</td>
</tr>
<tr>
<td>330–340</td>
<td>0.82%</td>
<td>1.08%</td>
</tr>
<tr>
<td>340–350</td>
<td>0.87%</td>
<td>1.12%</td>
</tr>
<tr>
<td>350–360</td>
<td>1.41%</td>
<td>0.93%</td>
</tr>
</tbody>
</table>

Total: 28.13% of wind speed

Figure 9. Distribution of the wind speed based on the wind direction.
Vestas, Gamesa and Regen have their presence in Maharashtra. In Kerala about 55 MW is installed and the first wind farm was installed in 1997 at Kanjikode in the Palakkad district. Recently offshore wind farms have started on government data the wind generation capacity has increased ten times in just six years. Next is the Muppandal wind farm is 1,500 MW and the total installed capacity in Tamil Nadu is 7,633 MW. Gujarat, energy and its need was realized in advance and established a new agency in 1985. The capacity of the Gujarat offshore wind farms has increased to 1,000 MW. In order to identify potential sites GWEC developed R&D activities.

### Comparison of Wind Farm Locations in India

India, Tamil Nadu is the top state in wind power generation and its contribution is around 29% of India’s total. Wind generation for various states is shown in Figure 11. The importance of renewable energy and its need was realized in advance and established a new agency in 1985. The capacity of the Muppandal wind farm is 1,500 MW and the total installed capacity in Tamil Nadu is 7,633 MW. Gujarat is focussing on enhancing renewable energy that has led to a sharp rise in wind power capacity. Based on government data the wind generation capacity has increased ten times in just six years. Next is the Maharashtra with an installed capacity of 4,655.25 MW. All major manufacturers of wind turbine including Vestas, Gamesa and Regen have their presence in Maharashtra. In Kerala about 55 MW is installed and the first wind farm was installed in 1997 at Kanjikode in the Palakkad district. Recently offshore wind power generation has increased ten times in just six years.
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**Figure 10.** Wind speed-direction for the months from January to June in 2016 at 65 m.
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**Comparison of Wind Farm Locations in India**

In India, Tamil Nadu is the top state in wind power generation and its contribution is around 29% of India’s total. Wind generation for various states is shown in Figure 11. The importance of renewable energy and its need was realized in advance and established a new agency in 1985. The capacity of the Muppandal wind farm is 1,500 MW and the total installed capacity in Tamil Nadu is 7,633 MW. Gujarat is focussing on enhancing renewable energy that has led to a sharp rise in wind power capacity. Based on government data the wind generation capacity has increased ten times in just six years. Next is the Maharashtra with an installed capacity of 4,655.25 MW. All major manufacturers of wind turbine including Vestas, Gamesa and Regen have their presence in Maharashtra. In Kerala about 55 MW is installed and the first wind farm was installed in 1997 at Kanjikode in the Palakkad district. Recently offshore wind power generation has increased ten times in just six years.
farms have started plans from 2010 and a 100 MW plant is located off the Gujarat coast that began in 2014. In order to identify potential sites GWEC developed R&D activities.

![Installed wind capacity by state as of 31st March 2018 in India.](image)

**Figure 11.** Installed wind capacity by state as of 31st March 2018 in India.

5. Conclusions

The study was done on wind data for a period of six years from 2012 to 2017 in the Tirumala region in India. Wind speed, wind direction, its frequency distribution, mean wind speed and \( k \) and \( c \) parameters for the Weibull distribution were calculated. The monthly wind direction was studied with a wind rose graph. The complete statistical analysis resulted in framing the following conclusions:

- The shape and scale parameter \( (k \) and \( c) \) for the dataset was calculated and the observed data was fitted for Weibull distribution.
- The highest mean wind speed was calculated as 6.621 m/s at 65 m and 5.12 m/s at 10 m for the month of December.
- Annual mean wind velocity was calculated as 3.31 m/s and 4.36 m/s at 10 m and 65 m heights, respectively.
- Wind speed with most energy \( (V_{maxE}) \) was calculated as 11.43 m/s and 15.16 m/s at 10 m and 65 m, respectively. The most probable wind speed was calculated as 2.45 m/s and 4.02 m/s at 10 m and 65 m, respectively.
- From the cumulative frequency distribution it was found that the probability of wind speed for 4 m/s was predominant in the selected region.
- The proposed method had few limitations such as computational complexity and it depended on the number of iterations, number of universes and universe sorting mechanism. The limitations also included the parameters to be estimated suffered from consistency when the measured wind data was not good. In order to achieve better results the measuring instrument must be properly calibrated before analyzing the data. The proposed MVO technique depended on the geographical location and also on the maximum and minimum wind speed limits. In future work, to forecast the wind speed, the MVO technique should be first implemented to find the Weibull parameters from the wind speed data and create hourly wind speed randomly. Now by applying randomly generated wind data to ANN for matching actual wind speed until the forecasted errors are minimized.
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# Appendix A

**Table A1.** Various tools and software’s used for simulation.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Name of the Tool or Software</th>
<th>Purpose</th>
<th>Manufacturer Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MATLAB R2017b</td>
<td>For estimating shape and scale parameters</td>
<td>R2017b, Math Works, Massachusetts, USA</td>
</tr>
<tr>
<td>2</td>
<td>ArcGIS Contour plot 10.6</td>
<td>Contour plot</td>
<td>10.6, Esri, Redlands, California, USA</td>
</tr>
<tr>
<td>3</td>
<td>R Statistical analysis</td>
<td>Statistical analysis</td>
<td>3.5, R Foundation of statistics, Vienna, Australia</td>
</tr>
<tr>
<td>4</td>
<td>Surf plot</td>
<td>Surface plot</td>
<td>15.0, Golden software’s, Colorado, USA</td>
</tr>
<tr>
<td>5</td>
<td>Origin2017Pro</td>
<td>Graphing</td>
<td>SRI, Origin Lab, Massachusetts, USA</td>
</tr>
<tr>
<td>6</td>
<td>Excel</td>
<td>Frequency distribution analysis, Bin-sector</td>
<td>V16.0, Microsoft Corporation, Redmond, USA</td>
</tr>
</tbody>
</table>
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