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Abstract: The demand becoming flexible is a requirement for the full exploitation of renewable energy sources. Aggregation may foster the provision of flexibility by small-scale providers connected to distribution grids, since it allows offering significant flexibility volumes to the market. The aggregation of flexibility providers is carried out by the aggregator, a new market role and possibly a new market player. Location information of individual flexibility providers is necessary for both the aggregator and the system operators, in particular, the Distribution System Operator (DSO). For the former, information should allow treating a high number of individual flexibility providers as a single provider to offer significant flexibility volumes to the markets; for the latter, the information should ensure an adequate visibility of the connection of the individual providers to the grid. In the paper, the concept of Load Area (LA) is recalled, which combines the needs of location information of the aggregator and of the DSO. A method for the identification and modeling of LAs for the general case of unbalanced radial systems is proposed. The results of the methods’ application to two studied unbalanced networks are presented, showing the effectiveness and viability of the proposed approach.
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1. Introduction

The whole electricity industry is affected by profound changes, and power grids have to comply with new requirements to be flexible, accessible, reliable, and economical [1]. Accordingly, distribution grids are changing too; possibly, they have to change the most. Their architecture is increasingly flexible, with focus on the role of consumers, on the connectivity among areas, on the full exploitation of network resources, and on the possible use of the electrical network to sell other types of services.

In the traditional power system planning and operation paradigm, the generators are controlled to follow the demand. Now, with the forecast increase in electricity demand and the proliferation of generation by renewables, it is recognized that the demand has to become flexible to contribute in maintaining the required supply–demand balance. The focus is on flexibility, the willingness to change the usual behaviour. All the controllable means by which energy and capacity by central generators are complemented (i.e., distributed generators, storage systems, and controllable loads) are considered as flexibility providers [2] and are referred to as Distributed Energy Resources (DERs).

Operating DERs with the typical “fit and forget” approach limits their visibility to the power system operator [2]; DERs have to be integrated into the electricity industry and to become active players in ensuring the secure operation of the power systems. Through DER flexibility, it can become economically viable to cope with the intermittent and non-dispatchable nature of renewable energy sources [3], thus permitting their full exploitation [4].
A widespread integration of DERs also requires involving the very numerous small-scale ones connected to the distribution systems. The owners/operators of small DERs have neither the knowledge nor the dimension to participate individually in the power system operation. Their aggregation is necessary to offer to the market a volume of aggregated flexibility adequate to the needs of the other market participants [5–7].

The development of the aggregation concept leads to the appearance of the aggregator, a function of an existing market player and possibly a new player, acting as an intermediary between small flexibility providers and markets [5,8]. The aggregator coordinates the injection profiles of a high number of small DERs by exploiting their flexibility, with the aim of valuing it. Individual flexibilities are combined in a total flexibility sold to other power system actors; the actual realization of flexibility by the individual DERs comes in response to adequate signals sent by the aggregator to its subscribers.

Aggregated flexibility can be sold to the other players in the electrical system in the ancillary services market, with the provision of resources needed by System Operators (SOs), and in the energy market, with the production of energy to match the demand [9–11]. In the first case, the provision of flexibility is tied to specific areas in the network; for example, a service requested by the Distribution System Operator (DSO) for reducing the demand to face a forecast overload can be met only by the individual flexibility providers connected to the grid in the involved part. For energy-related flexibility products, in principle, there is no need for a location characterization of individual providers. However, SOs have to ensure a secure grid operation and they have to validate flexibility product deployment to ensure that the modifications of injection profiles proposed by the aggregator(s) do not jeopardize the network security; therefore, location characterization of individual flexibility providers is necessary also for energy-related flexibility products.

To summarize, individual flexibility providers need to be geographically characterized. From the aggregator point of view, this characterization should allow the treatment of great numbers of individual flexibility providers to offer significant flexibility volumes in the market; from the SO’s point of view, the characterization should ensure an adequate visibility of the connection of the flexibility providers.

While a large amount of research has been devoted to flexibility and its aggregation [5,12–18], it is not so for the geographical characterization of flexibility providers. To consider it, a useful idea has been originated within the ADDRESS project [4]: identifying subnetworks of the distribution system, called Load Areas (LAs), clusters of nodes of which the power injection has a similar impact on the network operating conditions [19].

In this paper, we intend to obtain LAs in the general case of unbalanced radial systems, while balanced networks have been considered in References [19–21]. A method is proposed to obtain bus-based LAs with the assessment of the loading influence and voltage sensitivity for each single phase. The application of the proposed method is presented for two study networks; the results show the effectiveness and viability of the suggested approach.

2. Load Area—Concept

The exploitation of DER flexibility involves two different issues. On the one hand, the larger the aggregated flexibility, the bigger the possibility of DERs to actively participate in the power system markets through the aggregator. On the other hand, DERs are scattered within the grids and their flexibility deployment has to be compliant with the grid secure operation. To combine the two needs, the requirement arises of having DERs clusters big enough to offer significant flexibility volumes in the market but sufficiently detailed to avoid masking possibly relevant grid issues.

In a distribution network where flexibility is deployed, although the DSO might not be the user of flexibility, it (and possibly also the Transmission System Operator—TSO) has to verify that the flexibility exchanges do not negatively impact the security of the grid operation. On the other hand, the DSO/TSO may be interested in purchasing flexibility for its own needs [22]. To comply with the two-sided role, the control centre of the DSO has to be equipped with new/updated monitoring
and control functions [23–25]. The information made available in the DSO’s new control centre allows consideration of the distribution network with a high level of detail, possibly down to the individual phases of a bus. However, such information on flexibility provider locations would be uselessly detailed and cumbersome for the management of flexibility by the aggregator and could be unnecessarily detailed even for the DSO. A relevant simplification could be achieved by selecting and treating only the relevant information, with benefits for the aggregator and even for the DSO [26]. In this view, there are proposals to model distribution networks similar to the transmission ones [27] or to group part of the network for monitoring purposes [28].

In the ADDRESS project [4], the LA approach has been proposed for the management of DER flexibility. An LA is the grouping of network nodes of which power injection has a similar impact on the relevant network operating conditions [19]. For the aggregator, the LAs are the perimeters to which the modelling and forecasting of the aggregated flexibilities to present to the market have to be referred, with a representation compliant with the secure grid operation. The DSO identifies LAs and makes available location information of flexibility providers to all interested parties (in particular, to the aggregator); that information should include the individual commercial code, the LA code, and larger load area information tailored according to the security point of view of the TSO [22].

An LA is a way for representing in a compact way clusters of network nodes to which DERs are connected. In this view, it is similar to a Virtual Power Plant (VPP), by which the aggregated DERs behind a transmission node are modeled as if they were a single power plant connected to the node [2,29,30]. In a VPP, the aggregated technical characterization embeds in some way (for example, with an optimal power flow [2]) the electrical subnetwork which connects the DERs; on the contrary, such a network is explicitly taken into account in the LA approach. Moreover, an LA does not have a predefined perimeter: it will be as big as the operating constraints allow, thus helping the aggregation business, and as small as necessary for a correct network security management by the DSO. To summarize, a VPP is a representation of a subnetwork as seen from its point of coupling to the higher voltage grid and an LA is a clustering of nodes within a grid; it has a perimeter dictated by the issues the SO has to consider to ensure a secure grid operation.

Reconfiguration of the grid may influence the LAs’ identification. While the number of possible configurations can be very high, the number of those effectively realized is reduced to a limited number of cases [31] and the need to update the configuration is usually seasonal and can be forecast [32,33]. It is possible to find a limited number of LAs that fits all the configurations actually realized; the reader is referred to Reference [34] for details of the method.

In addition to meeting the needs of aggregation, a simplified network modeling can derive from the LA concept [35,36]. It can support and foster the adoption of recently a proposed method concerning load management in smart grids [37], autonomous yet interacting subnetworks [38], implementation of demand response programs [38–40], and reduction of the information burden for the purposes of the DSO [21].

3. Load Area—Identification

According to the definition of LA, a whole distribution system can be seen as a composition of LAs (see Figure 1). Previous papers by the authors have dealt with different issues related to LAs: representation [20], radial equivalent circuit [35], specialized methods for compact representation [36], network reconfiguration [34], and accuracy of the compact modeling [21]; in the aforementioned papers, balanced distribution systems have been considered.

In the case of an unbalanced distribution system, representation with a single phase equivalent is not possible and a three-phase representation is required, which models in detail the spatial geometry of the lines, the connection of the phases and the missing phases, and the unbalanced loads [41].

From a conceptual point of view, the application of the methods already developed for balanced systems to unbalanced ones, represented as three-phase circuits, would result in LAs distinct per phase. However, to keep the aggregator from unnecessary and cumbersome information treatment, it is
preferable to have an LA based on busses; it avoids considering the detail of the phases to which the flexibility providers are connected and simplifies their management. Nonetheless, the bus-based LA information has to preserve the phase details of network operating conditions, as required by the DSO.

The method for obtaining bus-based LAs for an unbalanced radial distribution grid is presented in the following, which complies with the combined needs of location information of the aggregator and DSO. The whole procedure is summarized in Figure 2, where the numbers refer to the corresponding sections describing each step.

**Figure 1.** Possible Load Areas (LAs) in a distribution system [19].

**Figure 2.** Functional block diagram to obtain b-LAs.
Since it is necessary to distinguish between phases and busses, which may be single-, or two-, or three-phase, in the subsequent paragraphs, the terminology of [42] is adopted: the term “node” is used to refer to a single phase in a bus, while a “bus” is a group of nodes in the same location and may consist of one to three nodes.

3.1. Grid Constraints and Impact of Nodal Injections

According to well-known security procedures, DSO identifies possible incorrect operations (overload, under/overvoltage) on the basis of historical data collected in the Distribution Management System, possibly in conjunction with load flow analysis.

The impact of each nodal injection is evaluated separately for the identified loading constraints and for the overall voltage profile.

3.1.1. Loading Constraints

For each overload operating condition, in a radial network, the list of all the nodes downstream of the involved component is built with simple graph navigating techniques; the impact of a nodal injection on the given overload condition is set to one if it is in the list and to zero otherwise.

3.1.2. Voltage Constraints

The impact of each nodal injection on the voltages can be evaluated in a comprehensive way in the framework of the Inherent Structure Theory of Networks—ISTN [19,20,43–45]; accordingly, the impact of a nodal injection on any nodal voltage is evaluated by its influence on the voltage dominating components.

As well-known, nodal voltages, $\bar{U}$, and currents injected in the nodes, $\bar{J}$, are related by the following (matrix-vector notation applies):

$$\bar{J} = \dot{Y}\bar{U},$$

where $\dot{Y}$ is the three-phase $n \times n$ nodal admittance matrix, $n$ is the number of nodes [46,47]; and matrix $\dot{Y}$ can be expressed as follows:

$$\dot{Y} = \dot{\Lambda}D\{\lambda t\}\dot{\Lambda}^{-1},$$

with $\dot{\lambda}$ representing the $n$-vector of the eigenvalues of $\dot{Y}$ ($\dot{\lambda}_i$ is its $t$th component), $\dot{\Lambda}$ is an $n \times n$ matrix of which the columns are the corresponding eigenvectors (assumed to be independent from each other), and $D\{\lambda t\}$ represents the diagonal matrix of which the elements along the principal diagonal are the components of vector $x$.

If no eigenvalue is zero, the $L_2$—norm of the node voltage vector can be expressed as follows:

$$||\bar{U}|| = ||\dot{Y}^{-1}\bar{J}|| = \left|\left|\sum_{t=1}^{n} \frac{1}{\lambda_t}\dot{S}_{t}\bar{J}\right|\right| \approx \left|\left|\sum_{t \in T} \frac{1}{\lambda_t}\dot{S}_{t}\bar{J}\right|\right|, $$

where $\dot{S}_{t}$ is the $t$th eigenvalue sensitivity matrix,

$$\dot{S}_{t} = \begin{bmatrix} \frac{\partial \lambda_t}{\partial Y_{11}} & \cdots & \frac{\partial \lambda_t}{\partial Y_{1n}} \\ \vdots & \ddots & \vdots \\ \frac{\partial \lambda_t}{\partial Y_{nt}} & \cdots & \frac{\partial \lambda_t}{\partial Y_{nn}} \end{bmatrix},$$

and $T$ represents the subset of eigenvalues with minimum modulus of appropriate cardinality. For sensitivity analysis, in a single-phase representation, the acceptable cardinality of $T$ is typically
equal to one [20,43–45]; in a three-phase representation, we can expect that such minimum cardinality is equal to three, as confirmed by numerical experiments (see Appendix A).

Each matrix element in Equation (4) represents the sensitivity of the $t$th eigenvalue to the corresponding element of the nodal admittance matrix [43]. A variation of the injection at the generic $i$th node is seen as a variation of (only) the $i$th self-admittance element, $Y_{i,i}$; thus, the $i$th diagonal element of matrix $\dot{S}_t$ in Equation (4), $\dot{S}_t(i,i)$, represents the sensitivity of the $t$th eigenvalue, $\dot{\lambda}_t$, to the variation of injection at the $i$th node.

For the $i$th node, the quantity $S_r(i)$ is as follows:

$$S_r(i) = \left\| \sum_{t \in T} \frac{1}{\dot{\lambda}_t} \dot{S}_t(i,i) \right\| / \max_j \left\| \sum_{t \in T} \frac{1}{\dot{\lambda}_t} \dot{S}_t(j,j) \right\|;$$

(5)

it is the normalized impact of the variation of the injection at that node on the most significant components of the nodal voltages, which are related to the dominant spectral components of the admittance matrix. As such, it measures the impact of the variation of the injection at the $i$th node on the nodal voltages. The normalized sensitivity $S_r(i)$ in Equation (5) is a modification of the analogous quantity for balanced systems proposed in Reference [19,20]: by the summation over $T$, it accounts for $\text{card}\{T\} > 1$, while the multiplication by $1/\dot{\lambda}_t$ accounts for the relative impact of the most significant eigenvalues.

Therefore, if voltage constraints are of concern for the security of the operation, nodes can be clustered based on the $S_r$, intended as a score of the sensitivity of the voltage profile to nodal injections.

### 3.2. Clustering

The node/bus clustering into LAs for unbalanced systems consists of three steps. The illustration of the steps is carried out with reference to the network of Figure 3, taken as a working example; in the figure, the three phases are generically indicated as 1, 2, and 3 and evidenced by different colors. Nodes are depicted as black dots, while busses are rounded rectangle encircling nodes, e.g., bus 611 is single-phase, bus 645 is two-phase, and bus 633 is three-phase.

![Figure 3. Network example.](image-url)
3.2.1. Phase Clustering

For each phase independent from the others, the nodes with comparable values of impact factors for the loading and voltage issues are clustered together into phase Overload Load Areas (ph-OLAs) and phase Voltage Load Areas (ph-VLAs), respectively, as follows.

**Loading**—For each phase and each loading constraint, the nodes with a unitary impact factor for that constraint are clustered in a ph-OLA.

**Voltage**—For each phase, nodes are ordered based on the value of $S_r(i)$ in Equation (5) [19,20]; two consecutive nodes in this ordering, $h$ and $k$, are considered to belong to different ph-VLAs if

$$|S_r(h) - S_r(k)| > S_t,$$

where $S_t$ is a given threshold.

Previous papers by the authors have dealt with LAs in balanced grids modeled as single-phase grids [20,21,34–36]. The main difference with the method presented here regards the identification of VLAs, which relies on the spectral representation of the bus-admittance matrix. A comparison of the spectral analysis of admittance matrices for single-phase and three-phase representations is presented in Appendix A. From those results, some considerations can be derived for VLAs:

- The VLAs resulting from a single-phase representation of the grid (the positive sequence grid) are valid within the hypotheses behind the single-phase equivalencing: a grid made of physically symmetrical three-phase components operating in balanced conditions;
- If any of the two assumptions is not valid, VLAs obtained with a single-phase representation of the grid are only approximated and better results are obtained with the three-phase representation.

The result of the phase clustering step is evidenced in Figure 4 for ph-VLAs; a bold coloured stripe for each phase depicts a ph-VLA, and a white space along a stripe represents a border of a ph-VLA. Similar results are obtained for ph-OLAs.

**Figure 4.** Phase Voltage Load Areas (ph-VLAs) with coloured bold stripes (similar results for phase Overload Load Areas (ph-OLAs)).

3.2.2. Bus Clustering

The phase clusters are combined to get bus-based clusters; this phase allows for defining bus Overload Load Areas (b-OLAs) and bus Voltage Load Areas (b-VLAs).
It can be recognized that four possible cases may arise, as summarized in Figure 5, that applies to ph-OLAs or ph-VLAs. In the figure, \( m \) and \( n \) are two subsequent busses in the radial network, a black circle represents a phase present in a bus while a cross denotes a missing phase, a grey circle indicates the corresponding bus, and the perimeter of a cluster (both phase and bus) is evidenced by a solid line. The fourth column depicts the results of combining the phase clusters into bus-based clusters.

The four possible cases summarized in Figure 5 are as follows:

- **Case 1)** No bus misses any phases, and any phase of a bus belongs to the same ph-OLA/VLA; it is simply reflected in the resulting bus-based LA. This is the case of all the phases showing the same behaviour with respect to overload and voltage issues; for example, in Figure 4, it occurs for sourcebus and bus 650.

- **Case 2)** There is at least one missing phase, and any phase of a bus belongs to the same ph-OLA/VLA; the same bus-based LA as case 1 results. It works as if, for the missing phase, the ph-OLA/VLA is virtually extended downstream from bus \( m \) to bus \( n \). This is the case when all the phases would present the same behaviour, but there is at least one missing phase; for example, in Figure 4, it occurs with busses 632 and 645, where the missing phase is phase 1.

- **Case 3)** One or more phases belong to different ph-OLAs/VLAs, and no bus misses any phases. It reflects two different bus-based LAs. This is the case when not all the phases show the same behaviour; for example, in Figure 4, it occurs with busses 632 and 633, where phase 2 shows a different behaviour.

- **Case 4)** There is at least one missing phase, and one or more phases belong to different ph-OLAs/VLAs. The same bus-based LAs as case 3) results. It works as if, for the missing phase(s), the ph-LA is virtually extended downstream from bus \( m \) to bus \( n \). This is the case when not all the phases show the same behaviour and there is at least a missing phase; for example, in Figure 4, it occurs with bus 671 and 684, where phase 2 is missing and phase 3 behaves differently in busses \( m \) and \( n \).

\[
\begin{array}{c|c|c|c|c|c|c|c}
\text{bus } m & \bullet & \bullet & \bullet & \rightarrow & \bullet & \bullet & \bullet \\
\text{bus } n & \bullet & \bullet & \cdot & & \bullet & \bullet & \bullet \\
\text{bus } m & \bullet & \bullet & \bullet & & \bullet & \bullet & \bullet \\
\text{bus } n & \bullet & \bullet & \cdot & & \bullet & \bullet & \bullet \\
\text{bus } m & \bullet & \bullet & \bullet & & \bullet & \bullet & \bullet \\
\text{bus } n & \bullet & \bullet & \cdot & & \bullet & \bullet & \bullet \\
\text{bus } m & \bullet & \bullet & \bullet & & \bullet & \bullet & \bullet \\
\text{bus } n & \bullet & \bullet & \cdot & & \bullet & \bullet & \bullet \\
\end{array}
\]

**Figure 5.** From phase to bus clusters (either OLAs or VLAs).

From the ph-VLAs of Figure 4, the b-VLAs shown in Figure 6 result; it is apparent that the borders of the ph-VLAs determine the borders of the b-VLAs. Once again, similar results are obtained for b-OLAs.
3.2.3. Bus LA

The b-OLAs and the b-VLAs are finally intersected to obtain the b-LAs so that all the busses of the distribution system belong to a b-LA and each bus belongs to only one b-LA [19,20]—see Figure 7. Each b-LA is made of the busses thus obtained and of the lines connecting them; the lines connecting busses belonging to different b-LAs are assumed to belong to the upstream b-LA.

3.3. Choice of the Sensitivity Threshold

The value of the threshold $S_l$ in Equation (6) determines the number of ph-VLA and then of the b-VLAs; it is apparent that the lower the value of $S_l$, the higher the number of b-VLAs, and viceversa. A criterion for choosing the value of $S_l$ is presented in the following.

From a general point of view, the clustering of nodes into ph-VLAs is a data clustering method; in these methods, sets made of points close to each other with respect to the measure
of some characteristic are sought. In data and other clustering problems, there is some
degree of arbitrariness [48] and common sense is required to get significant results. Examples
of such issue are the methods for defining the architecture of the secondary voltage
regulation in transmission systems, in particular the control zones [49,50]; their identification
consists in a clustering of nodes based on sensitivities and thresholds, as much as in the
method presented in this paper. Based on thresholds, control zones are obtained, and the
result has to be supplemented with engineers’ know-how [51].

It is concluded that any clear-cut method for choosing the value of $S_l$ cannot be proposed.
To define a “common sense” method, it can be observed that the plots of index $S_l(r)$ (5)
usually show significant gaps (see Section 5), which allow ascertaining the number of clusters.
A tentative value for $S_l$ is set; after the b-VLAs have been obtained, their number is compared
to the estimate. If the comparison is not satisfying, the value of $S_l$ is changed and new ph-VLAs/b-VLAs
are obtained, repeating the process until the comparison is satisfying.

4. Load Area—Modeling

A method for obtaining the compact modeling of a single b-LA is presented, based on the
Gaussian elimination. It is a general method; in a radial network, specialized methods could also
be exploited [36]. The method presented here is a modification of the general method described in
Reference [20,35] and is intended to treat three-phase unbalanced systems.

4.1. Prosumers

In a given geographical area, prosumers can be grouped in categories based on their characteristics:
residential, small commercial, distributed generation, etc. [52].

Within a given b-LA, let $h$ represent a prosumer category and $k$ be a prosumer in such category;
its active power injection, $P_{h,k}$, can be considered as a fixed part, $p^*_h$, of the overall active
power injection of its category, $P_h$:

$$ P_{h,k} = p^*_h P_h. $$

Reactive power injection by the same $k$th prosumer in the $h$th category, $Q_{h,k}$, can be expressed as
a function of its active power injection. The general form of this function is as follows:

$$ Q_{h,k} = q^*_h f_h(P_h) P_h; $$

In Appendix B, the expressions of $q^*_h$ and $f_h(P_h)$ in Equation (8) are detailed for two prosumer
categories.

4.2. Nodal Injections

Let $\pi_{i,\phi,h,k}$ represent the connection of the prosumers to the grid within the given b-LA:

$$ \pi_{i,\phi,h,k} = \begin{cases} 
1/v_{h,k} & \text{if the } k\text{th prosumer of the } h\text{th category is} \\
& \text{connected in the } i\text{th grid bus to the } \phi\text{th phase,}
\end{cases} $$

and to $v_{h,k}$ phases in total;

$$ 0 \quad \text{otherwise.} $$
For the $i^{th}$ grid bus, from Equations (7)–(9),

$$P_{i,\phi}^{in} = \sum_{h=1}^{n_c} \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} p_{h,k}^{e} = \sum_{h=1}^{n_c} P_{h} \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} p_{h,k}^{e} = \sum_{h=1}^{n_c} \pi_{i,\phi,h,k}^{e} P_{h}, \quad \phi = 1, 2, 3,$$

$$Q_{i,\phi}^{in} = \sum_{h=1}^{n_c} \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} q_{h,k}^{e} = \sum_{h=1}^{n_c} f_{h}(P_{h}) P_{h} \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} q_{h,k}^{e} = \sum_{h=1}^{n_c} \rho_{i,\phi,h,k} f_{h}(P_{h}) P_{h}, \quad \phi = 1, 2, 3,$$

where $P_{i,\phi}^{in}$ and $Q_{i,\phi}^{in}$, $\phi = 1, 2, 3$ are the active and reactive power injections in each phase, respectively, $n_c$ is the number of categories, $n_h$ is the number of prosumers in the $i^{th}$ category, and

$$\pi_{i,\phi,h,k}^{e} = \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} P_{h,k}^{e},$$

$$\rho_{i,\phi,h,k}^{e} = \sum_{k=1}^{n_h} \pi_{i,\phi,h,k} q_{h,k}^{e}.$$

From Equations (10) and (11),

$$j_{i,\phi}^{p} = \frac{P_{i,\phi}^{in} - j Q_{i,\phi}^{in}}{U_{i,\phi}} = \frac{1}{U_{i,\phi}} \sum_{h=1}^{n_c} (\pi_{i,\phi,h,k}^{e} - j \rho_{i,\phi,h,k} f_{h}(P_{h})) P_{h},$$

where $U_{i,\phi}$ and $j_{i,\phi}^{p}$ are the voltage and the prosumers’ injected current at the $\phi$th phase of the $i^{th}$ bus, respectively, and symbol $\sim$ represents the complex conjugate.

For the subsequent development, the value of each voltage is assumed to remain close to that of a reference case, denoted by $\ast$:

$$\bar{U}_{i,\phi} \approx \bar{U}_{i,\phi}^{\ast},$$

for all busses and all phases. Combining Equations (12) and (13) yields

$$j_{i,\phi}^{p} \approx \frac{1}{U_{i,\phi}^{\ast}} \sum_{h=1}^{n_c} (\pi_{i,\phi,h,k}^{e} - j \rho_{i,\phi,h,k} f_{h}(P_{h})) P_{h} = \sum_{h=1}^{n_c} \bar{\alpha}_{i,\phi,h}^{\ast} \left( 1 f_{h}(P_{h}) \right) P_{h},$$

where

$$\bar{\alpha}_{i,\phi,h}^{\ast} = \frac{1}{U_{i,\phi}^{\ast}} \left[ \pi_{i,\phi,h,k}^{e} - j \rho_{i,\phi,h,k} \right]$$

is a $1 \times 2$ matrix.

4.3. Load Area Equivalent Network Modeling

Once a b-LA is identified, the phase voltage at its edge busses and the currents injected there from the outside into the b-LA are easily recognized as relevant quantities to represent the b-LA. In addition, the phase voltage of other, specific busses within the b-LA may be deemed relevant for monitoring and control purposes, for example, the phase voltages of transformers equipped with OLTC. In the following, relevant busses are called describing busses. Let subscript $de$ denote the describing busses and subscript $e$ represent the edge busses (included in $de$ busses); all other busses are denoted by subscript $in$.

Injected currents are the sum of two contributes: the prosumers’ currents, $j_{i,\phi}^{p}$ expressed by Equation (14), and the currents coming from outside the b-LA, $j_{i,\phi}^{ext}$, which account for the connection
of the b-LA to the remainder of the grid. Only for \( e \) busses there are external injections, while for all other busses the external injection is zero; recalling that \( e \) busses are included in \( de \) busses, it can be written as follows:

\[
J = J^{\text{ext}} + J^p = \begin{bmatrix} J_e \\ 0 \\ 0 \end{bmatrix} + J^p = \begin{bmatrix} J_{de} \\ 0 \end{bmatrix} + J^p,
\]

(16)

where \( J_e \) represents the current injected into the \( e \) busses from the outside and the meaning of \( J_{de} \) is apparent.

From Equations (1), (14), and (16), it is

\[
J = \hat{Y} \hat{U} \Rightarrow \begin{bmatrix} J_e \\ 0 \end{bmatrix} = \hat{Y}_{eq} \hat{U}_{de} - \sum_{h=1}^{n_c} \hat{\Gamma}_{eq,h} \left[ \begin{array}{c} 1 \\ f_h(P_h) \end{array} \right] P_h \simeq \begin{bmatrix} \hat{Y}_{de,de} \\ \hat{Y}_{de,in} \end{bmatrix} \begin{bmatrix} \hat{\Gamma}_{de} \\ \hat{\Gamma}_{in} \end{bmatrix},
\]

(17)

where \( \hat{A}_{de,j} \) is an \( n_{LA} \times 2 \) matrix of which the rows are the \( \hat{a}_{i,j} \) in Equation (15) and \( n_{LA} \) is the sum of the number of phases in all b-LA busses.

With a Gaussian elimination, an equivalent model of the b-LA based on the \( de \) busses only is obtained from Equation (17):

\[
\hat{J}_{de} = \begin{bmatrix} J_e \\ 0 \end{bmatrix} = \hat{Y}_{eq} \hat{U}_{de} - \sum_{h=1}^{n_c} \hat{\Gamma}_{eq,h} \left[ \begin{array}{c} 1 \\ f_h(P_h) \end{array} \right] P_h,
\]

(18)

where

\[
\hat{Y}_{eq} = \hat{Y}_{de,de} - \hat{Y}_{de,in} \hat{Y}_{in,in}^{-1} \hat{Y}_{in,de},
\]

\[
\hat{\Gamma}_{eq,h} = \hat{A}_{de,h} - \hat{Y}_{de,in} \hat{Y}_{in,in}^{-1} \hat{A}_{in,h},
\]

(19)

with

\[
\text{dim} \{ \hat{Y}_{eq} \} = n_{eq} \times n_{eq},
\]

\[
\text{dim} \{ \hat{\Gamma}_{eq,h} \} = n_{eq} \times 2,
\]

(20)

and \( n_{eq} \) is the sum of the number of phases in all \( de \) busses. Equations (18) and (19) are a description of the b-LA grid based on describing busses and injections by b-LA prosumers.

The second term of the rhs of Equation (18) introduces errors due to Equation (13). For a better approximation, the expression of the prosumers’ equivalent injected currents can be modified and takes into account the phase voltages of \( de \) busses, as in the following:

\[
\hat{J}_{de} = \hat{Y}_{eq} \hat{U}_{de} - D \left\{ \hat{U}_{de} \hat{Y}_{eq} \hat{U}_{de} - D \{ \hat{U}_{de} \} \hat{\Gamma}_{eq,h} \left[ \begin{array}{c} 1 \\ f_h(P_h) \end{array} \right] P_h \right\},
\]

(21)

Approximations still remain due to Equation (13) for the eliminated \( in \) nodes, but the related errors are very low and acceptable from a practical point of view, as observed in Section 5. In terms of powers, Equation (21) represents the usual load-flow equations:

\[
D \{ \hat{U}_{de} \} \hat{J}_{de} = D \{ \hat{U}_{de} \} \hat{Y}_{eq} \hat{U}_{de} - D \{ \hat{U}_{de} \} \hat{\Gamma}_{eq,h} \left[ \begin{array}{c} 1 \\ f_h(P_h) \end{array} \right] P_h
\]

(22)
with the separate description of the equivalent powers injected by the prosumers (second term of the rhs) and the powers injected through the connections outside the b-LA (lhs).

4.4. Whole Grid Equivalent Network Modeling

Once the compact models of all b-LAs have been obtained, the equivalent model of the whole network can be obtained by connecting these models at their corresponding e busses. The whole network equivalent model would then be made of as many busses as the de busses of all b-LAs but counting only once the same e busses of contiguous b-LAs.

The same equivalent, compact network model of the whole grid could be directly obtained. Based on the results of the b-LA identification, de busses for the whole network can be easily recognized as the ones of the b-LAs (again, recognizing that e busses of contiguous b-LAs have to be counted only once). The injected powers by the prosumers in the whole grid could be expressed as in Equation (14); by applying the modeling procedure of Section 4.3 to the whole network, the equivalent model of the whole grid would be obtained.

The first method should be preferred, since it makes a clear reference to the prosumers within each b-LA, in particular, to the powers injected by each category of prosumers within each b-LA.

5. Study Cases

Two study networks were considered, with pure loads and distributed generation (DG) plants [20]. Grid data were obtained from the IEEE Test feeder [53] and the OpenDSS Simulation Tool [42]. The case of unbalanced three-phase systems is considered; balanced systems are examined in References [20,21,35,54].

b-LAs are identified according to the procedure of Section 3. In all cases, the voltage sensitivity analysis by ISTN (see Section 3.1.2) has been carried out with \( \text{card}\{T\} = 3 \) in Equation (5); the addition of the fourth most significant element would only marginally modify the sensitivity results.

Once b-LAs are identified by the DSO, location information of flexibility providers are made public. It comprises the individual commercial code, the b-LA code, and possibly larger LA information. Based on this information, the aggregator is able to propose to the market significant flexibility volumes which are characterized by location from the SOs’ security point of view, in particular, the DSO.

5.1. Small-Size Grid

To illustrate in detail the features of the proposed approach, the b-LA identification and modeling is carried out in detail for the small-size grid of Figure 8, derived from IEEE 13-bus test feeder; the colors evidence the number of phases of each line. The b-OLAs and b-VLAs are obtained according to Section 3.

![Figure 8. Small-size grid.](image-url)
5.1.1. Identification

**b-OLA:** assuming an overload on lines 632–645, the identification of all busses involved downstream of the constraint is straightforward; two b-OLAs result as highlighted in Figure 9a.

**b-VLA:** assuming voltage is of concern, the sensitivity analysis of Equations (4)–(6) is carried out; its results are presented for each phase in Figure 10. By the inspection of the figure, two main gaps can be highlighted, three b-VLAs can be expected, and a first attempt value of $S_l$ in Equation (6) equal to 0.008 is chosen.

The value of $S_l$ is highlighted by a red band around sensitivities. With Equation (6), phases are clustered into ph-VLAs, highlighted with the same color. The clustering results are summarized in Table 1, in which the ph-VLA identification is indicated both for existent (●) and nonexistent phases (x) (see Section 3.2.2). For example, busses 645 and 646 miss phase 1; they inherit the ph1-VLA (VLA2) of bus 634, the first upstream bus with existent phase 1. Three b-VLAs are recognized, as shown in Figure 9b; it has to be noticed that the voltage behaviour of phases is considered in detail and a compact identification based on busses is obtained.

**b-LA:** according to Section 3, b-LAs are obtained from the intersection of b-OLAs and b-VLAs; the result is depicted in Figure 9c. The lines 650-rg60, 632–645 and 670–671 belong to the upstream b-LA (b-LA1, b-LA3, and b-LA3, respectively). The proposed procedure preserves the loading and voltage sensitivities of each single phase while identifying bus-based LAs.

5.1.2. Modeling

Based on the results of the identification, the equivalent compact models of the four b-LAs are obtained by taking only edge busses as describing busses and based on a load-flow reference case. From Figure 9c, it is apparent that equivalent compact models of b-LA1 to b-LA4 are made of 2, 1, 3, and 1 busses, respectively. After connecting the corresponding edge busses, the equivalent compact representation of the whole grid is obtained (see Section 4.4), made of four busses as depicted in Figure 9d.

**Figure 9.** Small-size grid—(a) b-OLAs; (b) b-VLAs; (c) b-LAs; and (d) compact representation by b-LAs.
Figure 10. Voltage sensitivity analysis for the small-size grid—(a) phase 1; (b) phase 2; and (c) phase 3.
Table 1. Small grid—VLAs per phase and per bus.

<table>
<thead>
<tr>
<th>ph1-VLA</th>
<th>ph2-VLA</th>
<th>ph3-VLA</th>
<th>b-VLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (•) VLA1</td>
<td>(•) VLA1</td>
<td>(•) VLA1</td>
<td>VLA1</td>
</tr>
<tr>
<td>650 (•) VLA1</td>
<td>(•) VLA1</td>
<td>(•) VLA1</td>
<td>VLA1</td>
</tr>
<tr>
<td>rg60 (•) VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>632 (•) VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>633 (•) VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>634 (•) VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>645 (x) -&gt;VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>646 (x) -&gt;VLA2</td>
<td>(•) VLA2</td>
<td>(•) VLA2</td>
<td>VLA2</td>
</tr>
<tr>
<td>670 (•) VLA3</td>
<td>(•) VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>671 (•) VLA3</td>
<td>(•) VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>675 (•) VLA3</td>
<td>(•) VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>684 (•) VLA3</td>
<td>(x) -&gt;VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>680 (•) VLA3</td>
<td>(•) VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>652 (•) VLA3</td>
<td>(x) -&gt;VLA3</td>
<td>(x) -&gt;VLA3</td>
<td>VLA3</td>
</tr>
<tr>
<td>611 (x) -&gt;VLA3</td>
<td>(•) VLA3</td>
<td>(•) VLA3</td>
<td>VLA3</td>
</tr>
</tbody>
</table>

The presence of two prosumers’ categories is considered: pure loads and randomly distributed medium-to-large size DG. For varying values of total load, both with and without DG, load flow computations have been carried out on the whole grid and on the equivalent grid of Figure 9d, with both the LA models of Equation (18) and Equation (21). The difference (in modulus) between the voltage amplitudes of the describing nodes in the whole model and in the compact model is a relevant measure of the error introduced by the equivalent modeling; Figure 11 reports in log scale the maximum of such differences for different values of load. According to Reference [26], the error on the voltage can be deemed acceptable if lower than the one due to the smallest tap changer step of OLTCs in the grid; for a 32-step voltage regulator with a range of 10%, a one-step tap change corresponds to 0.006250 p.u. In Figure 11, this acceptability limit is indicated by a red dash-dot line. From Figure 11, it is apparent that with Equation (21), the error is very low and always acceptable; on the contrary, the model in Equation (18) presents a much higher error and is not always acceptable.

![Figure 11. Small grid voltage error, for both the models of Equation (21) and of Equation (18), with $S_I = 0.008$.](image)

5.2. Medium-Size Grid

The second case refers to the medium-size grid, derived from the 123-bus IEEE test grid, of which the one-line diagram is depicted in Figure 12, where the parts with different number of phases can be recognized. The details of voltage sensitivity analysis and of the combination of ph-VLAs into b-VLAs are omitted here for the sake of space.
**Figure 12.** The 123-bus grid.

5.2.1. Identification

**b-OLA:** in this case, two overloads are considered, on lines 23–25 and 97–101; also in this case, the identification of b-OLAs is straightforward, of which the results are highlighted in Figure 13a.

**b-VLA:** assuming voltage is of concern, the sensitivity analysis of Equations (4)–(6) is carried out. Also for this grid, two main gaps are observed in the plots of index $S_r(i)$ in Equation (5) (not reported here) and three b-VLA can be expected; a threshold value $S_l$ of 0.005 is chosen. The procedure of Section 3.2 results in three b-VLAs (Figure 13b).

**b-LA:** by intersecting b-OLAs and b-VLAs, the b-LAs depicted in Figure 13c are obtained. The lines 150–149, 78–80, 97–101, and 23–25 belong to the corresponding upstream b-LAs (b-LA1, b-LA2, b-LA2, and b-LA2, respectively).

**Figure 13.** The 123-bus grid—(a) b-OLAs; (b) b-VLAs; (c) b-LAs; and (d) compact representation by b-LAs.
5.2.2. Modeling

Based on the results of the identification, the equivalent compact models of the four b-LAs are obtained by taking only edge busses as describing busses and based on a load-flow reference case. From Figure 13c, it is apparent that equivalent compact models of b-LA1 to b-LA5 are made of 2, 4, 1, 1, and 1 busses, respectively. After connecting the corresponding edge busses, the equivalent compact representation of the whole grid is obtained (see Section 4.4), made of five busses as depicted in Figure 13d.

As for the small grid, the presence of two prosumers’ categories is considered: pure loads and randomly distributed medium-to-large size DG. The maximum error introduced by the equivalent modelings is reported in log scale in Figure 14. It can be seen that, also for this case, the error with Equation (21) is very low and always acceptable, as highlighted by the limit of 0.00625 represented with a red dash-dot line in Figure 14.

![Figure 14](image)

**Figure 14.** The 123-bus grid voltage error for both the models in Equation (21) and Equation (18), with \( S_l = 0.005 \).

5.3. Some Qualitative Considerations

As illustrated in Section 3.2.1, a grid made of unsymmetrical components or operating in unbalanced conditions requires a three-phase modeling. An accurate comparison between the results of LA identification obtained with single-phase and three-phase representations is then not possible. Nevertheless, some qualitative considerations can be carried out.

By comparing the results of the two study grids with those obtained for the same grids represented as single-phase grids in Reference [20,54], we note the following:

- The number of identified LAs is almost the same; with the three-phase representation, the number can be slightly bigger (see Figure 5).
- The modeling errors are of the same magnitude.

For the sake of space, we do not report here the results obtained for a very big unbalanced grid (almost 4800 busses with 8500 nodes—[53]), analysed as a single-phase grid in Reference [20]. As for the smaller grids, the number of identified LAs with single-phase and three-phase representations is almost the same. The modeling error (for any representation) is higher than that for the smaller grids but always well within the acceptability limit. For very big grids, it can be presumed that unacceptable modeling errors could result; they could be easily reduced by increasing the number of b-LAs (in particular, of b-VLA) through the reduction of the threshold \( S_l \) in Equation (6).
6. Conclusions

This paper proposes a method to identify and model Load Areas (LAs) of unbalanced three-phase radial networks. The individual characteristics of each phase are taken into account, and bus-based LAs representing the grid are obtained. To this end, the three-phase representation of the grid is adopted, the right number of dominant eigenvalues of the spectral representation of the admittance matrix is assessed with the support of some theoretical results, and a way to obtain bus-based clustering from phase-clustering is proposed.

The method is applied to two unbalanced grids; it is shown in detail how overload and voltage issues drive the identification of bus-based LAs, taking into account phase behaviour. The results of the identification of bus-based LAs show the effectiveness and viability of the approach to get a compact equivalent model of unbalanced grids, with a significative reduction of the describing information. The compact grid models show very small voltage errors.

Future work will deal with the adoption of specialized methods for radial unbalanced grids to obtain the equivalent compact grid model.
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Appendix A. Spectral Analysis of Admittance Matrices

Appendix A.1. Phase Representation

Let a $b$-bus three-phase grid made of physically symmetrical components be represented through its three-phase admittance matrix:

$$J_{\phi} = \bar{Y}_{\phi} \bar{U}_{\phi}, \quad (A1)$$

where $J_{\phi}$ and $U_{\phi}$ are the $3b$-vectors of bus/phase injected currents and voltages, respectively, and $\bar{Y}_{\phi}$ is the $3b \times 3b$ three-phase bus admittance matrix. It is assumed that the numbering of currents and voltages is the obvious one: along busses and for each bus in phase order.

Admittance matrix $\bar{Y}_{\phi}$ in (A1) can be expressed through the corresponding eigensystem, provided that the independent eigenvectors are $3b$:

$$\bar{Y}_{\phi} = \hat{\Lambda}_{\phi} D\{\hat{\lambda}_{\phi}\} \hat{\Lambda}_{\phi}^{-1}, \quad (A2)$$

where $\hat{\Lambda}_{\phi}$ represents the $3b \times 3b$ matrix, of which the columns are the eigenvectors of $\bar{Y}_{\phi}$, and $\hat{\lambda}_{\phi}$ represents its $3b$ eigenvalues.

Appendix A.2. Sequence Representations

Let the same $n$-bus three-phase grid as above be represented through its three single-phase sequence grids:

$$J_+ = Y_+ \bar{U}_+, \quad J_- = Y_- \bar{U}_-, \quad J_0 = Y_0 \bar{U}_0, \quad (A3)$$

where the meanings and dimensions of $J$, $Y$, and $\bar{U}$ are apparent and subscripts $+$, $-$, and 0 refer to the positive, negative, and zero sequence, respectively. Each admittance matrix in Equation (A3) can be expressed through the corresponding eigensystem:

$$Y_+ = \hat{\Lambda}_+ D\{\hat{\lambda}_+\} \hat{\Lambda}_+^{-1},$$

$$Y_- = \hat{\Lambda}_- D\{\hat{\lambda}_-\} \hat{\Lambda}_-^{-1},$$

$$Y_0 = \hat{\Lambda}_0 D\{\hat{\lambda}_0\} \hat{\Lambda}_0^{-1}, \quad (A4)$$

provided that the independent eigenvectors for each sequence are $b$. 

Equation (A3) can be rewritten as follows:

\[
\begin{bmatrix}
    \dot{I}_+ \\
    \dot{I}_- \\
    \dot{I}_0
\end{bmatrix} =
\begin{bmatrix}
    \dot{Y}_+ & 0 & 0 \\
    0 & \dot{Y}_- & 0 \\
    0 & 0 & \dot{Y}_0
\end{bmatrix}
\begin{bmatrix}
    \dot{\bar{U}}_+ \\
    \dot{\bar{U}}_- \\
    \dot{\bar{U}}_0
\end{bmatrix}.
\] (A5)

It can be noticed that, through Equation (A4), the admittance matrix involved in Equation (A5) admits the following eigen-representation:

\[
\begin{bmatrix}
    \dot{Y}_+ & 0 & 0 \\
    0 & \dot{Y}_- & 0 \\
    0 & 0 & \dot{Y}_0
\end{bmatrix} =
\begin{bmatrix}
    \Lambda_+ & 0 & 0 \\
    0 & \Lambda_- & 0 \\
    0 & 0 & \Lambda_0
\end{bmatrix}
\begin{bmatrix}
    D\{\lambda_+\} & 0 & 0 \\
    0 & D\{\lambda_-\} & 0 \\
    0 & 0 & D\{\lambda_0\}
\end{bmatrix}
\begin{bmatrix}
    \Lambda_+^{-1} & 0 & 0 \\
    0 & \Lambda_-^{-1} & 0 \\
    0 & 0 & \Lambda_0^{-1}
\end{bmatrix}.
\] (A6)

Reordering — Let injected currents and phase voltages in Equation (A5) be reordered such that the three sequence currents and voltages for each bus are orderly listed next to each other. It can be accomplished through an appropriate permutation matrix, \(P\); from Equation (A5),

\[
P \begin{bmatrix}
    \dot{I}_+ \\
    \dot{I}_- \\
    \dot{I}_0
\end{bmatrix} = P \begin{bmatrix}
    \dot{Y}_+ & 0 & 0 \\
    0 & \dot{Y}_- & 0 \\
    0 & 0 & \dot{Y}_0
\end{bmatrix} P' P \begin{bmatrix}
    \bar{U}_+ \\
    \bar{U}_- \\
    \bar{U}_0
\end{bmatrix},
\] (A7)

since \(P' P = I\). Equation (A7) can be compactly written as follows:

\[
\dot{I}_s = \dot{Y}_s \bar{U}_s,
\] (A8)

where

\[
\begin{bmatrix}
    \dot{I}_+ \\
    \dot{I}_- \\
    \dot{I}_0
\end{bmatrix} = P \begin{bmatrix}
    \dot{I}_{1,+} \\
    \dot{I}_{1,-} \\
    \dot{I}_{1,0}
\end{bmatrix}, \quad \bar{U}_s = P \begin{bmatrix}
    \bar{U}_{1,+} \\
    \bar{U}_{1,-} \\
    \bar{U}_{1,0}
\end{bmatrix}, \quad \dot{Y}_s = P \begin{bmatrix}
    \dot{Y}_+ & 0 & 0 \\
    0 & \dot{Y}_- & 0 \\
    0 & 0 & \dot{Y}_0
\end{bmatrix} P'.
\] (A9)

From Equations (A6), (A9), the eigen-representation of \(\dot{Y}_s\) is as follows:

\[
\dot{Y}_s = P \begin{bmatrix}
    \Lambda_+ & 0 & 0 \\
    0 & \Lambda_- & 0 \\
    0 & 0 & \Lambda_0
\end{bmatrix}
\begin{bmatrix}
    D\{\lambda_+\} & 0 & 0 \\
    0 & D\{\lambda_-\} & 0 \\
    0 & 0 & D\{\lambda_0\}
\end{bmatrix}
\begin{bmatrix}
    \Lambda_+^{-1} & 0 & 0 \\
    0 & \Lambda_-^{-1} & 0 \\
    0 & 0 & \Lambda_0^{-1}
\end{bmatrix} P',
\] (A10)

It can be compactly written as follows:

\[
\dot{Y}_s = \dot{\Lambda}_s D\{\lambda_s\} \dot{\Lambda}_s^{-1},
\] (A11)
with
\[
\dot{\Lambda}_s = P \begin{bmatrix} \dot{\Lambda}_+ & 0 & 0 \\ 0 & \dot{\Lambda}_- & 0 \\ 0 & 0 & \dot{\Lambda}_0 \end{bmatrix} P', \quad \dot{\lambda}_s = P \begin{bmatrix} \dot{\lambda}_+ \\ \dot{\lambda}_- \\ \dot{\lambda}_0 \end{bmatrix}.
\]

### Appendix A.3. Equivalence

As well-known, injected three-phase currents and voltages in Equation (A1) can be directly expressed through their sequence components:
\[
\tilde{J}_\phi = \dot{Y}_\phi \bar{U}_\phi \Rightarrow D \{\dot{T}_s\} \tilde{J}_s = \dot{Y}_\phi D \{\dot{T}_s\} \bar{U}_s,
\]
where \(\dot{T}_s\) is the \(3 \times 3\) sequence-to-phase transformation matrix, \(D \{\dot{T}_s\}\) is a \(3 b \times 3 b\) block diagonal matrix of which the \(3 \times 3\) blocks along the diagonal are equal to matrix \(\dot{T}_s\), and \(\tilde{J}_s\) and \(\bar{U}_s\) are given in Equations (A9). From Equation (A13),
\[
\tilde{J}_s = D \{\dot{T}_s^{-1}\} \dot{Y}_\phi D \{\dot{T}_s\} \bar{U}_s.
\]

By comparing Equations (A8) and (A14), it is apparent that
\[
D \{\dot{T}_s^{-1}\} \dot{Y}_\phi D \{\dot{T}_s\} = \dot{Y}_s,
\]
and then, from Equations (A2), (A11), and (A12):
\[
\dot{\Lambda}_\phi = D \{\dot{T}_s\} \dot{\Lambda}_s = D \{\dot{T}_s\} P \begin{bmatrix} \dot{\Lambda}_+ & 0 & 0 \\ 0 & \dot{\Lambda}_- & 0 \\ 0 & 0 & \dot{\Lambda}_0 \end{bmatrix} P', \\
\dot{\lambda}_\phi = \dot{\lambda}_s = P \begin{bmatrix} \dot{\lambda}_+ \\ \dot{\lambda}_- \\ \dot{\lambda}_0 \end{bmatrix}.
\]

The following general result for bus-admittance matrices of a grid made of physically symmetrical components can be summarized:

(a) The eigenvectors of the three-phase bus admittance matrix, \(\dot{Y}_\phi\), can be obtained from those of \(\dot{Y}_+\), \(\dot{Y}_-\), and \(\dot{Y}_0\) (Equation (A16.1));

(b) The eigenvalues of \(\dot{Y}_\phi\) are those of the three one-phase sequence admittance matrices, \(\dot{Y}_+\), \(\dot{Y}_-\), and \(\dot{Y}_0\) (Equation (A16.2));

(c) If the operation of the grid is always a balanced one, the structural analysis of the grid can be carried out with reference to its one-phase equivalent representation, which is the positive-sequence grid; indeed, voltages and currents have only positive sequence components and the contribution of the negative and zero sequence eigensystems is null;

(d) If, on the contrary, the operation can be unbalanced, the structural analysis should be carried out on the three-phase representation of the grid or, equivalently, as per points (a) and (b), through the three one-phase sequence representations.

### Appendix A.4. Experimental Results

Numerical analysis has been carried out on many grids, made either of physically symmetrical or unsymmetrical components, with wye-wye transformers both neutrals grounded. The following characteristics of the results have been observed (the dominant eigenvalue is the one with minimum modulus):

- In the symmetrical case:
As it could be expected, the eigenvalues for the positive and negative sequence are equal to each other and different from the zero sequence ones; For any sequence, the modulus of the dominant eigenvalue is much lower than the one of the second best, often by two orders of magnitude; The modulus difference between the dominant positive/negative and zero sequence eigenvalues is much less than the modulus difference between these eigenvalues and the second best of any sequence.

In the unsymmetrical case (where exact sequence networks cannot be obtained):

- The three dominant eigenvalues differ from each other;
- The modulus differences between the three dominant eigenvalues are much less than the modulus differences between them and the other eigenvalues.

Appendix B. Q–P Relationships

The active power injection by the kth prosumer in the hth category, \( P_{h,k} \), can be expressed in the form of Equation (7), reported here for an easy reference:

\[
P_{h,k} = P_{h,k}^* P_h. \tag{A17}
\]

The reactive power injection by the same prosumer, \( Q_{h,k} \), can be expressed as a function of its active power injection; the general form of this function is presented in Equation (8), reported here for an easy reference:

\[
Q_{h,k} = q_{h,k}^* f_h(P_h) P_h. \tag{A18}
\]

In the following, the expression for Equation (A18) will be derived for two prosumer categories: pure loads and distributed generation.

Appendix B.1. Pure Loads

The injection of the kth prosumer in the category category of pure loads can be modeled through a constant power factor (pf) injection so that

\[
Q_{h,k} = \tan\varphi_{h,k}^* P_{h,k}, \quad h \equiv \text{pure loads}, \tag{A19}
\]

with apparent meaning of \( \tan\varphi_{h,k}^* \). From Equations (A17) and (A19),

\[
Q_{h,k} = \tan\varphi_{h,k}^* P_{h,k}^* P_h, \quad h \equiv \text{pure loads}, \tag{A20}
\]

which indicates the dependence of each single reactive power injection (in the pure-loads category) from the active power injection of the whole category.

Equation (A20) can be written as Equation (A18) with

\[
q_{h,k}^* = \tan\varphi_{h,k}^* P_{h,k}^* f_h(P_h) = 1, \quad h \equiv \text{pure loads}. \tag{A21}
\]

Appendix B.2. Distributed Generation

Also for DG, the active power injection by the kth plant in the hth DG category can be put in the form of Equation (A17); it means that, in a given region, the DG plants of a given category (for example, PV or wind) generate active power in a similar way. For reactive power, the size of the DG plant has to be taken into account, as in the following.
Appendix B.2.1. Small Plants

Small-size DG plants normally operate at unitary pf [55]. The reactive power injection by the kth DG plant in the small-size-DG category is obtained simply as follows:

\[ Q_{h,k} = 0, \quad h \equiv \text{small DG}, \]  

(A22)

which can be written in the form of Equation (A18) with

\[ q^*_{h,k} = n.a., \quad f_h(P_h) = 0, \quad h \equiv \text{small DG}. \]  

(A23)

Appendix B.2.2. Medium and Large Plants

Medium-to-large-size DG plants are connected to MV or HV distribution systems. It is often required that the reactive power injection of these plants varies depending on the injected active power so that the plants participate to the voltage regulation. DG plants equipped with static converters, for example, should have the pf depicted in Figure A1 [56] and wind DG should have a unitary pf (as the small DG plants) or show a pf-to-P relationship as the one of Figure A1.

![Figure A1. Power factor characteristic for medium/large DG plants [20].](image)

The pf-to-P dependency of the kth plant in the medium-to-large DG category is expressed versus the per-unit active power injection by the plant (see Figure A1). The rated value of the active power injection by the whole DG category, \( P_{r,h} \), is the sum of the rated values of the single plants, \( P_{h,k}^r \); from Equation (7), it follows that

\[ \frac{P_{h,k}}{P_{h,k}^r} = \frac{P_{h}}{P_{h}^r} = \frac{P_{h}}{P_{r,h}}. \]  

(A24)

From Equation (A24),

\[ p_f(P_{h,k}) = p_f(P_h), \]  

(A25)

that expresses a pf-to-P relationship valid for the whole DG category. From Equations (A17) and (A25), the reactive power injection by the kth plant in the medium-to-large size DG category can be expressed as follows:

\[ Q_{h,k} = \tan \left( \arccos(p_f(P_h)) \right) p_{h,k}^r P_{h}, \quad h \equiv \text{medium to large DG}; \]  

(A26)

Equation (A26) can be written as Equation (A18) with

\[ q^*_{h,k} = p_{h,k}^*, \quad f_h(P_h) = \tan \left( \arccos(p_f(P_h)) \right), \quad h \equiv \text{medium to large DG}. \]  

(A27)
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