Robust Direct Adaptive Controller Design for Photovoltaic Maximum Power Point Tracking Application
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Abstract: Tracking the maximum output power of a photovoltaic (PV) cell is an important problem to harvest more energy at different weather and load conditions. This paper presents the design and simulation of a robust direct adaptive controller (RDAC) for maximum power point tracking (MPPT) device based on boost converter topology. A mathematical model is developed, and a suitable RDAC is designed for MPPT device, and simulations are performed using MATLAB/Simulink to verify the controller’s robustness at varying operating conditions. The real-time irradiance and temperature data are used on an hourly basis to test the suggested MPPT adaptive controller for a typical sunny day in summer and winter. The simulation results show that the RDAC performs excellent tracking under varying conditions such as irradiance, temperature, load, boost converter inductance, and capacitance.
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1. Introduction

The renewable energy market is booming, bringing down cost and delivering the promise of a clean energy future [1]. Solar and wind are powering this revolution of clean energy. The energy emitted by the sun is known to be clean and available to earth 24 h a day for free [2]. Solar cells are providing 1.7% of the global electricity demand, and the generation capacity is expected to reach 1 TW by the year 2025 [3,4]. Unlike the electricity produced from fossil fuel, the electricity generated from solar power does not cause emission of greenhouse gases (during the manufacturing of panels and after-life recycling processes may emit a low level of greenhouse gases) [5]. Also, electricity generation from solar power produces an insignificant amount of toxic waste compared to electricity production from nuclear energy [6]. Besides that, solar energy is a secure source of energy, especially for those countries that have no or few fossil fuel resources [7]. Generally, there are four essential components in any photovoltaic (PV) system—solar panels, charge controller, battery, and a DC/AC converter, making it an easy setup to use in both houses and commercial sites [8].

Weather conditions, geographical location, dust, and cloud coverage are the main challenges for solar power utilization that reduce the amount of the harvested solar power [9,10]. Indeed, the sunlight radiation’s strength (irradiance) varies during the day due to the hourly change in the radiation’s azimuth angle. Also, the sunlight received on a cloudy day is less than the sunlight received on a clear sky day.

The amount of the generated power from any PV panel varies based on the resistive load applied across the panels, and this will cause a reduction in the generated power, even at the same solar
irradiance and temperature. The maximum power point (MPP) occurs at a specific load value and changes with the irradiance and temperature variations during the day, making it difficult to locate and determine the MPP [11,12]. To use solar cells with a wider range of load and while minimizing the power losses, maximum power point tracking (MPPT) devices are required to adjust the voltage operating point close to the voltage that gives the maximum power [13].

Boost, Buck, and Buck–Boost converters are the main MPPT topologies that have been used with solar cells to track the MPP [14]. The Boost converter is more suitable for PV applications because it requires low inductance that removes the current ripples, and it has low switching losses [15]. Furthermore, the Boost converter has a continuous current with less current stress during the converter operation compared with other topologies [16].

MPPT devices also require a control algorithm to maximize their performances. Proportional–integral–derivative (PID) controller algorithm has been widely used in MPPT devices because of its flexibility and simplicity in implementation. However, PID with its basic structure shows an inefficient performance for MPPT applications [17,18]. Perturb-and-observe (P&O) algorithm has also been used; however, it has a prolonged response time and does not track the exact MPP; instead, it oscillates around the MPP [19]. Artificial neural network (ANN) technique is well-known for controlling and handling complex systems like MPPT devices [18]. However, the ANN algorithm requires a lot of input data and calculations to the network to achieve more accurate output. Genetic algorithm (GA) has been used in the literature to maximize the power pulled out from the PV system [20]. GA method supports the existence of the most robust suitable solution for the proposed problem [21]. Such an algorithm displayed good responses in terms of tracking the MPP; nevertheless, it wastes time whenever the goal is achieved in a time less than the fixed sampling time. There are four main sections in this paper; the next two sections present the mathematical modeling for the PV system and Boost converter topology. The third section presents the robust direct adaptive controller (RDAC) design procedure, and the fourth section presents the RDAC simulation results.

2. PV Mathematical Model

The amount of the harvested solar power is highly affected by the amount of solar radiations and temperature. For example, in Corpus Christi International Airport (CRP), TX, USA, the power received from sunlight at noon is more than the power received in the evening or morning as shown in Figure 1a [22]. As seen in Figure 1b [23], the ambient temperature changes month to month, and it can reach high values and cause a reduction in the PV conversion efficiency.

**Figure 1.** Two main factors that affect the power harvested from solar in Corpus Christi International Airport area (Texas-USA). (a) Solar irradiance; (b) temperature.
More precisely, the MPP changes with the ambient conditions, as shown in Figure 2, and there is a need to have a controller that is capable of setting the PV load near the MPP. The controller design process basically relies on the PV cell’s modeling upon the interaction with the ambient conditions.

![Figure 2](image-url)

**Figure 2.** The effect of the ambient conditions on the power and electric current values. (a) P–V curves and (b) I–V curves for different irradiance values at 25 °C.

The mathematical modeling of a PV cell is derived in this section using the double diode PV structure, as shown in Figure 3.

![Figure 3](image-url)

**Figure 3.** Equivalent circuit for practical photovoltaic (PV) solar cell.

The fundamental equation for the current generated in the photovoltaic cell is given in Equation (1), in which \( I_{ph} \) is the photovoltaic current formed by photons and \( I_{sc} \) is the short circuit current.

\[
I_{ph} = (I_{sc}(1 + \alpha(T - T_0))) \frac{S}{S_0}
\]

where \( \alpha \) is the cell’s short-circuit current temperature coefficient, \( T \) is the temperature during the day, \( T_0 \) is the reference voltage (25 °C), \( S \) is the irradiance during the day in W/m², and \( S_0 \) is the reference irradiance (1000 W/m²). The current \( I \) generated by the double diode solar cell model is given as in Equation (2)

\[
I = I_{ph} - I_0 \times \exp\left(\frac{V + IR_s}{nV_t} - 1\right) - I_r \times \exp\left(\frac{V + IR_i}{nV_t} - 1\right) - \frac{V + IR_s}{R_p}
\]

where \( I_0 \) is the reverse saturation current of the diode, \( V \) is the PV output voltage, \( V_t \) is the thermal voltage (25.85 mV at 300K), \( R_s \) is the internal series resistance of the PV, \( R_p \) is the internal parallel resistance of the PV, \( I_r \) is the recombination current losses, and \( n \) is the ideality factors with 1.5 value.
The MPP occurs when the rate of change of power to the voltage is zero, as shown in Figure 2a and is formulated as in Equation (3).

\[
\frac{dP}{dV_{in}} = \begin{cases} 
0, & \text{at the MPP} \\
> 0, & \text{at the left side of the MPP} \\
< 0, & \text{at the right side of the MPP}
\end{cases}
\] (3)

This equation will be used as the control law for the MPPT adaptive controller.

The next section shows the circuit design for a general Boost converter circuit with its mathematical model. This model is important in the controller design process.

3. Boost Converter Model

Boost converter topology as shown in Figure 4 is used in this paper for the design of adaptive control algorithm to track the MPP, where \( D \) is the duty cycle, \( V \) is the boost converter output voltage, and \( R \) is the applied load. A combination of the capacitor (C) and the inductor (L) is used to minimize the current and voltage ripple at the output side. The boost converter average output voltage \( V \) is always higher than the PV’s voltage \( (V_{in}) \) as shown in Equation (4) due to: (a) The resistance of the inductor to change the current flowing inside it, and (b) the high switching frequency.

\[
\frac{V_{in}}{V} = 1 - D
\] (4)

For the above system, and when the switch is closed as shown in Figure 4b, Kirchhoff’s voltage law is applied on the left side of the circuit to find the inductor current as in Equation (5) [24,25].

\[
\left( \frac{di}{dt} \right)_{\text{close}} = \frac{V_{in}}{L}
\] (5)

Then, Kirchhoff’s current law is applied on the right side of the same circuit to find the capacitor voltage, which is the same as the output voltage

\[
\left( \frac{dV}{dt} \right)_{\text{close}} = -\frac{V}{RC}.
\] (6)

Figure 4. The Boost converter topology. (a) Boost converter circuit, (b) switch on mode, and (c) switch off mode.
Likewise, Kirchhoff’s voltage and current laws are applied on the Boost converter circuit again, but this time when the switch is open, as shown in Figure 4c, to get the current and voltage equations as shown in Equations (7) and (8), respectively.

\[
\frac{di_L}{dt}_{\text{open}} = \frac{1}{L} (V_{in} - V) \tag{7}
\]

\[
\frac{dV}{dt}_{\text{open}} = \frac{1}{C} (i_L - V) \frac{1}{R} \tag{8}
\]

The average current and voltage values can be found by adding Equation (5) to Equation (7) and Equation (6) to Equation (8), respectively, as shown below

\[
\frac{di_L}{dt} = D \left( \frac{di_L}{dt} \right)_{\text{close}} + (1 - D) \left( \frac{di_L}{dt} \right)_{\text{open}} \tag{9}
\]

\[
\frac{dV}{dt} = D \left( \frac{dV}{dt} \right)_{\text{close}} + (1 - D) \left( \frac{dV}{dt} \right)_{\text{open}} \tag{10}
\]

After simplification, the average current and voltage are given in Equations (11) and (12), respectively.

\[
\frac{di_L}{dt} = \frac{V_{in}}{L} - (1 - D) \frac{V}{L} \tag{11}
\]

\[
\frac{dV}{dt} = -\frac{V}{RC} + (1 - D) \frac{i_L}{C} \tag{12}
\]

which results in a combined form of

\[
\begin{bmatrix}
\frac{di_L}{dt} \\
\frac{dV}{dt}
\end{bmatrix}
= \begin{bmatrix}
0 \\
\frac{(1-D)}{RC}
\end{bmatrix}
\begin{bmatrix}
i_L \\
V
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix}
V_{in}. \tag{13}
\]

A state space representation for Equation (13) can be obtained by setting the current as of the first state \(x_1\) and the output voltage as a second state \(x_2\). This state space representation is required to find the boost converter transfer function in the s-domain [26,27].

\[
\dot{x}_p(t) = \begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = A_p \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + B_p V_{in} \tag{14}
\]

\[
y_p(t) = C_p \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} \tag{15}
\]

\[
A_p = \begin{bmatrix}
0 \\
\frac{(1-D)}{RC}
\end{bmatrix}
\begin{bmatrix}
i_L \\
V
\end{bmatrix} \tag{16}
\]

\[
B_p = \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix} \tag{17}
\]

where the matrices \(A_p\) and \(B_p\) represent the state and input matrices, respectively.

Finally, to find the boost converter transfer function in terms of the system input voltage \(V_{in}\) and the output voltage \(V\), the matrix \(C_p\) is set to \([0 \ 1]\) [28].

Using Equations (14) and (15), the boost converter transfer function \(G_p(s)\), can easily be found as given in Equation (19)

\[
\frac{V(s)}{V_{in}(s)} = C_p \times \left[ \begin{bmatrix}
s & 0 \\
0 & s\end{bmatrix} - A_p \right]^{-1} \times B_p \tag{18}
\]
\[ G_p(s) = \frac{R(1-D)}{RLCs^2 + Ls + R(1-D)^2}. \]  

(19)

The plant parameters R, L, and C are not constant and vary within the upper and lower range of their nominal values \((R^*, L^*, C^*)\) as:

\[
\begin{align*}
R_{\text{min}} & \leq R^* \leq R_{\text{max}} \\
L_{\text{min}} & \leq L^* \leq L_{\text{max}} \\
C_{\text{min}} & \leq C^* \leq C_{\text{max}}
\end{align*}
\]  

(20)

The purpose of this is to make sure that the controller can work for a wide range of load values \((R)\), as well as to make sure that the controller can work with different sizes of the boost converters, which is represented by \(L\) and \(C\). Table 1 below shows the ranges of values for each parameter of the system.

**Table 1.** Ranges of values for the PV plant transfer function.

<table>
<thead>
<tr>
<th>R (Ω)</th>
<th>L (Henry)</th>
<th>C (Farad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>15</td>
<td>0.8 × 10⁻³</td>
</tr>
<tr>
<td>Minimum</td>
<td>10</td>
<td>0.4 × 10⁻³</td>
</tr>
<tr>
<td>Maximum</td>
<td>18</td>
<td>1.2 × 10⁻³</td>
</tr>
</tbody>
</table>

In the design, the boost converter capacitance and inductance values must be selected carefully to minimize the voltage and current ripples. To minimize the voltage ripples as proposed in [29], the capacitance is chosen such that

\[ C \geq \frac{I}{f\Delta V D} \]  

(21)

where \(f\) is the switching frequency and \(\Delta V\) is the voltage ripple. Estimating the voltage ripple factor as

\[ V_{\text{RF}} = \frac{\Delta V}{V} \]  

(22)

To minimize the current ripple, again as proposed in [29], the inductance is chosen such that

\[ L \geq \frac{V}{f\Delta I D(D-1)} \]  

(23)

where \(\Delta I\) is the current ripple which is given as,

\[ \text{CRF} = \frac{\Delta I}{I} \]  

(24)

where CRF is the current ripple factor. Based on the PV system parameters in Table 2, the minimum values of the inductance and capacitance must be greater than the maximum values shown in Figure 5 to satisfy Equations (21) and (23).

**Table 2.** System parameters of PV model, Boost converter, and robust direct adaptive controller (RDAC).

<table>
<thead>
<tr>
<th>PV Model (at 25°C; 1000 W/m²)</th>
<th>Boost Converter</th>
<th>RDAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{\text{sc}})</td>
<td>4.42 (A)</td>
<td>CRF</td>
</tr>
<tr>
<td>(V_{\text{oc}})</td>
<td>44.35 (V)</td>
<td>(V_{\text{RF}})</td>
</tr>
<tr>
<td>(I_{\text{max}})</td>
<td>3.84 (A)</td>
<td>(C^*)</td>
</tr>
<tr>
<td>(V_{\text{max}})</td>
<td>33.9 (V)</td>
<td>(L^*)</td>
</tr>
<tr>
<td>(P_{\text{max}})</td>
<td>130 (W)</td>
<td>(R^*)</td>
</tr>
<tr>
<td>Frequency</td>
<td>10 kHz</td>
<td>(T_{\text{pu}})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(T_{\text{ix}})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(T_{\text{px}})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(T_{\text{iu}})</td>
</tr>
</tbody>
</table>
The next section shows the controller design step for the robust direct adaptive controller based on the physics of PV cells and based on the Boost converter topology for MPPT application.

4. Robust Direct Adaptive Control

Design of a robust direct adaptive controller (RDAC) is proposed to maximize the collected output power from PV systems. The overall block diagram of the proposed control system is illustrated in Figure 6. Here, MPPT control law refers to the use of Equation (3) where the maximum power occurs, and the controller reference voltage will vary according to the following equation, where $V$ is the Boost converter output voltage and $\Delta V$ is small threshold voltage.

$$V_{\text{ref}} = \begin{cases} 
V, & \frac{dP}{dV} = 0 \\
V - \Delta V, & \frac{dP}{dV} < 0 \\
V + \Delta V, & \frac{dP}{dV} > 0 
\end{cases}$$  \hspace{1cm} (25)

Unless the feedback control, the adaptive control technique through the adaptation law can cope with disturbances, uncertainties in the system dynamics, as well as variations in operating conditions [30,31]. RDAC algorithm is developed for the MPP application because of its unique features and ease of implementation.

![Diagram of PV module with maximum power point tracking (MPPT) adaptive controller](image-url)

**Figure 6.** PV module with the maximum power point tracking (MPPT) adaptive controller.

**Figure 5.** Boost converter inductance and capacitance variation with the duty cycle.
The proposed RDAC uses only the Boost converter inputs and outputs and does not need any estimations or identification of Boost converter parameters. The RDAC is composed mainly of a reference model, compensator, and three adaptive gains \(K_e, K_c, K_a\) [32] as shown in Figure 7, where \(K_e\) is the adaptive gain of the error, \(K_c\) is the adaptive gain of the states, and \(K_a\) is the adaptive gain of the input, formulated as

\[
D(t) = K_e(t)e(t) + K_c(t)x_m(t) + K_a(t)u_m(t) \tag{26}
\]

where \(e(t), x_m(t),\) and \(u_m(t)\) are the compensated error, the reference model states, and the input signals, respectively.

![RDAC structure](image)

**Figure 7.** RDAC structure.

The main goal of RDAC is that the Boost converter (main plant) output \(y_p(t)\) will follow the reference plant output \(y_m(t)\) by use of the adaptive gains.

As described in [33,34], to implement the RDAC, the plant \(G_p(s)\) has to be almost strictly positive real (ASPR), and if the plant \(G_p(s)\) is not ASPR, then a compensator \(G_c(s)\) has to be added in the feedforward path to the plant so that the new plant, called augmented plant \(G_a(s)\), becomes ASPR, mathematically formulated as

\[
G_a(s) = G_p(s) + G_c(s) = \frac{Z(s)}{T(s)}. \tag{27}
\]

Simply said, the plant is an ASPR if the numerator polynomial of the plant transfer function is a minimum phase, the relative degree of the plant transfer function is 0 or 1, and the high-frequency gain (the coefficient of the highest numerator polynomial) is positive [35].

Based on the above ASPR conditions, it is clear that the Boost converter plant (Equation (19)) is not an ASPR and therefore a compensator in the feedforward path must be designed, which is presented in details below.

The Boost converter model is represented in the state-space representation for the RDAC design and is given in Equations (13)–(17). The first-order reference model was chosen to be used in the RDAC structure as below

\[
\dot{x}_m(t) = A_mx_m(t) + B_mu_m(t) \tag{28}
\]
\[ y_m(t) = C_m x_m(t) \]  

(29)

with model parameters being assumed as \( A_m = [-10], B_m = [1], \) and \( C_m = [10]. \)

The dimension of the model can be chosen freely as long as \( \dim (x_m) \leq \dim (x_p). \)

The RDAC output control signal is a periodic square wave with fixed frequency and with variable duty cycle \((D(t))\) that will send the Boost converter operating voltage to the MPP. For the characteristic of the output, the first-order model seems to be sufficient.

The adaptive control signal, \( D(t) \) is given as

\[ D(t) = \left[ k_e(t) e_z(t) \right] + \left[ k_x(t) x_m(t) \right] + \left[ k_u(t) u_m(t) \right] \]

(30)

where \( e_z(t) \) is the compensated error and equals to \((y_r(t) - y_m(t)). \) Absolute condition is applied in Equation (30) to make sure that \( D(t) \) is greater than 0.

Although a compensator output was added to both reference model and plant output resulting in an error \( e_z(t), \) it has been shown that as \( e_z(t) \) goes to zero, \( \epsilon_p(t) = y_p(t) - y_m(t) \) goes to zero; therefore, we only consider \( \epsilon_p(t). \) For ease of derivations, vector \( r(t) \) can be defined as:

\[ r^T(t) = [ e^T z(t) \times^T m(t) \times^T u_m(t) ]. \]

(31)

According to [36], each adaptive gain of \( K(t) = [K_e(t) K_x(t) K_u(t)] \) consists of two parts; proportional and integral parameters and as described in the following equations, where \( T_p \) and \( T_i \) are the proportional weight constant and integral weight constant, respectively:

\[ K(t) = K_p(t) + K_i(t) \]

(32)

\[ K_p(t) = e_z(t) \times r^T(t) \times T_p, \quad T_p \geq 0 \]

(33)

\[ K_i(t) = e_z(t) \times r^T(t) \times T_i, \quad T_i > 0. \]

(34)

\( T_p \) is a vector that contains three constants \([T_p e \times_p T_p u] \); likewise, \( T_i \) is a vector and contains three constants \([T_i e \times_i T_i u] \).

Since the Boost converter plant model is formed by physical parameters; the resistance \((R), \) the inductance \((L), \) and the capacitance \((C) \) as demonstrated in Equation (19) change within a range between minimum and maximum limits while operating as described in (20). These limits must be taken into consideration to guarantee the stability and robustness of the system. The nominal transfer function of the system, \( G_p(s)^* \) is given with nominal parameters as below

\[ G_p(s)^* = \frac{R(1-D)}{(R^*L^*C^*)^2 + L^*s + R^*(1-D)^2}. \]

(35)

The difference between the nominal and the changing/unknown PV plant transfer functions could be modeled as an additive perturbation as in [36]

\[ \Delta_a(s) = G_p(s) - G_p(s)^*. \]

(36)

Now, the primary objective is to ensure the stability of the PV plant system, which is subject to the system parameters limits/constraints (Equation (20)) under the influence of the additive perturbations by modeling the uncertainties at the frequency domain. Since the \( \Delta_a(j\omega) \) is a function of plant parameters, to increase the range for the robustness of the system, it is clear that the \( \Delta_a(j\omega) \) must be maximized at each frequency, i.e., one can write that

\[ \max_\zeta |\Delta_a(j\omega)| \quad \forall \omega \]

(37)
The compensator transfer function must be stable with a desired relative degree of either 0 or 1.

\[
\begin{align*}
R_{\text{min}} & \leq R^* \leq R_{\text{max}} \\
L_{\text{min}} & \leq L^* \leq L_{\text{max}} \\
C_{\text{min}} & \leq C^* \leq C_{\text{max}}
\end{align*}
\]

Subject to:

Once the perturbations are maximized at each frequency, it is necessary to define a bounding function for the extreme uncertainty case. This function, \( W(s) \in RH_{\infty} \), could be defined at the frequency domain as

\[
|W(j\omega)| \geq \max |\Delta_a(j\omega)| \quad \forall \omega. \tag{38}
\]

The compensator can now be designed according to the following design steps [36]:

1. The compensator transfer function must be stable with a desired relative degree of either 0 or 1.
2. The closed-loop nominal plant transfer function of the system, \( G_{p}(s)^* \), must be stable as well.
3. \( \bar{\Delta}(s) \in RH_{\infty} \) & \( \|\bar{\Delta}(s)\|_{\infty} < 1 \), where \( \bar{\Delta}(s) \) is given in the following

\[
\bar{\Delta}(s) = \frac{W(s)}{G_{p}(s)^* + G_{c}(s)}. \tag{39}
\]

The maximum perturbation and the bounding function after implementing the optimization formulation of Equation (38) is as shown in Equation (39) and as shown in Figure 8. Based on the maximum perturbations, it is desired to set the bounding function as

\[
W(s) = \frac{s + 14 \times 10^8}{s^2 + 4602s + 5.309 \times 10^8}. \tag{40}
\]

Figure 8. Bounding function.
In this case, the compensator’s generic transfer function $G_c(s)$ is chosen to be the following:

$$G_c(s) = \frac{f_1 s + f_0}{h_2 s^2 + h_1 s + h_0}. \quad (41)$$

It is noticeable from Equation (41) that the relative degree for the compensator’s transfer function is 1. Also, the unknown values of $f_1$, $f_0$, $h_2$, $h_1$, and $h_0$ are to be optimized. It is also important to note that the third condition $\|\Delta(s)\|_\infty < 1$, of the above steps, is an optimization problem that requires minimization of the $\|\Delta(s)\|_\infty$. The optimization problem could be formulated as

$$\min_x \|\Delta(s)\|_\infty. \quad (42)$$

Subject to: Real (roots ($Z^*(s)$)) < 0.

$\|\Delta(s)\|_\infty$ is a function of $(f_1, f_0, h_2, h_1$ and $h_0)$, $x$ is a vector of compensator parameters, and $Z^*(s)$ is the zero polynomial of the augmented nominal plant, $G_a(s)$.

$$G_a(s) = G_a(s) + G_c(s) = \frac{Z^*(s)}{T^*(s)} \quad (43)$$

After the optimization formulation of Equation (42) is implemented, the following compensator was obtained:

$$G_c(s) = \frac{7.2s + 1.6}{s^2 + s + 1}. \quad (44)$$

Now that the design of the RDAC controller is done, the next section presents the results.

5. Results

The simulation for the MPPT with the RDAC was carried out using MATLAB/SIMULINK toolbox [37]. The simulation consists of three main components integrated together; the PV model, boost converter model, and the adaptive controller, where the process of operation is given in Figure 9 for the parameters given in Table 2.

Figure 10 shows the MPPT output power versus the expected maximum power for the PV cell (130 W) as in Table 2 for 1000 W/m$^2$ irradiance at 25 °C. The results show that the response time for the adaptive controller is less than 0.3 s, which is faster than any other controller like in [38,39]. Also, the adaptive controller shows that it is capable of tracking the MPP for other irradiance values like 600 W/m$^2$, as shown in Figures 10 and 11.

During the steady-state operation, there are some large peaks that occur in the duty cycle because of the high steady-state at the beginning of the RDAC operation, as shown in Figure 11.

Figure 12 shows the adaptive gain values that change with time, as expected.

In another simulation, the robustness of the adaptive controller was tested with different boost converter inductance and capacitance values, as shown in Table 1. Figure 13 illustrates the output results for power. The controller can adapt to the changes within the boost converter parameters, i.e., the controller algorithm presented in this paper can be used with different MPPT types, and it will lead to a stable system and maximum output power values, as shown in Figure 14.
After the optimization formulation of Equation (42) is implemented, the following compensator was obtained:

$$G_c(s) = 7.2s + 1.6s^2 + s + 1.$$  \hspace{1cm} (44)

Now that the design of the RDAC controller is done, the next section presents the results.

5. Results

The simulation for the MPPT with the RDAC was carried out using MATLAB/SIMULINK toolbox [37]. The simulation consists of three main components integrated together; the PV model, boost converter model, and the adaptive controller, where the process of operation is given in Figure 9 for the parameters given in Table 2.

![RDAC flowchart](image)

**Figure 9.** RDAC flowchart.

![Output power vs. MPP](image)

**Figure 10.** Output power ($P_{out}$) vs. MPP ($P_{max}$) for fixed 1000 W/m$^2$ and 600 W/m$^2$ at 25 °C and $R = 15 \Omega$.

During the steady-state operation, there are some large peaks that occur in the duty cycle because of the high steady-state at the beginning of the RDA operation, as shown in Figure 11.

![Voltage, current, dP/dV, and D for two irradiance cases](image)

**Figure 11.** Voltage, current, $\frac{dP}{dV_{in}}$, and $D$ for two irradiance cases; 1000 W/m$^2$ and 600 W/m$^2$ at 25 °C and $R = 15 \Omega$.

Figure 12 shows the adaptive gain values that change with time, as expected.
Figure 10. Output power ($P_{\text{out}}$) vs. MPP. ($P_{\text{max}}$) for fixed $1000 \text{ W/m}^2$ and $600 \text{ W/m}^2$ at $25^\circ C$ and $R = 15 \Omega$.

Figure 11. Voltage, current, $dP/dV$, and $D$ for two irradiance cases; $1000 \text{ W/m}^2$ and $600 \text{ W/m}^2$ at $25^\circ C$ and $R = 15 \Omega$.

During the steady-state operation, there are some large peaks that occur in the duty cycle because of the high steady-state at the beginning of the RDAC operation, as shown in Figure 11.

Figure 12 shows the adaptive gain values that change with time, as expected.

In another simulation, the robustness of the adaptive controller was tested with different boost converter inductance and capacitance values, as shown in Table 1. Figure 13 illustrates the output results for power. The controller can adapt to the changes within the boost converter parameters, i.e., the controller algorithm presented in this paper can be used with different MPPT types, and it will lead to a stable system and maximum output power values, as shown in Figure 14.

Figure 13. Output power for different MPPT parameters.

Figure 12. Adaptive gains values; at $1000 \text{ W/m}^2$, $25^\circ C$ and $R = 15 \Omega$.
Figure 12. Adaptive gains values; at 1000 W/m², 25 °C and R = 15 Ω.

In another simulation, the robustness of the adaptive controller was tested with different boost converter inductance and capacitance values, as shown in Table 1. Figure 13 illustrates the output results for power. The controller can adapt to the changes within the boost converter parameters, i.e., the controller algorithm presented in this paper can be used with different MPPT types, and it will lead to a stable system and maximum output power values, as shown in Figure 14.

Figure 13. Output power for different MPPT parameters.

Figure 14. Voltage, current, dP/dV, and D for different MPPT parameters.

Furthermore, the controller’s performance was tested at different irradiance values with ramp variations, as shown in Figures 15 and 16. These variations may be interpreted as different weather conditions and are important to validate the controller’s efficiency at cloudy or dusty weather, for example.

The real irradiance and temperature values in Figure 1 were used to test the controller’s performance for the real-life scenario at a typical summer and winter sunny days, in this case, 1 June and 1 January, respectively, as shown in Figure 17. The simulation was done based on an hourly basis to test the adaptive controller for long-time operations. For the month of June’s case, the output power is clamped between 10:00 and 16:00 because the solar cell in this simulation can produce up to its maximum power at 1000 W/m² and 25 °C.
Furthermore, the controller’s performance was tested at different irradiance values with ramp variations, as shown in Figures 15 and 16. These variations may be interpreted as different weather conditions and are important to validate the controller’s efficiency at cloudy or dusty weather, for example.

**Figure 15.** Output power vs. maximum power for a combination of step and ramp values of irradiance at 25 °C.

**Figure 16.** Voltage, current, dP/dV, and D for a combination of step and ramp values of irradiance at 25 °C.

The real irradiance and temperature values in Figure 1 were used to test the controller’s performance for the real-life scenario at a typical summer and winter sunny days, in this case, 1 June and 1 January, respectively, as shown in Figure 17. The simulation was done based on an hourly basis to test the adaptive controller for long-time operations. For the month of June’s case, the output power is clamped between 10:00 and 16:00 because the solar cell in this simulation can produce up to its maximum power at 1000 W/m² and 25 °C.

**Figure 17.** Output power for the months of January and June cases with a load of 15 Ω.

Figure 18 shows the current, voltage, dP/dV, and duty cycle results for June and January cases.

Figure 18 shows the current and voltage for a typical day in summer and winter at which the sun’s radiations are varying with the temperature. The controller tries to keep track for the MPP with these variations in radiations and temperature.

Figure 18 shows the current, voltage, dP/dV, and duty cycle results for June and January cases.
Also, adaptive controllers required less processing time and less pre-knowledge about the system. This paper presents the using of robust direct adaptive controller that can set the PV output voltage at the maximum power point as shown in the previous results, and hence, more power can be harvested from the PV system. Besides, RDAC shows better performance in the tracking of the MPP at different operating conditions, which is unique thing compared to other types of controllers. The Boost converter design is important to minimize the ripple voltage; however, RDAC helps in maintaining low variation in the output voltage and near the MPP. The adaptive controller compensator design is an essential thing to improve the controller robustness. The RDAC

6. Conclusions

Adaptive control algorithms have been used widely in the nonlinear or time-varying processes because of their ability to deal with the unexpected changes in the system dynamics or inputs. Also, adaptive controllers required less processing time and less pre-knowledge about the system. This paper presents the using of robust direct adaptive controller that can set the PV output voltage at the maximum power point as shown in the previous results, and hence, more power can be harvested from the PV system. Besides, RDAC shows better performance in the tracking of the MPP at different boost converter parameters (L,C), and at different operating conditions, which is unique thing compared to other types of controllers. The Boost converter design is important to minimize the ripple voltage; however, RDAC helps in maintaining low variation in the output voltage and near the MPP. The adaptive controller compensator design is an essential thing to improve the controller robustness. The RDAC

Figure 17. Output power for the months of January and June cases with a load of 15 Ω.

Figure 18. Voltage, current, dP/dV, and D the months of January and June cases with a load of 15 Ω.
design can be improved in the future to include other renewable energy-related applications like the MPPT from wind turbines.
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