Hybrid Forecasting Model for Short-Term Wind Power Prediction Using Modified Long Short-Term Memory
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Abstract: Renewable energy has recently gained considerable attention. In particular, the interest in wind energy is rapidly growing globally. However, the characteristics of instability and volatility in wind energy systems also affect power systems significantly. To address these issues, many studies have been carried out to predict wind speed and power. Methods of predicting wind energy are divided into four categories: physical methods, statistical methods, artificial intelligence methods, and hybrid methods. In this study, we proposed a hybrid model using modified LSTM (Long short-term Memory) to predict short-term wind power. The data adopted by modified LSTM use the current observation data (wind power, wind direction, and wind speed) rather than previous data, which are prediction factors of wind power. The performance of modified LSTM was compared among four multivariate models, which are derived from combining the current observation data. Among multivariable models, the proposed hybrid method showed good performance in the initial stage with Model 1 (wind power) and excellent performance in the middle to late stages with Model 3 (wind power, wind speed) in the estimation of short-term wind power. The experiment results showed that the proposed model is more robust and accurate in forecasting short-term wind power than the other models.

Keywords: wind power prediction; multivariate models; hybrid model; long short-term memory

1. Introduction

Recently, renewable energy is increasingly being discussed with the aim of phasing out coal power and nuclear power generation to address changes in the internal and external conditions, such as new climate system, Fukushima nuclear power plant accident, increasing frequency of earthquakes, and serious air pollution. Korea is announcing the ‘Renewable Energy 3020’ implementation plan, which aims to achieve a 20% share of renewable energy by 2030, and is expanding the capacity of wind power facilities from 1.2 GW in 2017 to 17.7 GW in 2030. Among different sources of renewable energy, wind energy, in which wind power is converted into electric power using a wind turbine [1], has gained particular interest. However, the output of wind power varies through time and space due to various factors, such as wind speed, wind direction, and temperature. Therefore, when large-scale wind power is linked to the grid, instability of the grid arises, and effective connection of the grid becomes difficult. In other words, the maintenance of the generator, generator shutdown plan, economic dispatch, power supply plan (generator, transmission line, etc.), and electric power market bidding become important factors when wind energy is the central supply and demand generator in the power system.
For this reason, it is very important to predict the output of the wind turbine considering the stability of the wind generator system, for which various studies have been conducted recently [2–4].

Significant amounts of research have been conducted to predict wind power in the short, medium, or long term, and the corresponding methods can be mainly divided into three categories: physical methods, data-driven methods (statistical and artificial intelligence methods), and hybrid methods [5].

(1) Physical methods predict wind power using mathematical modeling, considering weather data (air pressure map, jet stream, etc.) and environmental characteristics (temperature, humidity, topography, land use, etc.) [6]. These methods require a large amount of data because the construction of the prediction model is complicated due to the mathematical modeling of many variables and the accuracy of prediction increases in proportion to the amount of data. Therefore, the mathematical structure of the predictive model is very difficult to achieve, the calculation process is complicated, and the calculation time is lengthy. The most widely used method is the numerical weather prediction (NWP) [7]. The NWP is suitable for long-term prediction rather than short-term and medium-term prediction because of the large amount of computation.

(2) Data-driven methods predict the wind speed within a few hours through pattern analysis, which is trained based on past data. They are more suitable for predicting wind speed values within a short period of time, as the amount of past data is continuously increasing. These methods are divided into statistical methods and artificial intelligence methods. The former can achieve high accuracy in short-term prediction, but they have a disadvantage in that they cannot accurately predict the wind power due to accumulation of errors in long-term prediction. For example, among statistical methods, the auto-regression integrated moving average (ARIMA) model is a time series analysis model [8], and various approaches have been suggested to overcome the disadvantage of ARIMA [9,10] which cannot accurately predict wind power due to the aforementioned error accumulation. The latter include neural network (NN) [11], fuzzy inference [12], particle swarm optimization (PSO) [13], genetic algorithm (GA) [14], support vector machine (SVM) [15], and long short-term memory (LSTM) [16]. The artificial intelligence method has superior performance for general purpose, but it has a disadvantage in that the relationship between model elements cannot be accurately explained.

(3) Hybrid methods employ the approach of prediction by applying statistical prediction after acquiring weather forecast data through physical methods and combining physical and statistical methods. In other words, existing physical methods are more suitable for long-term prediction than local prediction because of their large scale. Data-driven methods feature high accuracy in short-term prediction but accumulate errors in long-term prediction. Therefore, existing methods suffer from a large amount of errors, and other research is under way to improve the prediction method [17–21]. Hybrid methods can be categorized into four types [22–24]: weight-based combined approach [25–27], data pre-processing technique based combined approach [28–32], parameter selection and optimization technique based combined approach [33–36], and data post-processing technique based combined approach [37]. Firstly, the strategy of the weight-based combined approach is to assign factors to models according to their performance. It is simple and easy to implement, suitable for a wide range of prediction times, and has the advantage of adapting to new data. However, it does not guarantee the best prediction along the prediction horizon, and has a disadvantage in that an additional model is necessary for determining the weight. Secondly, the purpose of the data pre-processing technique based combined approach is to forecast the subseries obtained by decomposition. The advantage of this method is that the performance is better than that of the abovementioned approaches, and it is robust against sudden changes of wind speed. However, it requires detailed mathematical knowledge of the decomposition model and has a disadvantage of slow response time to new data. Thirdly, the purpose of the parameter selection and optimization technique based combined approach is to optimize the parameters of the forecasting model. The parameters adopted for predicting wind power are meteorological factors such as temperature, humidity, precipitation, snowfall, cloud, sunshine, wind speed, and wind direction. This method features easier determination of parameters with a relatively basic structure than the two methods mentioned above. However, it is difficult to write and implement
This study adopts an approach similar to the third type of hybrid method. In other words, the input data required for wind power prediction are classified by models, which consist of multivariate models and the performance of each model is measured. We selected wind power, wind speed, and wind direction among the meteorological factors that have the greatest impact on the prediction of short-term wind power according to the characteristics of wind farms. For performance measurement, a modified LSTM was applied to the artificial intelligence technique. We analyzed the performance of the modified LSTM by model and then combined the superior models to predict the optimum wind power. Experimental data for verifying the proposed model were acquired from wind farms in Jeju Island, South Korea. The reason for selecting Jeju Island is to promote 2 GW offshore wind power for realizing ‘Carbon free island Jeju by 2030’. Moreover, Jeju Island, which has diverse winds due to Jeju Island’s characteristics, has the best conditions for the verification test. Finally, in order to predict the short-term wind power efficiently, LSTM was designed using MATLAB and the prediction error was verified through root mean square error (RMSE) and mean absolute percentage error (MAPE).

The remainder of the paper is structured as follows. Section 2 describes related works on recurrent neural network (RNN) and LSTM. Section 3 explains traditional LSTM problems and solutions, proposing a modified LSTM as well as data sets and multivariate models. Section 4 analyzes the experimental environment and results for wind farms A, B, and C in Jeju Island. Finally, Section 5 presents conclusions and future research scope.

2. Related Works

2.1. Recurrent Neural Network (RNN)

The existing neural network, Feed-Forward Neural Networks (FFNets), processes each input and output independently. In other words, when data are input, operations progress sequentially from the input layer to the hidden layer, and output is provided to the output layer. In this process, the input data are limited in that all nodes can be executed only once. However, RNN has excellent performance in a system that predicts the following states because the same process is repeated for all the input data, and the current data and all previous calculation information are applied to the current prediction result. Thus, RNN is applied to areas with outstanding performance in continuous data processing such as speech recognition, translation, language model, video, log data, and time series statistical data [38]. Figure 1 shows the RNN structure where the output of the hidden layer is input to the hidden layer again. Equation (1) is the model expression used in the hidden layer.

\[ H_t = \tanh(W_x \times X_t + W_h \times H_{t-1}) \]
\[ Y_t = a(W_x \times H_t) \]  

In Equation (1), \( H_t \) and \( Y_t \) are the state values of the hidden layer and the output values of the output layer at time \( t \), respectively. \( W_x \) is a weight from the input layer, and \( W_h \) is a weight for \( H_{t-1} \), which is the hidden state value of the previous time \( t-1 \). It is one of the nonlinear activation functions, and the hyperbolic tangent function (\( \tanh \)) is used to calculate \( H_t \). \( Y_t \) is calculated using the sigmoid (\( a \)) function for the hidden layer state value and output layer weight at time \( t \).
2.2. Long Short-Term Memory (LSTM)

RNN has a problem of learning data over a long period of time with a vanishing gradient, where past learning results disappear if the time interval is large [39]. To solve these drawbacks, Hochreiter proposed LSTM in 1997 (Figure 2) [40]. States of LSTM cells are computed as follows:

\[ i_t = \sigma(W_i \times [h_{t-1}, X_t] + b_i) \]  
\[ f_t = \sigma(W_f \times [h_{t-1}, X_t] + b_f) \]  
\[ O_t = \sigma(W_o \times [h_{t-1}, X_t] + b_o) \]  
\[ \tilde{C}_t = \tanh(W_c \times [h_{t-1}, X_t] + b_c) \]  
\[ C_t = f_t \times C_{t-1} + i_t \times \tilde{C}_t \]  
\[ h_t = O_t \times \tanh(C_t) \]

In Equations (2)–(4), \( i_t, f_t, \) and \( O_t \) are the input, forget, and output gates, respectively. As shown in Equation (5), \( \tilde{C}_t \) is a new candidate value for cell state. The LSTM cell acts as an accumulator of the state information, and the update of the old cell state \( C_{t-1} \) into the new cell state \( C_t \) is performed using Equation (6). \( W_i, W_f, W_o, \) and \( W_c \) are weights of the input, forget, output, and current cell state, respectively. \( b_i, b_f, b_o, \) and \( b_c \) are bias of input, forget, output, and current cell state, respectively.

Figure 1. Recurrent Neural Network and unfolding during computation time.

3. Proposed Method

Figure 3 shows the proposed flowchart. First, wind power, wind direction, and wind speed data are collected and pre-processed. Second, multivariate models are combined by each model. Third, the proposed LSTM in Section 3.2 is applied to each model, and the performance of the model is estimated. Finally, Model 1 and Model 3, which are excellent models, are adopted and simulations are performed.

Figure 2. Structure of long short-term memory.
3.1. Existing LSTM Problems and Solution

The existing LSTM uses the value of the previous prediction when forecasting the wind power value at the time steps between predictions. As shown in Figure 4, if the predicted value is incorrect, the forecast value of wind power continuously increases.

Figure 3. Flowchart of the proposed approach.
3.2 Proposed Long Short-Term Memory

In this study, since the actual value of the time steps between predictions can be accessed, the wind power is predicted by updating the network state using the observed value instead of the predicted value. Specially, the modified LSTM adopted $C_{t-1}$ to the input, forget, and output gates. This is because every time the LSTM proceeds, $C_{t-1}$ affects the input, forget, and output of the LSTM.

**Figure 4.** Wind power prediction of existing long short-term memory (LSTM): (a) Comparison of observed values with predicted values using LSTM; (b) Predicted error for observed values and predicted values.

3.2. Proposed Long Short-Term Memory

In this study, since the actual value of the time steps between predictions can be accessed, the wind power is predicted by updating the network state using the observed value instead of the predicted value. Specially, the modified LSTM adopted $C_{t-1}$ to the input, forget, and output gates. This is because every time the LSTM proceeds, $C_{t-1}$ affects the input, forget, and output of the LSTM.
3.2.1. Input Gate Layer

The input gate layer receives information from the previous hidden layer and the current input. Then it computes the information to obtain an output with the following:

\[
i_t = \sigma(W_i \times [C_{t-1}, h_{t-1}, X_t] + b_i) \\
\tilde{C}_t = \tanh(W_c \times [C_{t-1}, h_{t-1}, X_t] + b_c)
\]  \hspace{1cm} (8)

In Equation (8), \(i_t\) is the output of input gate, and \(X_t\) and \(h_{t-1}\) are the current input and output of the previous hidden layer, respectively. \(b_i\) and \(b_c\) are the bias of the input gate, and \(\tilde{C}_t\). \(\sigma\) is the activation function, and the following soft function is adopted:

\[
\sigma_{\text{softsign}}(x) = \frac{x}{1 + |x|}
\]  \hspace{1cm} (9)

3.2.2. Forget Gate Layer

The output of the forget gate has a similar computation formula as the input gate with different weights \(W_f\) and bias \(b_f\) as shown in Equation (10).

\[
f_t = \sigma(W_f \times [C_{t-1}, h_{t-1}, X_t] + b_f)
\]  \hspace{1cm} (10)

3.2.3. Cell State Update

It is a step of updating from the previous cell state \((C_{t-1})\) to the current cell state \((C_t)\), as shown in Equation (11).

\[
C_t = f_t \times C_{t-1} + i_t \times \tilde{C}_t
\]  \hspace{1cm} (11)

3.2.4. Output Gate Layer

As shown Equation (12), its results are decided by the current input and memory and output of the previous hidden layer.

\[
O_t = \sigma(W_o \times [C_t, h_{t-1}, X_t] + b_o) \\
h_t = O_t \times \tanh(C_t)
\]  \hspace{1cm} (12)

In Equation (12), \(O_t, h_t,\) and \(b_0\) indicate the outputs of the gate, current hidden layer, and bias for \(O_t\), respectively.

3.2.5. Learning Options and Simulation Result

LSTM has 200 hidden layers. The initial learning rate is 0.005, and the maximum number of iterations is fixed at 250. To prevent the gradients from exploding, set the gradient threshold to 1, and drop the learning rate after 125 epochs by multiplying by a factor of 0.2.

As shown in Figure 5, the predictions are more accurate when updating the network state with the observed values instead of the predicted values.
3.3. Data Set

In this study, the learning data and testing data were tested based on the wind power, wind direction, and wind speed data collected from wind farms in regions A, B, and C in Jeju Island in order to predict the short-term wind power. At this time, the learning data and the test data are all normalized data, and the collection period, collection time, learning data, test data, and total data are shown for each region as shown in Table 1.

**Figure 5.** Wind power prediction of the modified long short-term memory (LSTM): (a) Comparison of observed values with predicted values using LSTM; (b) Predicted error for observed values and predicted values.

3.3. Data Set

In this study, the learning data and testing data were tested based on the wind power, wind direction, and wind speed data collected from wind farms in regions A, B, and C in Jeju Island in order to predict the short-term wind power. At this time, the learning data and the test data are all normalized data, and the collection period, collection time, learning data, test data, and total data are shown for each region as shown in Table 1.
Table 1. Collection period, collection time, learning and testing data of each region.

<table>
<thead>
<tr>
<th>Region</th>
<th>Collection Period</th>
<th>Collection Time</th>
<th>Learning Data</th>
<th>Test Data</th>
<th>Total Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2014.01.11–25</td>
<td>10 min</td>
<td>1080</td>
<td>1080</td>
<td>2160</td>
</tr>
<tr>
<td>B</td>
<td>2014.01.11–20</td>
<td>10 min</td>
<td>1008</td>
<td>432</td>
<td>1440</td>
</tr>
<tr>
<td>C</td>
<td>2014.01.11–25</td>
<td>10 min</td>
<td>1440</td>
<td>720</td>
<td>2160</td>
</tr>
</tbody>
</table>

Specifications of wind turbine generators in A, B, and C regions of Jeju Island are presented in Table 2. The turbine information in B and C regions is the same.

Table 2. Information about wind turbine generators in A, B, and C regions of Jeju Island.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Area</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td></td>
<td>U88</td>
<td>U50</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td></td>
<td>2000 kW</td>
<td>750 kW</td>
<td></td>
</tr>
<tr>
<td>Wind speed</td>
<td></td>
<td>12 m/s</td>
<td>12.5 m/s</td>
<td></td>
</tr>
<tr>
<td>Rotor speed range</td>
<td></td>
<td>6–17.5 rpm</td>
<td>9–28 rpm</td>
<td></td>
</tr>
<tr>
<td>Voltage and frequency</td>
<td></td>
<td>690V/60 Hz</td>
<td>690V/60 Hz</td>
<td></td>
</tr>
<tr>
<td>Rotor diameter</td>
<td></td>
<td>88 m</td>
<td>50 m</td>
<td></td>
</tr>
<tr>
<td>Hub height</td>
<td></td>
<td>80 m</td>
<td>50 m</td>
<td></td>
</tr>
<tr>
<td>Power control</td>
<td></td>
<td>Pitch</td>
<td>Pitch</td>
<td></td>
</tr>
</tbody>
</table>

3.4. Multivariate Models

The predictive input variables used in the existing prediction models (ARMA, NN, etc.) apply at least one to a maximum of 20 according to the prediction models for the prediction performance [41–43]. However, this study shows four models defined by the combination of wind, wind direction, and wind speed that have the greatest influence on the prediction of the proposed method, as shown in Table 3. Model 1 (M1) is a univariate model with wind power. Model 2 (M2), Model 3 (M3), and Model 4 (M4) are multivariate models with the combination of wind power, wind direction, and wind speed.

Table 3. Multivariate Models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (M1)</td>
<td>wind power</td>
</tr>
<tr>
<td>Model 2 (M2)</td>
<td>wind power, wind direction</td>
</tr>
<tr>
<td>Model 3 (M3)</td>
<td>wind power, wind speed</td>
</tr>
<tr>
<td>Model 4 (M4)</td>
<td>wind power, wind direction, wind speed</td>
</tr>
</tbody>
</table>

4. Test and Discussion

4.1. Test Environments

In order to verify the proposed method, experiments were performed on a PC equipped with Intel Xeon (R) W-2133, 3.60 GHz CPU (Intel, Santa Clara, CA, USA) and 32 GB RAM. The test operating system was Windows 10 (64 bit) (Microsoft, Redmond, WA, USA), and the experimental program was MATLAB R2019a (The MathWorks, Inc, Natick, MA, USA).

4.2. Performance Metrics for Evaluation

RMSE and MAPE were used to verify wind power prediction error as shown in Equations (13) and Equation (14).

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (p_i - \hat{p}_i)^2}
\]  (13)
MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{P_i - \hat{P}_i}{P_i} \right| \quad (14)

where \( p_i \) and \( \hat{p}_i \) are observed values and predicted values, respectively, and \( n \) is the number of learning models.

Moreover, the complex time for evaluating the performance in this study is computation time, it is the length of time required to perform a computational process [44].

4.3. Comparison and Analysis of Multivariate Models

Table 4 shows the results of comparison between predictive errors (using RMSE, MAPE, and complex time) for each model in A, B, and C regions of Jeju Island and superior values are shaded. Among the four models, M1 and M3 are superior to other models. M2 and M4 using wind direction generally have a limitation in that they cannot predict the short-term wind power. In other words, wind direction is not important for forecasting of the short-term wind power, but wind speed is considered to be an important factor. In terms of computation time, M1 has excellent computation time because it is univariate, and M2 and M3 using two variables consumed moderate time. Finally, M4 with three variables consumed the longest calculation time.

<table>
<thead>
<tr>
<th>Region</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>Complex Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>A</td>
<td>6.3</td>
<td>13.2</td>
<td>8.1</td>
</tr>
<tr>
<td>B</td>
<td>6.7</td>
<td>35.8</td>
<td>6.9</td>
</tr>
<tr>
<td>C</td>
<td>10.6</td>
<td>11.8</td>
<td>11.4</td>
</tr>
</tbody>
</table>

Figures 6–8 show the results of applying the modified LSTM to models in A, B, and C regions of Jeju Island. The prediction error is the difference between the observed value and the proposed value for each model. Experimental results show that the prediction of M1 was superior in the early stage, but the performance drastically decreased due to error accumulation in the tail. On the other hand, predictions of M2, M3, and M4 showed poor performance at the beginning, but they improved towards the latter half. The reason why wind power adopted by M1 is the smallest at initial error is because of the high volatility, which the shorter the collected data time, the more efficient short-term wind power prediction. The correlation between wind power and wind speed adopted by M3 is high. That is, the higher the wind power, the larger the wind speed.
Figure 6. Comparison of predictive errors for each model in A region of Jeju Island.

Figure 7. Comparison of predictive errors for each Model in B region of Jeju Island.

Figure 8. Comparison of predictive errors for each model in C region of Jeju Island.

Figure 9 shows the comparison of wind power prediction by models using the modified LSTM in A region of Jeju Island. Figure 9a shows that the predicted value was similar to the measured value at the beginning, but the predicted value deviated from the observed value towards the middle. Figure 9b shows that the predicted value was higher than the observed value initially, but the predicted value was similar to the observed value towards the middle. Finally, Figure 9c,d show that the predicted value was lower than the observed value at the beginning, but the predicted and observed values became similar from the mid-point.

4.4. Comparison and Analysis of Hybrid Forecasting Model

We propose a hybrid forecasting model that combines M1 and M3 with the least prediction error for each model mentioned in the previous Section 4.3. That is, M1 has the smallest initial error and M3 has the smallest error from the middle to the end. This is because wind power has the greatest impact on short-term wind power forecasts, followed by wind power and wind speed. As shown in Figure 10, in the learning and testing of the proposed hybrid forecasting model, M1 is used at the beginning (first half), and M3 is applied from the middle to the end according to time.
4.4. Comparison and Analysis of Hybrid Forecasting Model

We propose a hybrid forecasting model that combines M1 and M3 with the least prediction error for each model mentioned in the previous Section 4.3. That is, M1 has the smallest initial error and M3 has the smallest error from the middle to the end. This is because wind power has the greatest impact on short-term wind power forecasts, followed by wind power and wind speed. As shown in Figure 10, in the learning and testing of the proposed hybrid forecasting model, M1 is used at the beginning (first half), and M3 is applied from the middle to the end according to time.

Figure 9. Comparison of wind power prediction by models using the proposed long short-term memory in A region of Jeju Island: (a) Comparison of observed value with Model 1; (b) Comparison of observed value with Model 2; (c) Comparison of observed value with Model 3; (d) Comparison of observed value with Model 4.
Table 5 presents the error metrics of wind power prediction by using the hybrid model, and Table 6 shows the performance analysis of the hybrid model with other models in A, B, and C regions of Jeju Island. In Table 6, ΔM1, ΔM2, ΔM3, and ΔM4 are the difference between each model, and the hybrid model and superior values are shaded. It is noteworthy that the improvement degrees on the hybrid model are obviously larger than on other models. On average, RMSE, MAPE, and complex time of the three regions are as follows: (1) regarding RMSE, the proposed hybrid model showed improvement degrees at −3.6, −16.0, −4.6, and −7.7, respectively, as compared with the other models. (2) Regarding MAPE, the proposed method showed superior error reduction at −6.7%, −28.0%, −7.6%, and −17.8%, respectively. (3) Regarding complex time, the proposed method showed superior time reduction over all other models, except for M1. Therefore, M2 and M4 using wind direction were found to not affect wind power prediction.

Table 5. Error metrics of the hybrid forecasting model in A, B, and C regions of Jeju Island.

<table>
<thead>
<tr>
<th>Region</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>Complex Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.67</td>
<td>5.04</td>
<td>45.18</td>
</tr>
<tr>
<td>B</td>
<td>3.39</td>
<td>3.36</td>
<td>39.20</td>
</tr>
<tr>
<td>C</td>
<td>5.64</td>
<td>17.09</td>
<td>32.11</td>
</tr>
</tbody>
</table>

Table 6. Performance analysis of the hybrid model with other models.

<table>
<thead>
<tr>
<th>Region</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>Complex Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>△M1</td>
<td>△M2</td>
<td>△M3</td>
</tr>
<tr>
<td>A</td>
<td>−2.6</td>
<td>−9.5</td>
<td>−4.4</td>
</tr>
<tr>
<td>B</td>
<td>−3.3</td>
<td>−32.4</td>
<td>−3.5</td>
</tr>
<tr>
<td>C</td>
<td>−4.9</td>
<td>−6.1</td>
<td>−5.7</td>
</tr>
<tr>
<td>Avg.</td>
<td>−3.6</td>
<td>−16.0</td>
<td>−4.6</td>
</tr>
</tbody>
</table>

Figures 11–13 depict the wind power prediction results of the hybrid model with M1 and M3. As shown in the simulation results, the wind speed was predicted well in the early and late parts without errors. Therefore, it is verified that the proposed hybrid forecasting model is effective at improving the performance of wind power prediction.
5. Conclusions

Recently, LSTM has been used extensively in time series analysis because of its superior deep learning performance among artificial intelligence methods. Although it has excellent performance in terms of versatility, it has a disadvantage in that it cannot explain the causal relationship between predictive factors affecting short-term wind power. Therefore, in this study, four models were set using LSTM, which is a deep learning, and the causality between wind power, wind direction, and wind speed was tested. After analyzing the advantage and disadvantage of the four models, we proposed a hybrid model. The experiment results showed that the proposed method can realize a short-term wind power prediction system suitable for the specific characteristics of the weather and topography in areas where wind power equipment is installed, and it can be expected to reduce the production
cost of domestic electric energy. Future studies are as follows: (1) We will compare the performance of the proposed method with that of the existing methods (ARIMA, persistence models, SVM, etc.) (2) We will extend the study to domestic and overseas wind power complexes. (3) Experiments will be conducted to the forecast of mid- to long-term wind power.
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