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Abstract: Seismic denoising is a core task of seismic data processing. The quality of a denoising result directly affects data analysis, inversion, imaging and other applications. For the past ten years, there have mainly been two classes of methods for seismic denoising. One is based on the sparsity of seismic data. This kind of method can make use of the sparsity of seismic data in local area. The other is based on nonlocal self-similarity, and it can utilize the spatial information of seismic data. Sparsity and nonlocal self-similarity are important prior information. However, there is no seismic denoising method using both of them. To jointly use the sparsity and nonlocal self-similarity of seismic data, we propose a seismic denoising method using sparsity and low-rank regularization (called SD-SpaLR). Experimental results showed that the SD-SpaLR method has better performance than the conventional wavelet denoising and total variation denoising. This is because both the sparsity and the nonlocal self-similarity of seismic data are utilized in seismic denoising. This study is of significance for designing new seismic data analysis, processing and inversion methods.
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1. Introduction

Seismic data is acquired in the field, and the acquisition environment is complex and changeable, which has a direct impact on acquisition instruments and acquisition processes. This effect is reflected in seismic data in the form of noise. Therefore, in field seismic data, noise is unavoidable. In order to reduce the impact of noise on seismic data, scholars have proposed many methods. Multiple coverage [1], F–X filtering [2], inverse Q filtering [3], wavelet transformation [4] and so on, are traditional denoising methods. In recent years, scholars have proposed some sparse domain denoising methods, such as fractional Fourier transform [5], curvelet transform [6], and shearlet transform [7]. Denoising methods based on the gradient sparsity of a signal, such as total variation (TV) [8] and total generalized variation [9], have also been hot topics in recent years. In addition, nonlocal means [10], dictionary learning methods [11] and antileakage least-squares spectral analysis [12,13] have also attracted wide attention.

Sparse domain denoising methods utilize the sparsity of seismic data in the transform domain. The principle is that characteristics of signals and noise are different in the sparse domain. Then, signals and noise are separated by a thresholding operation. The denoising methods based on gradient sparsity (such as TV denoising) make use of the prior information that the gradient of a signal is sparse. In a 2-D image, only edge areas have large gradient. The noise can be suppressed and the edge of the image can be protected very well by using a TV denoising method. The nonlocal mean method is different from the above methods. Its premise is that there are some redundant structural features in the data.
In other words, there is a certain degree of similarity in the data. This assumption is valid in seismic data [10]. The basic step of the dictionary learning method is to construct a sparse representation dictionary by using a learning method. Based on the dictionary, data can be represented sparsely, and the signal and noise can be separated.

The sparse domain denoising methods, TV denoising methods and dictionary learning methods only take advantage of the sparsity of signals. The nonlocal mean method only utilizes the nonlocal self-similarity of signals. Sparsity and nonlocal self-similarity describe signals from two different perspectives and can be regarded as different prior information. If the sparsity and nonlocal self-similarity of signals can be utilized jointly, the essential characteristics of signals can be delineated more accurately, and the separation of signals and noise can be realized more effectively, thereby obtaining a better denoising result. Based on this understanding, Wen et al. proposed an image restoration method that utilizes both sparsity and nonlocal self-similarity of images [14]. A number of image restoration experiments show that this method has the same as or better performance than the most advanced methods, such as BM3D [15].

Similar to natural images, seismic data is sparse and has nonlocal self-similarity. For example, many studies have shown that seismic data is sparse in transform domains, such as the discrete cosine transform domain [16], the curvelet domain [6] and the seislet domain [17]. In addition, because underground strata are generated by certain geological activities, their shape is regular, and even irregular structures such as faults have spatial continuity. These structural characteristics of underground strata correspond to the nonlocal self-similarity of seismic data. The nonlocal self-similarity of seismic data can be described by low-rank. Therefore, the method proposed by Wen et al. can also be applied to seismic denoising. In this paper, we propose a seismic denoising (referred to as SD-SpaLR) method that combines sparsity and low-rank of seismic data.

2. Method

Some sparse transformations can be used to transform seismic data into a sparse domain for sparse representation. Early sparse transform matrices, such as the discrete cosine transform (DCT) [18] and the wavelet transform [19], are fixed and have limited sparsity representation ability. In recent years, some scholars’ research shows that the sparse representation of seismic signals based on data-driven sparse transformation learning method can obtain better results than those of a fixed sparse transformation [20]. Research on image restoration also shows the advantages of the data-driven sparse transformation learning method over the fixed sparse transformation [21, 22]. In this paper, we use sparse transform learning to do sparse representation for seismic data.

Signal $b \in \mathbb{R}^n$ can be sparsely coded by sparse transform $D \in \mathbb{C}^{m \times n}$:

$$Db = \varepsilon + e,$$  \hspace{1cm} (1)

where $\varepsilon \in \mathbb{R}^m$ is sparse; $e$ is the modeling error in the transform domain, and its value is very small.

One way to construct sparsifiable signals from a 2-D seismic data section is to divide it into several sub-blocks, and then vectorize the sub-blocks [14]. This process can be expressed as:

$$b_i = X_i s,$$  \hspace{1cm} (2)

where $b_i \in \mathbb{R}^n$ is a reference sub-block, which is determined by the original data $s \in \mathbb{R}^p$. $s$ is a column vector which is rearranged by column from a 2-D seismic data section. $X_i \in \mathbb{R}^{n \times p}$ is used to extract sub-blocks of length $n$ from data $s$. Sub-blocks overlap with each other.

Assume that a 2-D seismic section can be divided into $N$ overlapping sub-blocks. If we use the sparse transformation $D$, then the sparse regularization of a seismic data can be expressed as:

$$\mathcal{R}_S (s, D) = \min_{\{\varepsilon_i\}} \sum_{i=1}^{N} \left\{ \|DX_i s - \varepsilon_i\|_2^2 + \alpha^2 \|\varepsilon_i\|_0 \right\},$$  \hspace{1cm} (3)
where the sparse representation of sub-block \( b_i \) under sparse transformation \( D \) can be obtained by applying L0 norm sparse constraint on \( \varepsilon_i \) and solving the optimization problem of Equation (3). \( \| \|_0 \) stands for L0 norm. The L0 norm of a vector is defined as the number of non-zero elements in the vector. The optimal \( \hat{\varepsilon}_i \) is usually called the sparse code of \( \varepsilon_i \). It can be obtained by solving a hard thresholding problem:

\[
\hat{\varepsilon}_i = h_\alpha (D b_i),
\]

(4)

where \( h_\alpha (\Lambda) \) is a hard thresholding shrink function defined as:

\[
h_\alpha (\Lambda) = \begin{cases} 
0, & |\Lambda| < \alpha \\
\Lambda, & |\Lambda| \geq \alpha
\end{cases},
\]

(5)

where \( \alpha \) is a threshold in the hard thresholding shrinkage operation.

Note that the sparse transformation \( D \) is obtained by transformation learning. In this paper, for the sake of simplicity and improving the learning efficiency of sparse transformation, \( D \) is set as a unitary matrix. The sparse regularization problem now can be written as:

\[
\mathcal{R}_S (s) = \min_{D \in \mathbb{C}^{n \times n}} \mathcal{R}_S (s, D) \text{ s.t. } D^H D = I_n,
\]

(6)

where \( H \) is a conjugate-transpose operator. If \( s \) and \( \{ \varepsilon_i \} \) are fixed, a data-driven sparse transformation learning formula can be obtained:

\[
\hat{D} = \arg\min_D \sum_{i=1}^N \| D X_i s - \varepsilon_i \|_2^2 \text{ s.t. } D^H D = I_n.
\]

(7)

This kind of optimization problem has a closed-form solution and only needs a computation of singular value decomposition (SVD). Let the singular value decomposition of \( Q = \sum_{i=1}^N (X_i s) \varepsilon_i^H \) be \( \mathbf{K} \mathbf{\Sigma} \mathbf{G}^H \); then [22]:

\[
\hat{D} = \mathbf{G} \mathbf{K}^H.
\]

(8)

It can be seen that this problem has high computational efficiency and is suitable for large-scale data processing fields such as seismic signal denoising.

We can use the block matching (BM) method to construct a low-rank matrix. Low-rank regularization utilizes the similarity between different sub-blocks of data. This similarity is reflected in the fact that when several sub-blocks with high similarity are arranged into column vectors and rearranged into a matrix, then the resulting matrix is a low-rank matrix. A regularization term can be obtained by using the low-rank property as a priori information:

\[
\mathcal{R}_{LR} (s) = \min_{\Omega_i} \sum_{i=1}^N \left\{ \| \Omega_i s - O_i \|_F^2 + \beta^2 \text{rank} (O_i) \right\},
\]

(9)

where \( \Omega_i : s \rightarrow \Omega_i s \in \mathbb{R}^{n \times M} \) is a block matching operator. It takes the sub-block \( X_is \) as a reference block, and extracts the \( M \) sub-blocks \( \{ b_j \} \) with the smallest Euclidean distance between these sub-blocks and the reference block \( X_is \), and then arranges these sub-blocks into a matrix \( \Omega_is \) in ascending order according to the Euclidean distance. \( O_i \) represents the low-rank approximation of matrix \( \Omega_is \) formed by block matching. \( \| \|_F \) denotes the Frobenius norm of a matrix. \( \text{rank}(\cdot) \) denotes the operation of finding the rank of a matrix. \( \beta \) is the regularization parameter of the low-rank constraint term.

For each low-rank approximation \( O_i \) in the low-rank constraint optimization problem shown in Equation (9), when \( s \) is fixed, the optimal expression for \( \hat{O}_i \) can be written as
\[ \hat{O}_i = \arg \min_{O_i} \| \Omega_i s - O_i \|^2_F + \beta^2 \text{rank} (O_i). \] (10)

This problem can be solved by SVD and a hard thresholding shrinkage operation. Let
\[ \Omega_i s = \Psi \text{diag} (\theta) \Phi^H \] (11)
be the SVD of \( \Omega_i s \), where \( \text{diag} (\theta) \) denotes a diagonal matrix formed by the singular value vector \( \theta \). \( \Psi \) and \( \Phi \) are two unitary matrices generated by SVD. Now, the solution of the low-rank approximation \( \hat{O}_i \) can be written as [14]:
\[ \hat{O}_i = \Psi \text{diag} (h_{\beta} (\theta)) \Phi^H, \] (12)
where the definition formula of the hard thresholding shrinkage function \( h_{\beta} (\theta) \) is (5).

Considering both sparsity constraint of local data and low-rank constraint of nonlocal data in Equations (6) and (9), the seismic denoising problem can be obtained:

\[
\begin{align*}
\min_{s, D, \{\varepsilon_i\}, \{O_i\}} & \| s - y \|^2_2 + \eta \sum_{i=1}^N \left\{ \| \Omega_i s - O_i \|^2_F + \beta^2 \text{rank} (O_i) \right\} \\
& + \mu \sum_{i=1}^N \left\{ \| D X_i s - \varepsilon_i \|^2_2 + a^2 \| \varepsilon_i \|^0 \right\} \text{s.t.} D^H D = I_n,
\end{align*}
\] (13)

where \( y \) is the observed seismic data, which is a column vector with length of \( p \). \( \eta \) and \( \mu \) are regularization parameters of low-rank constraint term and sparse constraint term respectively.

If \( \{\varepsilon_i\}, D \) and \( \{O_i\} \) are updated according to Equations (4), (8) and (12) respectively, the denoised seismic data \( s \) can be obtained by solving Equation (13). For Equation (13), if \( \{\varepsilon_i\}, D \) and \( \{O_i\} \) are fixed, the updated equation for \( s \) can be expressed as

\[ \hat{s} = \arg \min_s \| s - y \|^2_2 + \eta \sum_{i=1}^N \left\{ \| \Omega_i s - \hat{O}_i \|^2_F \right\} + \mu \sum_{i=1}^N \left\{ \| X_i s - \hat{b}_i \|^2_2 \right\}, \] (14)

where \( \hat{b}_i = D^H \varepsilon_i \) denotes the sub-block reconstructed by using the new sparse transformation matrix that is obtained by sparse transformation learning. The third term on the right side of Equation (14) is obtained by the property of unitary matrix \( D \).

Equation (14) is a least squares problem, which can be written as an equation about \( s \):
\[ A \hat{s} = \gamma, \] (15)
where \( A \) and \( \gamma \) are in the following forms, respectively.

\[ A = I + \mu \sum_{i=1}^N X_i^* X_i + \eta \sum_{i=1}^N \Omega_i^* \Omega_i, \] (16)
\[ \gamma = y + \mu \sum_{i=1}^N X_i^* \hat{b}_i + \eta \sum_{i=1}^N \Omega_i^* \hat{O}_i, \] (17)

where \( X_i^* \) and \( \Omega_i^* \) are the adjoint operators of \( X_i \) and \( \Omega_i \) respectively. It should be noted that the second and third terms on the right side of Equation (16) are diagonal matrices [23]; therefore, \( A \) is a diagonal matrix. Equation (17) shows that \( \gamma \) is the superposition of the original observed seismic data and the components reconstructed by sparse constraint and low-rank approximation. Because \( A \) is a diagonal matrix, the denoised seismic data can be easily obtained by dividing \( \gamma \) by the elements on the leading diagonal of \( A \):
\[ \hat{s} = A^{-1} \gamma. \] (18)
Algorithm 1 illustrates the technical details of the SD-SpaLR proposed in this paper. In Algorithm 1, \( nIter \) denotes the number of iteration times, and the initial sparse transform matrix can be a DCT dictionary.

**Algorithm 1** Seismic denoising based on sparsity and low-rank regularization

1: **Input**: the observed seismic data \( y \);
2: **Initialize**: \( \hat{D}_0 = D_0, \hat{s}_0 = y \);
3: while \( k \leq nIter \) do
4: \hspace{1em} (1) Low-rank approximation:
5: \hspace{2em} a) Use BM to generate sub-block matrices \( \{\Omega, \hat{s}_{k-1}\} \) for a low-rank approximation;
6: \hspace{2em} b) Compute SVD: \( \Omega, \hat{s}_{k-1} = \Psi \text{diag}(\theta) \Phi^H \);
7: \hspace{2em} c) Update the low-rank approximation: \( \hat{O}_i = \Psi \text{diag}(h_\beta(\theta)) \Phi^H \);
8: \hspace{1em} (2) Sparse code: \( \hat{\epsilon}_i = h_\alpha(\hat{D}_{k-1} X_i; \hat{s}_{k-1}) \)
9: \hspace{1em} (3) Updatesparse transformation:
10: \hspace{2em} a) Compute SVD: \( \sum_{i=1}^{N} (X_i \hat{s}_{k-1}) \hat{\epsilon}_i^H = K \Sigma G^H \);
11: \hspace{2em} b) \( \hat{D}_k = G K^H \);
12: \hspace{1em} (4) Denoising: solve (14) and then obtain \( \hat{s}_k \);
13: \hspace{1em} \( k = k + 1 \);
14: end while
15: **Output** the denoised seismic data \( \hat{s}_{nIter} \);

3. Numerical Experiments

3.1. Synthetic Seismic Data Test

In this section, a synthetic seismic data test on the performance of the SD-SpaLR method is described. The data were obtained from the marmousi2 acoustic impedance (AI) model [24] by using the convolution operation. The AI model used is shown in Figure 1a, which consists of 251 seismic channels, each of which has 351 sampling points. The corresponding reflection coefficient section is shown in Figure 1b. It can be seen that the model is complex. Many strata with large dip angles and thin layers can be observed.

The synthetic seismic section without noise can be obtained by convoluting the reflection coefficient section shown in Figure 1b with a ricker wavelet whose dominant frequency is 40 Hz, as shown in Figure 2a. By adding Gaussian random noise to the noise-free seismic section, we can derive a noisy seismic section with signal-to-noise ratio (SNR) of 3 dB, which shown in Figure 2b. We can see that the noise in the noisy seismic section is very strong, and some weak reflection horizons have become blurred.
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Figure 2. (a) A noise-free seismic section and (b) a noisy seismic section with a signal-to-noise ratio (SNR) of 3 dB.

In order to compare the noise-free seismic section with the noisy section more clearly, waveforms of traces 151–200 in Figure 2a,b were extracted and displayed in Figure 3a,b respectively. Through careful observation and comparison of these two subgraphs, we can see that some of weak reflection waveforms in Figure 3a have been unrecognized in Figure 3b. For example, there is a weak flat layer above the 150th sampling point (see Figure 1b), which can be seen in Figure 3a but is submerged by noise in Figure 3b. Figure 4a,b shows the noise section added to the synthetic seismic data and the waveforms of the noise added to traces 151–200 respectively.

In this experiment, in addition to testing the performance of the SD-SpaLR method, three other methods are also compared. They are wavelet denoising, isotropic total variation denoising (ITVD) and anisotropic total variation denoising (ATVD). In the experiment of wavelet denoising, the wavelet decomposition function and denoising function were wavedec2 and wdencmp, respectively. They are built-in functions of MATLAB. The wavelet used was sym6 and the decomposition level was 5. ITVD and ATVD are based on the split Bregman iteration algorithm.

When the SNRs of input seismic data are 3 dB, 6 dB, 9 dB, 12 dB and 15 dB respectively, the regularization parameter of TV regularization terms in ITVD and ATVD are $4 \times 10^{-3}, 2 \times 10^{-3}, 1.5 \times 10^{-3}, 1 \times 10^{-3}$ and $0.5 \times 10^{-3}$, respectively. The parameters of the SD-SpaLR method were set as: $\eta = \mu = 1 \times 10^{3}, \alpha = 2.5$ and $\beta = 1.5$.

Figure 5 shows the denoising results of these four denoising methods for the synthetic seismic data with the SNR of 3 dB shown in Figure 2b. It can be seen that due to the strong noise, the wavelet denoising result deviates obviously from the true value, and many weak reflection layers can not be recovered. Both of the denoising results of ITVD method and ATVD method are better than that of the wavelet denoising method, but they cannot effectively protect the weak reflection signal. For instance, there is a weak reflection layer at the position indicated by the arrow (closely adjacent to the strong reflection layer below the arrow, which can be seen more clearly from Figure 2a), which cannot be observed from the denoising results of these two methods. Moreover, because these two methods are based on total variation, an obvious staircase effect can be observed in denoising results, which will damage the weak signal [25]. There is still a little noise in the denoising result of the SD-SpaLR method, but we can see that the SD-SpaLR method can effectively protect the weak signal, which is the only one of these four methods that can outline the weak reflection layer indicated by the arrow.

Figure 3c–f shows the waveforms of denoising results of traces 151–200 when the SNR of the seismic data is 3 dB. It can be seen that the waveforms of the denoising results are similar to the noise-free waveforms shown in Figure 3a. However, careful observation shows that useful signals in Figure 3c are weakened. The noise in Figure 3d,e is removed effectively, but many peaks and troughs are cut into trapezoids. This phenomenon is mainly due to the staircase effect caused by total variation. In Figure 3f, there are still some weak noise that has not been eliminated, but the denoising result is very close to the noise-free signal.
Figure 3. Waveforms of the denoising result of traces 151–200 from Figure 2 while the SNR of the input seismic data was 3 dB. (a) Noise-free waveforms, (b) noisy waveforms with the SNR of 3 dB, (c) wavelet denoising result, (d) isotropic total variation denoising (ITVD) result, (e) anisotropic total variation denoising (ATVD) result and (f) SD-SpaLR result.
Figure 4. (a) Noise section; (b) Waveforms of noise added to traces 151 to 200.

Figure 5. Denoising results of noisy seismic data with the SNR of 3 dB. (a) Wavelet denoising result, (b) ITVD result, (c) ATVD result and (d) SD-SpaLR result.

Figure 6 shows the waveforms of the filtered noise in traces 151 to 200 when the SNR of the input seismic data was 3 dB. It was obtained by subtracting the denoising results in Figure 3c–f from the noisy seismic data shown in Figure 3b. A comparison of Figure 6a with the noise-free signal shown in Figure 3a shows that the noise filtered by the wavelet denoising method contains obvious useful signals. If we observe carefully, it is not difficult to find that the noise filtered by ITVD and ATVD, which is shown in Figure 6b,c also contains weak useful signals. The damage to useful signals is more obvious in the position of two intersecting events between the 50th and 100th sampling points. Figure 6d shows that the SD-SpaLR method does not remove useful signals obviously.
In order to quantitatively compare the denoising performances of these four methods, we calculated the SNRs of the denoising results when the SNR of the input noisy seismic data was 3 dB, 6 dB, 9 dB, 12 dB and 15 dB respectively, and we have shown them in Table 1. It can be seen that the SNR of wavelet denoising is the lowest, and the SD-SpaLR method has the highest SNR. The denoising performances of ITVD and ATVD were close. It can also be found that the lower the SNR of the input seismic data is, the higher the SNR of the SD-SpaLR method is compared to those SNRs of three other methods. In this experiment, the formula for calculating the SNR was:

$$SNR = 10\log_{10} \frac{||S||^2_F}{||S - S_d||^2_F},$$

where $S$ and $S_d$ denote noise-free seismic data and denoised seismic data respectively.

In denoising applications there is an index called structural similarity (SSIM) [26], which can be used to evaluate the structural similarity between the denoised result and the noise-free data. The maximum value of SSIM is 1. The larger the SSIM value is, the more similar the structure between
the denoising result and the noise-free data is. The SSIM between two images $X$ and $Y$ is calculated by [26]

$$SSIM(X, Y) = \frac{(2\mu_X\mu_Y + C_1)(2\sigma_{XY} + C_2)}{\left(\mu_X^2 + \mu_Y^2 + C_1\right)\left(\sigma_X^2 + \sigma_Y^2 + C_2\right)},$$

where $\mu_X$ and $\mu_Y$ are the mean of $X$ and $Y$ respectively. $\sigma_X^2$ and $\sigma_Y^2$ denote the variance of $X$ and $Y$ respectively. The values of $C_1 = (ZK_1)^2$ and $C_2 = (ZK_2)^2$ are usually very small and are mainly used to prevent the denominator from approaching 0. Here, $Z = 200$, and $K_1 = K_2 = 5 \times 10^{-6}$. The formula for calculating $\sigma_{XY}$ is given by

$$\sigma_{XY} = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \mu_X)(Y_i - \mu_Y),$$

where $N$ stands for the number of elements in $X$ or $Y$.

Table 1. Variation of the SNR of denoising results with the SNR of the input seismic data.

<table>
<thead>
<tr>
<th>SNR of the input seismic data (dB)</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR of wavelet denoising (dB)</td>
<td>8.39</td>
<td>10.92</td>
<td>12.97</td>
<td>14.95</td>
<td>16.89</td>
</tr>
<tr>
<td>SNR of ITVD (dB)</td>
<td>12.64</td>
<td>14.91</td>
<td>16.77</td>
<td>18.76</td>
<td>20.61</td>
</tr>
<tr>
<td>SNR of ATVD (dB)</td>
<td>11.90</td>
<td>14.74</td>
<td>15.51</td>
<td>18.59</td>
<td>20.97</td>
</tr>
<tr>
<td>SNR of SD-SpaLR (dB)</td>
<td>16.34</td>
<td>18.18</td>
<td>19.52</td>
<td>20.40</td>
<td>21.03</td>
</tr>
</tbody>
</table>

Table 2 shows the SSIM values between the denoising results and the noise-free seismic data when the SNRs of the input noisy data were 3 dB, 6 dB, 9 dB, 12 dB and 15 dB respectively. It is not difficult to find that the SSIM value increases with the increase of the SNR of the input noisy data. The SSIM value of wavelet denoising was the lowest. The SSIM values of ITVD and ATVD were very close. The SD-SpaLR method had the largest SSIM value. This shows that the denoising result of the SD-SpaLR method is most similar to the original noise-free seismic data.

Table 2. Variation of structural similarity (SSIM) with the SNR of the input seismic data.

<table>
<thead>
<tr>
<th>SNR of the input data (dB)</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM of wavelet denoising</td>
<td>0.68</td>
<td>0.77</td>
<td>0.84</td>
<td>0.9</td>
<td>0.93</td>
</tr>
<tr>
<td>SSIM of ITVD</td>
<td>0.83</td>
<td>0.89</td>
<td>0.93</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>SSIM of ATVD</td>
<td>0.81</td>
<td>0.89</td>
<td>0.93</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>SSIM of SD-SpaLR</td>
<td>0.90</td>
<td>0.94</td>
<td>0.96</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

In order to observe and compare denoising results in the frequency domain, Figure 7 shows the amplitude spectrum of trace 100 of noise-free data, that of the noisy data when the SNR is 3 dB and that of the denoising results by four methods mentioned above. For ease of observation, only frequency components no higher than 250 Hz are plotted. We can see that wavelet denoising has the best effect on the suppression of noise of frequency higher than 100 Hz. However, its damage to useful signals whose frequency lower than 100 Hz is also the most serious. In the denoising results of ITVD and ATVD we can observe apparent noise when the frequency is higher than 100 Hz, and whose noise amplitudes are higher than those of wavelet denoising and the SD-SpaLR methods in this frequency band. The amplitude spectrum of the denoising result of the SD-SpaLR method is consistent with that of the noise-free data, and the noise of frequency higher than 100 Hz is also very weak.
Figure 7. Amplitude spectrum of the denoising result of trace 100 when the SNR of the input noisy seismic signal was 3 dB. (a) Spectrum of the noise-free data, (b) spectrum of the input noisy data, (c) spectrum of the wavelet denoising result, (d) spectrum of the ITVD result, (e) spectrum of the ATVD result and (f) spectrum of the SD-SpaLR method.

3.2. Field Seismic Data Test

In this experiment, field-gathered seismic data were used to test and compare the denoising performances of the methods mentioned above. Figure 8a shows the data, which are a part of a prestack angle gathered and acquired from an oil field in China. They consist of 42 seismic traces. There are 251 sampling points in each trace and the sampling interval is 2 ms. It can be seen that the data are contaminated by noise. In the area where the trace number is greater than 20 and the time is less than 2.55 s (the upper right part in Figure 8a), the high-frequency noise is particularly obvious. This phenomenon is due to the low amplitude of the useful signals acquired in the large angle area. Therefore, the impact of noise on the data in this area is more obvious.
Figure 8. Field seismic data and its denoising results. (a) Field seismic data, (b) wavelet denoising result, (c) ITVD result, (d) ATVD result and (e) denoising result of the SD-SpaLR method.

Figure 8b–e show the denoising results of wavelet denoising, ITVD, ATVD and SD-SpaLR. Compared with the field seismic data, we can see that the noise in these figures is attenuated. Through careful observation, we can find that the denoising result of the SD-SpaLR method is the best, and the seismic events in Figure 8e are very clear. Especially in the region with high-frequency noise (the upper right part of Figure 8a), the SD-SpaLR method suppresses the noise most successfully.

In order to evaluate the effect of denoising methods on noise attenuation, we calculated the difference between the original field seismic data shown in Figure 8a and the denoising results shown in Figure 8b–e respectively. Those differences can be regarded as the noise removed by different denoising methods. They are shown in Figure 9a–d respectively.

We can see that these methods can effectively suppress the high-frequency noise in the upper right part of Figure 8a. In addition, it can also be found from Figure 9b,c that in the area with high-frequency
noise (upper right corner part), the amplitude of the noise removed is relatively small, while in other areas the amplitude of the noise removed is relatively large. This means that ITVD and ATVD may also have removed useful signals. On the contrary, the wavelet denoising and SD-SpaLR methods had little influence on useful signals.

**Figure 9.** Noise removed by different denoising methods. (a) Noise removed by wavelet denoising, (b) noise removed by ITVD, (c) noise removed by ATVD and (d) noise removed by the SD-SpaLR method.

Figure 10 shows the amplitude spectrum of denoising results of trace 30. From Figure 10a, we can see that the dominant frequency of useful signals is about 23 Hz, and there is a lot of noise when the frequency is higher than 100 Hz. Figure 10b–e shows the amplitude spectrum of denoising results by wavelet denoising, ITVD, ATVD and SD-SpaLR respectively. It can be seen that all these four methods can attenuate the high-frequency noise with frequency higher than 100 Hz. However, only SD-SpaLR can almost perfectly suppress the noise in this frequency band.
Figure 10. Amplitude spectrum of denoising results of trace 30. (a) Amplitude spectrum of the noise-free seismic data, (b) amplitude spectrum of the wavelet denoising result, (c) amplitude spectrum of the ITVD result, (d) amplitude spectrum of the ATVD result and (e) amplitude spectrum of the denoising result by the SD-SpaLR method.

4. Conclusions

By using a data-driven sparse transformation learning method and low-rank constraint based on block matching, we presented a seismic data denoising method which combines the local sparsity with the nonlocal self-similarity of seismic data. The proposed method was tested with 2-D synthetic seismic data and a part of the field data from a prestack angle gather. The denoising results of this method were compared with those of wavelet denoising, isotropic total variation denoising and anisotropic total variation denoising. The experimental results showed that the proposed method could get the highest SNR and SSIM. In addition, the experimental results also showed that the method proposed in this paper could not only suppress noise most effectively, but also had little influence on useful signals.
The proposed method had better denoising performance than other methods, mainly due to the joint use of the sparsity and self-similarity of the seismic data.

In the field of seismic reconstruction, scholars also used sparse regularization or low-rank regularization, but they did not combine these two regularization methods. The research on the seismic data reconstruction method combining sparse and low-rank regularization will be our future work.
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Abbreviations

The following abbreviations are used in this manuscript:

- TV: Total Variation
- ITVD: Isotropic Total Variation Denoising
- ATVD: Anisotropic Total Variation Denoising
- DCT: Discrete Cosine Transform
- SD-SpaLR: Seismic Denoising using Sparsity and Low-Rank regularization
- SVD: Singular Value Decomposition
- SSIM: Structural Similarity
- BM: Block Matching
- SNR: Signal-to-Noise Ratio
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