Tuning the Bivariate Meta-Gaussian Distribution Conditionally in Quantifying Precipitation Prediction Uncertainty
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Abstract: One of the ways to quantify uncertainty of deterministic forecasts is to construct a joint distribution between the forecast variable and the observed variable; then, the uncertainty of the forecast can be represented by the conditional distribution of the observed given the forecast. The joint distribution of two continuous hydrometeorological variables can often be modeled by the bivariate meta-Gaussian distribution (BMGD). The BMGD can be obtained by transforming each of the two variables to a standard normal variable and the dependence between the transformed variables is provided by the Pearson correlation coefficient of these two variables. The BMGD modeling is exact provided that the transformed joint distribution is standard normal. In real-world applications, however, this normality assumption is hardly fulfilled. This is often the case for the modeling problem we consider in this paper: establish the joint distribution of a forecast variable and its corresponding observed variable for precipitation amounts accumulated over a duration of 24 h. In this case, the BMGD can only serve as an approximate model and the dependence parameter can be estimated in a variety of ways. In this paper, the effect of tuning this parameter is studied. Numerical simulations conducted suggest that, while the parameter tuning results in limited improvements in goodness-of-fit (GOF) for the BMGD as a bivariate distribution model, better results may be achieved by tuning the parameter for the one-dimensional conditional distribution of the observed given the forecast greater than a certain large value.
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1. Introduction

The bivariate meta-Gaussian distribution (BMGD), introduced by Kelly and Krzysztofowicz [1], is well suited for modeling the joint distribution of two hydrometeorological variables [2–6]. The BMGD offers a flexible model because each of its marginal variables can be specified independently with any suitable univariate probability distribution. This is a very attractive feature as individual variables in a model may be better fitted by probability distributions from various families. For example, (1) the Weibull and gamma distributions are good candidates for fitting accumulated precipitation amounts [5,7–10], and (2) the lognormal distribution can provide a good fit for mean area average rain rate [11] and for streamflow data in wet seasons [12].

The BMGD was employed in several recent studies in the area of post-processing ensemble weather forecasts. As a way of quantifying predictive uncertainty of precipitation forecasts, Wu et al. [5] explored a mixed-type BMGD in producing precipitation ensemble forecasts. Schaake et al. [4] applied the BMGD in producing precipitation and temperature ensemble forecasts. The BMGD is used in

producing precipitation and temperature ensemble forecasts based on a number of forecast products from numerical weather prediction models [13]. Validation results indicate that the BMGD is a suitable model for use in producing reliable precipitation and temperature ensemble forecasts for hydrologic ensemble forecasting [14,15]. The BMGD is extended in [16] to a wider class of probability distributions with given marginals, known as meta-elliptical distributions. This extended model was shown by [17] to be flexible in modeling trivariate hydrologic data.

The BMGD can be formulated in two different ways. Although both lead to the same end result in terms of the form of probability distribution, there is a subtle difference in the assumption for the model’s dependence structure. In the conventional approach, which is characterized by the construction of a bivariate probability density weighting function [2], one transforms each of the variables to a standard normal variable. A key assumption of this formulation is that the transformed variables are jointly normal. In real-world applications, this assumption may not hold. Herr and Krzysztofowicz [8] conducted a study on the normality hypothesis with the use of 24-h precipitation data collected at a number of rain gauge locations in two river basins in the Appalachian Mountains. Their findings are mixed: for one basin, the normality hypothesis was not rejected in most of the cases; for the other basin, the hypothesis was rejected in most of the cases, albeit possibly of little practical concern. To further illustrate this point, Section 4.2 of this paper gives two examples showing that this normality assumption can be invalid for the cases under consideration. In the next section, it is shown that this assumption can be dropped if we formulate the BMGD using the Gaussian copula to yield an approximate model. With this approach, the BMGD becomes more flexible in that the dependence parameter of the distribution is not constrained by the data for modeling the marginal distributions. The theoretical implication of this relaxation is that the model can be tuned by adjusting the dependence parameter.

This work is primarily concerned with tuning the dependence parameter of the BMGD so that the model can fit the data better. The tuning is investigated for the BMGD as a bivariate distribution model (unconditional tuning) and for the one-dimensional conditional distribution of the observed given the forecast greater than a certain large value (conditional tuning). In the context of generating ensemble forecasts from the BMGD model, the adjustment pertains to a major objective of ensemble post-processing: reliability, which refers to statistical consistency between a priori predicted probabilities and a posteriori observed frequencies of the occurrence of an event under consideration [18]. If the data sample is sufficiently large, then a better fit of the model would translate to more reliable ensemble forecasts. The fit of the model may be improved by selecting more suitable marginal distributions as well as tuning the dependence parameter of the model. In this study, the focus is on model tuning in which both unconditional tuning and conditional tuning are explored.

This paper is organized as follows: Section 2 describes the two different approaches for formulating the BMGD. First, a brief description of the conventional approach is given. Then, a formulation with the copula approach is laid out. Methods used in this study for estimating the dependence parameter is also described. Section 3 describes a bivariate distribution model for an observed variable and its corresponding forecast variable for precipitation amounts. The model accounts for precipitation intermittency explicitly. Equations characterizing the intermittency are derived using calculus and elementary probability theory. In this model, the portion of the joint distribution where both variables are positive is separated out so that it can be modeled by the BMGD. Section 4 describes the numerical experiments conducted in this study. It includes a description of the experimental data and simulation processes, and a discussion of some results. Section 5 provides the discussion, and the final section gives the conclusions.
2. Bivariate Meta-Gaussian Distribution

2.1. Formulation

The conventional approach starts with a density weighting function [1,2]. A normality assumption is made with this approach. The following gives a description of how the BMGD can be obtained, without reference to the density weighting function, for easy comparison with the alternative approach. Consider the joint cumulative distribution function (CDF) of two continuous variables $X$ and $Y$:

$$F(x, y) := P(X \leq x, Y \leq y).$$  \hfill (1)

Denote the CDF of $X$ and $Y$ by $F_X(x)$ and $F_Y(y)$, respectively. Assume that $F_X(x)$ and $F_Y(y)$ are strictly increasing. Let $\Phi$ denote the standard normal distribution function and $\Phi^{-1}$ its inverse. The $X$ and $Y$ can be transformed to obtain two standard normal variables $Z$ and $W$: $Z = \Phi^{-1}(F_X(x))$ and $W = \Phi^{-1}(F_Y(y))$. The transformation involved is known as normal quantile transform (NQT). It follows that $P(X \leq x, Y \leq y) = P(Z \leq z, W \leq w)$, where $z = \Phi^{-1}(F_X(x))$ and $w = \Phi^{-1}(F_Y(y))$. Let $\rho$ denote the Pearson product-moment correlation coefficient between $Z$ and $W$. If we assume that

$$P(Z \leq z, W \leq w) = \Phi_p(z, w),$$  \hfill (2)

where $\Phi_p(z, w)$ is the standard bivariate normal distribution with correlation coefficient $\rho$, and define

$$H(x, y; \rho) := \Phi_p(\Phi^{-1}(F_X(x)), \Phi^{-1}(F_Y(y))),$$  \hfill (3)

then we have

$$F(x, y) = H(x, y; \rho).$$  \hfill (4)

Equation (3) is termed as meta-Gaussian distribution of $X$ and $Y$ [1], which is an exact model for $F(x, y)$ under the normality assumption of $P(Z \leq z, W \leq w)$.

This normality assumption, however, may not hold in certain real-world applications. If that is the case, it seems that what one can hope is that $H(x, y; \rho)$ is still close to $F(x, y)$. This leads to the question of whether we can tune the model to make it closer to $F(x, y)$. In particular, we ask whether an optimal value can be found to replace the $\rho$-value obtained by transforming $X$ and $Y$, such that the model is optimal under a given performance criterion. Furthermore, we ask whether $H(x, y; \rho) := \Phi_p(\Phi^{-1}(F_X(x)), \Phi^{-1}(F_Y(y)))$ is still a CDF with $\rho$ replaced by an arbitrary value in the unit interval. While the first question may be tackled by conducting numerical experiments, the second question can be answered using the copula theory. Indeed, using the Gaussian copula, we can redefine the BMGD with $\rho$ decoupled from $X$ and $Y$.

The bivariate Gaussian copula has the following form [19]:

$$C_\gamma(u, v) = \Phi_\gamma(\Phi^{-1}(u), \Phi^{-1}(v)), \hfill (5)$$

where $\Phi_\gamma$ is the bivariate standard normal distribution with correlation parameter $\gamma$ in $(-1, 1)$, $u$ and $v$ take values in the unit interval. Writing $u = F_X(x)$ and $v = F_Y(y)$, we recognize that the right-hand side of (3) becomes a Gaussian copula. Conversely, given a bivariate Gaussian copula and two CDFs $F_X(x)$ and $F_Y(y)$, Sklar’s theorem [20], entails that

$$H(x, y; \gamma) = \Phi_\gamma(\Phi^{-1}(F_X(x)), \Phi^{-1}(F_Y(y)))$$  \hfill (6)

is a joint CDF with marginal distributions $F_X(x)$ and $F_Y(y)$. Here, we use $\gamma$ in the equation to emphasize that its value is not necessarily the same as that of $\rho$, which is obtained from $X$ and $Y$. Generally, $H(x, y; \gamma)$ is the CDF of a random vector with $X$ and $Y$ as its marginal variables and a dependence structure that is different than that of $F(x, y)$. Note that $H(x, y; \gamma)$ is not equal to $F(x, y)$.
even when \( \gamma = \rho \) unless the normality condition given by (2) holds. Here, we denote this random vector by \((X, Y)_{\gamma}\) and refer to (6) as the meta-Gaussian distribution induced from \(X\) and \(Y\). Clearly, the BMGD is simply the bivariate Gaussian copula expressed in the original variables. While \((X, Y)_{\gamma}\) is an BMGD with an arbitrarily specified \(\gamma\) value in \((-1, 1)\), to obtain an approximate model to \((X, Y)\), the dependence parameter needs to be estimated using some estimator.

Equation (7) below is used in the simulation study of this work. For \((X, Y)_{\gamma}\), let \(H_{Y|X}(y_{p|x}|x)\) denote the conditional distribution of \(Y\) given \(X = x\). An expression for \(H_{Y|X}(y_{p|x}|x)\) is given in Appendix A. For a value of \(p\) in \((0, 1)\), the \(p\)-probability conditional quantile of \(Y\) given \(X = x\) is a value \(y_{p|x}\) of \(Y\) such that \(p = H_{Y|X}(y_{p|x}|x)\). From Equation (A2) in Appendix A, we have

\[
y_{p|x} = F_{Y}^{-1}\left(\Phi\left(\gamma\Phi^{-1}(F_{X}(x)) + (1 - \gamma^{2})^{1/2}\Phi^{-1}(p)\right)\right).
\]  

This equation is also given in [21], obtained by taking partial derivative of the copula with respect to \(u\), wherein the quantity \(y_{p|x}\) is referred to as the \(p\)-th copula quantile curve of \(y\) conditional on \(x\).

### 2.2. Estimation of the Dependence Parameter

The dependence parameter \(\gamma\) can be estimated once the marginals are specified. This estimation approach exploits the fundamental idea of separation between the univariate marginals and the dependence structure of the copula theory. Three estimation methods are described here.

#### 2.2.1. Pearson’s Correlation

Apparently, we can let \(\gamma = \rho\), the Pearson’s correlation coefficient between the two standard normal variables \(Z\) and \(W\), defined in the previous section. In theory, if the normality condition holds, this value renders the BMGD modeling exact.

#### 2.2.2. Maximum Likelihood

The method of maximum-likelihood is commonly used in parameter estimation for a statistical model. The maximum likelihood estimator (MLE) is statistically consistent and asymptotically normally distributed [22]. In this work, the method is used to estimate only the dependence parameter (separated from estimating parameters of the marginals), which can be thought as the second stage of the two-stage procedure for estimating copula parameters [23]. An application of this method in the context of multivariate meta-Gaussian distribution models is given by [24].

The MLE for \(\gamma\) in \(H(x, y; \gamma)\) can be obtained by following the standard procedure. Assume we have a sample of \(n\) points: \((x_{1}, y_{1}), (x_{2}, y_{2}), \ldots, (x_{n}, y_{n})\). The likelihood function is

\[
L(\gamma) = \prod_{i=1}^{n} h(x_{i}, y_{i}; \gamma).
\]

The corresponding log-likelihood function is

\[
\ell(\gamma) = \ln(L(\gamma)) = \sum_{i=1}^{n} \ln(h(x_{i}, y_{i}; \gamma)).
\]

Setting the derivative of the log-likelihood function to zero yields the following cubic equation:

\[
\gamma^{3} - \left(\frac{1}{n} \sum_{j=1}^{n} z_{j}w_{j}\right) \gamma^{2} + \left(\frac{1}{n} \sum_{j=1}^{n} (z_{j}^{2} + w_{j}^{2}) - 1\right) \gamma - \frac{1}{n} \sum_{j=1}^{n} z_{j}w_{j} = 0, \tag{8}
\]

where \(z_{j}\) and \(w_{j}\) are related to \(x_{j}\) and \(y_{j}\), respectively, through NQT described earlier in this section. The MLE is given by the real root of the above equation. Let \(b = \frac{1}{n} \sum_{j=1}^{n} z_{j}w_{j}\) and \(c = \frac{1}{n} \sum_{j=1}^{n} (z_{j}^{2} + w_{j}^{2}) - 1\), then the MLE is given by the real root of the cubic equation (8).
\( w^2 \) - 1. Let \( B = 2b^3 - 9bc + 27b, C = (b^2 - 4(b^2 - 3c)^3)^{1/2}, \) and \( D = \left(\frac{1}{2}(C + B)\right)^3 \). The real root of (8) is the following:

\[
\gamma = -\frac{1}{3}(b + D + \frac{b^2 - 3c}{D}).
\]

(9)

### 2.2.3. Minimization of the Mallows Distance

The Mallows distance is a similarity measure between two probability distributions. It can be defined in a number of ways at various levels of abstraction. Here, the one in [25] is given. Let \( P \) and \( Q \) be probability distributions on \( \mathbb{R}^n \). Consider joint distributions of the form \((X, Y)\) with \( X \) following \( P \) and \( Y \) following \( Q \). Let \( F \) be a joint distribution of \( X \) and \( Y \). The Mallows distance between \( P \) and \( Q \) can be defined by the minimum of the expected difference between \( X \) and \( Y \), taken over all joint probability distributions \( F \):

\[
M_P(P, Q) = \min_F \left\{ (E\|X - Y\|^{p})^{1/p} : (X, Y) \sim F, X \sim P, Y \sim Q \right\},
\]

(10)

where \( \| \cdot \| \) is usually taken to be the Euclidean or \( L^1 \) norm and \( p \geq 1 \). In this study, we set \( p = 1 \), in light of the fact that if \( P \) and \( Q \) are one-dimensional, the Mallows distance is simply the area between the two CDF curves [25]. This particular case is recognized as the area validation metric [26] in the discussion of proper divergence functions for evaluating differences between model output probability distributions and the corresponding empirical distributions of the data. Some important properties of the Mallows distance are given in [25, 27].

The Mallows distance is related to another similarity measure known as earth mover’s distance (EMD), introduced by [28] in the context of image retrieval. The Mallows distance is equivalent to the EMD when the EMD is applied to probability distributions. The equivalence, on the one hand, provides theoretical justification for the EMD by the theory of the Mallows distance, as shown by [25]; and, on the other hand, offers efficient algorithms available to the EMD for computing the Mallows distance numerically. Thus, optimal dependence parameter values are obtained by minimizing the EMD.

The EMD is a general and flexible metric for evaluating similarity or distance between two multi-dimensional distributions. The EMD is a cross-bin comparison measure. As such, it is more robust than those bin-by-bin comparison measures (histogram matching techniques such as Minkowski-form distance and histogram intersection). Bin-by-bin comparison measures have two major drawbacks: (1) they account only for similarity between corresponding bins; and (2) they are sensitive to bin size and therefore the selection of a proper bin size is important. By contrast, the EMD also uses information across bins and always yields better results with finer bins. For a detailed discussion of the EMD and its properties, see [28].

### 3. A Bivariate Distribution Model for Precipitation Amounts

Because of the intermittent nature of precipitation [29], modeling statistical relationships among variables of precipitation amounts can be demanding. For a single variable of precipitation amounts, one can employ a mixed-type distribution model that has a point mass at zero and a continuous probability density function over the positive domain. This modeling approach was adapted in [10] to introduce a mixed-type model for the bivariate case. For this mixed-type bivariate distribution, Herr and Krzysztofowicz [8] formulated equations for conditional distributions given a value of a marginal distribution. A full derivation of the equations using Dirac delta functions were given in [30, 31]. In this section, an alternative derivation is given using calculus and elementary probability theory. The derivation also provides a proof for Equation (D1) in [5].

Let \( X \) and \( Y \) denote accumulated precipitation amounts for a given temporal scale. We note here that \( X \geq 0 \) and \( Y \geq 0 \). Denote the joint CDF of \( X \) and \( Y \) by \( F(x, y) \). Then, \( F(x, y) \) can be expressed as:

\[
F(x, y) = p_{00} + p_{10}G_X(x) + p_{01}G_Y(y) + p_{11}D(x, y),
\]

(11)
where

\[
\begin{align*}
p_{00} &= P(X = 0, Y = 0), \\
p_{10} &= P(X > 0, Y = 0), \\
p_{01} &= P(X = 0, Y > 0), \\
p_{11} &= P(X > 0, Y > 0), \\
G_X(x) &= P(X \leq x | X > 0, Y = 0), \\
G_Y(y) &= P(Y \leq y | X = 0, Y > 0), \\
D(x, y) &= P(X \leq x, Y \leq y | X > 0, Y > 0).
\end{align*}
\]

Here, \(G_X(x)\), \(G_Y(y)\), and \(D(x, y)\) are assumed to be continuous. In this work, \(D(x, y)\) is modeled by the BMGD. It is easy to see that the point probability masses \(p_{00}, p_{10}, p_{01}, p_{11}\) sums to 1.

To obtain expressions for the following conditional distribution

\[
F_{Y|X}(y|x) := P(Y \leq y | X = x),
\]

we further define:

\[
\begin{align*}
D_X(x) &= P(X \leq x | X > 0, Y > 0), \\
D_{Y|X}(y|x) &= P(Y \leq y | X = x, X > 0, Y > 0), \\
F_{X|X>0}(x) &= P(X \leq x | X > 0).
\end{align*}
\]

Then, for \(x = 0\), we have

\[
F_{Y|X}(y|x) = a + (1 - a)G_Y(y),
\]

where \(a = p_{00}/(p_{00} + p_{01})\). If \(p_{00} + p_{01} = 0\), then \(P(X = 0) = 0\), indicating that (13) can not be defined for this case. For \(x > 0\), we have

\[
F_{Y|X}(y|x) = c(x) + (1 - c(x))D_{Y|X}(y|x),
\]

where

\[
c(x) = \frac{p_{10}G_X(x)}{p_{10}G_X(x) + p_{11}d_X(x)},
\]

with \(G_X\) being the density function corresponding to \(G_X\) and \(d_X\) corresponding to \(D_X\). If \(p_{10} = 0\), Equation (14) reduces to \(F_{Y|X}(y|x) = D_{Y|X}(y|x)\). If \(p_{10} = 0\) and \(p_{11} = 0\), then \(P(X > 0) = 0\), implying that the case of \(x > 0\) is void.

A proof for (15) using calculus and elementary probability theory is given in Appendix B. A similar form of this equation can be found in [8], which was derived with the use of Dirac delta functions [31].

4. Numerical Experiments

4.1. Data

The idea of tuning the BMGD model is tested using real-world data. The experimental data sets are collected for drainage basins or sub-areas of drainage basins. For the observed variable, historical values of 6-hly mean areal precipitation (MAP) for the drainage areas are used. For the forecast variable, 6-hly precipitation reforecasts generated from the Global Ensemble Forecast System (GEFS) of the U.S. National Centers for Environmental Prediction (NCEP) are used. A more detailed description of the data is given as follows.

The drainage areas considered in this study are selected from the service areas of the Arkansas–Red Basin (AB-), Colorado Basin (CB-), California–Nevada (CN-), and Middle Atlantic (MA-) River Forecast.
Centers (RFC) of the US National Weather Service (NWS), which are of different geophysical and climate characteristics [14]. Specifically, four drainage areas are selected as follows: the Chikaskia River at Blackwell in Oklahoma at ABRFC (ID: BLKO2); the middle zone of the Dolores River at Dolores in Colorado at CBRFC (ID: DOLC2LMF); the lower zone of the Eel River at Fort Seward in California at CNRFC (ID: FTSC1LLF); and the West Branch Delaware River at Walton in New York at MARFC (ID: WALN6).

The RFC-provided historical precipitation observations are MAP values accumulated over 6-h time periods. These 6-h MAP values came from rain-gauge only analysis or multisensor analysis [32], recorded in local time. Archives of these historical MAP values are available typically for several decades.

The GEFS version used is based on version 9.0.1 of the NCEP Global Forecast System (GFS), which is a deterministic forecast model. The GEFS uses the GFS model to produce a control member and then perturbs it to generate other ensemble members. This version has a horizontal resolution of T254 (~55 km) for forecast period of days 1–8 and T190 (~70 km) for forecast period of days 7.5–16. This GEFS version was used by the Earth System Research Laboratory of the US National Oceanic and Atmospheric Administration to produce GEFS reforecast datasets. The datasets are generated for the period between 1985 and 2010 [33]. Of the various configurations available for the GEFS reforecasts, the one used here has 11 ensemble members, produced daily with a forecast start time at 00 UTC.

Corresponding to a given MAP value, the mean value of the ensemble members (the GEFS reforecast ensemble has 11 members) is used for the forecast variable in the construction of the BMGD model. As a side remark, the practice of employing the ensemble mean in ensemble post-processing has been evaluated in several recent studies, conducted using long reforecast records (see, for example, [14]). The results in [14] indicate that the forecast ensembles generated by the BMGD model typically underestimate the largest observed precipitation amounts, but otherwise are reliable.

To create forecast-observation pairs, the 6-hly MAP values (recorded at hours 0, 6, 12, and 18 in local time) are matched with the GEFS ensemble mean values (issued for hours 0, 6, 12, and 18 in UTC) in such a way that their time differences in UTC are minimum. The GEFS reforecasts are gridded datasets. The reforecasts produced at the grid point that is closest to the centroid of the drainage area is selected. This is a regridding method referred to as the nearest neighbor (NN) method in the literature. More sophisticated regridding methods (e.g., bilinear interpolation) can be found in [34]. Whether another method would outperform the NN method depends on factors including the distance between the centroid and the nearest grid point as well as the geophysical and climate characteristics of the drainage area. Table 1 shows the coordinates of the centroid of the drainage areas and those of the corresponding GEFS grid points. We note that the differences between the centroid coordinates and the corresponding grid point coordinates are in the range of 0.06–0.41 degree for the latitude and 0.06–0.22 degree for the longitude, which are deemed small. Thus, the simple NN method is used instead of a more sophisticated method.

| Table 1. Drainage area centroids and corresponding GEFS grid points. |
|-----------------|-----------------|-----------------|-----------------|
|                  | **Centroid**    | **Grid Point**  |
|                  | Lon (°W)        | Lat (°N)        | Lon (°W)        | Lat (°N)        |
| BLKO2            | 97.28           | 36.81           | 97.50           | 37.22           |
| DOLC2LMF         | 108.22          | 37.63           | 108.28          | 37.69           |
| FTSC1LLF         | 123.15          | 39.60           | 123.28          | 39.56           |
| WALN6            | 75.14           | 42.17           | 75.00           | 42.37           |

4.2. Simulation

The statistical models and procedures described in the previous sections are coded using the R language to perform numerical simulations. Some R routines used in the simulations are obtained from the following R packages of the Comprehensive R Archive Network:
• Package ‘lmomco’: Providing extensive functions for computation of L-moments in addition to probability weighted moments, and parameter estimation for numerous distributions.

• Package ‘emdist’: Providing tools for computing the Earth Mover’s Distance.

Generally, precipitation amounts exhibit seasonal variations. Additionally, the forecast skill of the GEFS varies during the year. To account for these seasonal variations, seasonal windows of about 90 days are used to subset the historical MAP data and GEFS reforecast data so that simulations are performed for each of the four seasons: spring (Mar., Apr., May), summer (Jun., Jul., Aug.), fall (Sep., Oct., Nov.), and winter (Dec., Jan, Feb). For a given season, this study is focused on the forecast period of the first 24 h with precipitation amounts aggregated over the four 6-h sub-periods.

The three parameter Weibull distribution is used for modeling the two marginal distributions of the BMGD and the density functions involved in computing the \( c(x) \) in Equation (14). Simulated forecasts are generated from the fitted marginal distribution for the forecast. A common rain gauge detection limit is 0.01 inches. This value is used here as the threshold to distinguish between wet and dry conditions. Any MAP values and GEFS reforecast values less than this threshold are set to zero. The choice of the three parameter Weibull in this study is based on goodness-of-fit (GOF) by visual inspection of the CDF and quantile-quantile plots. It is found that the three parameter gamma distribution yields similar results.

The distance between the modeled and the empirical distributions can also be evaluated by comparing their conditional distributions. This way, a particular portion of the BMGD can be assessed for GOF. For example, assessing GOF for conditional distributions given large forecast amounts is important in forecasting heavy precipitation events for flood forecasting. In this experiment, GOF of the conditional distribution of the observed given the forecast greater than the 75th percentile of the forecasts obtained from ensemble mean values of the retrospective GEFS ensemble forecasts is also studied.

The BMGD is dependent on the value of \( \gamma \). This simulation study is aimed to evaluate the GOF, unconditionally and conditionally, between the empirical joint distribution and the modeled BMGD as \( \gamma \) varies. Optimal \( \gamma \) values may be found when a certain distance measure between the two distributions is minimum. In this study, two distance measures are used: the EMD and the well-known Kolmogorov–Smirnov statistic (KSS). We note here that the KSS is applied only for conditional distributions treated as one-dimensional. For each \( \gamma \) value, the number of simulated forecast-observation pairs is set to 50,000. For a given drainage area and season, a simulation run is executed as follows:

• Loop through a sequence of \( \gamma \) values. These values are created in increments of a certain step size.

• For a given \( \gamma \) value, loop to create simulated forecast-observation pairs.

• Draw a sample point from the forecast distribution.

• If this value is zero, generate an observation sample point from the distribution given in Equation (13). In this equation, the constant \( a \) dictates the probabilities of drawing a zero value or a non-zero value from \( G_Y(y) \).

• If the simulated forecast value is positive, generate an observation sample point from the distribution given in Equation (14). In this equation, the function \( c(x) \) dictates the probabilities of drawing a zero value or a non-zero value from \( D_{Y|X}(y|x) \).

For each \( \gamma \) value, a value of a distance measure is computed. This gives us a sequence of distance values. These values fluctuate as a function of \( \gamma \). To smooth out the fluctuations, a moving average with five steps is applied. The average is taken over the central value and the four values surrounding it.

4.3. Results

We now illustrate that the normality assumption discussed in Section 2 may fail to hold when dealing with real-world problems. Figure 1 shows the scatter plots of the transformed forecast and...
observed for drainage areas BLKO2 (a) and FTSC1LLF (b) for summer and winter, respectively. In the plots, the Z-axis represents the forecast and the W-axis the observed. We can see that neither scatter plot has an elliptical shape, a characteristic of the bivariate normal distribution. The straight edges seen in the plots can be attributed to the following: (1) the observed and forecast variables are right-skewed with a relatively large probability mass at the threshold value, which is 0.01 inches (a common rain gauge detection limit); and (2) when the observations are just 0.01 inches, the corresponding forecasts are spread out considerably, and vice versa. The lack of normality may also be caused by the rain gauges’ resolution: for small rainfall values, a high percentage of identical values are yielded. This may affect the transformed variables through NQT.

![Scatter plots of the transformed forecast and observed](image)

**Figure 1.** Scatter plots of the transformed forecast and observed.

Tuning the dependence parameter unconditionally is examined next. Figure 2 shows EMD values for a sequence of \( \gamma \) values and contrast them with the EMD values obtained from applying the sample Pearson’s correlation coefficient (SPCC), the maximum likelihood estimate (MLE), and the minimum EMD (MEMD), for the following combinations of drainage areas and seasons: DOLC2LMF-summer (a), BLKO2-Fall (b), FTSC1LLF-Winter (c), and WALN6-Summer (d). In the plots, the circles are EMD values at the corresponding \( \gamma \) values. The dots give smoothed EMD values. The solid triangle, diamond, and square marks the smoothed EMD values obtained from applying the SPCC, the MLE, and the MEMD, respectively. We can make a few observations from the plots. Firstly, the solid square (MEMD), as the minimum value of the smoothed EMD, is necessarily located below other EMD values in the plots. Secondly, in panel (a), all three methods yield EMD values that are computationally and statistically indistinguishable. Thirdly, the MEMD \( \gamma \) value is located to the right of the SPCC and MLE values for all four cases. For cases (b), (c), and (d), large percentage reductions in EMD are achieved by the MEMD method in comparison with the other two methods, with the MEMD \( \gamma \) value much greater than that of the other two methods.
Table 2 presents smoothed EMD values obtained from applying the SPCC, the MLE, and the MEMD for all the drainage areas and seasons considered in this work. We can see that, in the majority of cases, the SPCC and MLE give similar results. For BLKO2, all three methods give close EMD values except for Fall. For DOLC2LMF, the largest difference occurs for Spring where the EMD given by the SPCC is about 17% greater than that given by the MEMD. For FTSC1LLF, relative reduction in EMD ranging from 8% for Fall to about 18% for Winter is achieved by the MEMD. For WALN6, a 20% reduction in EMD occurs for Summer and a 30% reduction for Fall, respectively. For some cases, the results from the three estimation methods are close, statistically indistinguishable. For other cases, significant reductions of 10–20% in EMD are seen by MEMD relative to SPCC or MLE. It is worth noting that, for the case of BLKO2-Summer, despite the obvious lack of normality as indicated by Figure 1a, the MEMD is unable to provide any improvement. The results show that the MEMD performs better only in one-fourth of the cases. Overall, the results indicate that tuning the BMGD unconditionally under the MEMD does not bring much performance improvement over the SPCC and MLE, even though the performance criterion is MEMD itself, which is favorable. This lack of improvement may be explained in the context of conditional tuning. While conditional tuning for the largest quartile (forecast > 75th percentile) is investigated (results will be reported next), conditional tuning for the three smaller quartiles are also examined (results are not presented as the focus of this work is on the largest quartile). There seems to be a tendency that smaller quartiles correspond to smaller conditional tuning $\gamma$ values. It stands to reason that a $\gamma$ value yielded by the unconditional tuning represents the middle ground of the conditional tuning $\gamma$ values. This middle ground value lies close to the SPCC and MLE $\gamma$ values in the majority of cases.
Table 2. EMD between the empirical bivariate CDF and its simulated CDFs.

<table>
<thead>
<tr>
<th></th>
<th>Spring</th>
<th>Summer</th>
<th>Fall</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMD</td>
<td>EMD</td>
<td>EMD</td>
<td>EMD</td>
</tr>
<tr>
<td>BLKO2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPCC</td>
<td>0.62</td>
<td>0.36</td>
<td>0.59</td>
<td>0.77</td>
</tr>
<tr>
<td>MLE</td>
<td>0.66</td>
<td>0.41</td>
<td>0.59</td>
<td>0.81</td>
</tr>
<tr>
<td>MEMD</td>
<td>0.62</td>
<td>0.40</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>DOLC2LMF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPCC</td>
<td>0.38</td>
<td>0.32</td>
<td>0.31</td>
<td>0.40</td>
</tr>
<tr>
<td>MLE</td>
<td>0.39</td>
<td>0.34</td>
<td>0.35</td>
<td>0.43</td>
</tr>
<tr>
<td>MEMD</td>
<td>0.46</td>
<td>0.35</td>
<td>0.36</td>
<td>0.51</td>
</tr>
<tr>
<td>FTSC1LLF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPCC</td>
<td>0.77</td>
<td>0.58</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>MLE</td>
<td>0.79</td>
<td>0.65</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td>MEMD</td>
<td>0.85</td>
<td>0.62</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>WALN6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPCC</td>
<td>0.70</td>
<td>0.49</td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td>MLE</td>
<td>0.72</td>
<td>0.51</td>
<td>0.74</td>
<td>0.84</td>
</tr>
<tr>
<td>MEMD</td>
<td>0.74</td>
<td>0.62</td>
<td>0.77</td>
<td>0.78</td>
</tr>
</tbody>
</table>

As discussed previously, there are situations where the conditional distribution of the observed variable given the forecast in a certain range of its domain is of particular interest. In these situations, one may target this specific conditional distribution to achieve a better fit through model tuning, while recognizing that the dependence parameter tuned this way generally does not provide optimal values for the entire joint distribution. Here, the targeted conditional CDFs are the ones obtained with the observed variable conditioned on the corresponding forecast variable being greater than the 75th percentile. This conditional tuning is illustrated by Figure 3, which shows one-dimensional EMD (EMD1d) values for a sequence of $\gamma$ values for the same combinations of drainage areas and seasons used in Figure 2. In the plots, the circles represent the EMD1d values at the corresponding $\gamma$ values. The dots represent the smoothed EMD1d values. For all of the cases considered in this work, the optimal $\gamma$ values for the minimized smoothed EMD1d values are given in Table 3 below. The effect of this localized optimization can be demonstrated by Figure 4. This figure shows one-dimensional conditional CDFs for the observed variable for DOLC2LMF-Spring (a) and FTSC1LLF-Fall (b). The conditional CDFs are obtained with the observed variable conditioned on the corresponding forecast variable being greater than the 75th percentile. In each plot, along with an empirical CDF, CDFs obtained from simulations using the methods of SPCC (sim3-gray), MEMD applied to the bivariate distributions as described above (sim2-red), and MEMD applied to only the conditional distributions (sim1-blue) are given. We can see that sim1 yields the best fit for both cases. Since the EMD measures the area between two one-dimensional CDFs (Section 2), this outcome demonstrates well the fact that minimizing the EMD amounts to minimizing this area.
Figure 3. EMD values as a function of $\gamma$ for.

(c) FTSC1LLF-Winter  
(d) WALN6-Summer

Figure 4. The conditional empirical CDF and its simulated CDFs.
Table 3 presents more results for tuning the BMGD for the one-dimensional conditional distributions given forecast values being greater than the 75th percentile. In the table, the $\gamma$ values are obtained from the SPCC, MLE, MEMD2d (MEMD for the BMGD unconditionally), MEMD1d (MEMD for the conditional distribution), and MKSS (the minimum KSS for the conditional distribution). The associated EMD1d and KSS values are smoothed values. While the results are mixed and may seem perplexing, we highlight here the performance of the conditional tuning methods. For WALN6, comparing MEMD1d and MKSS with SPCC, MLE, and MEMD2d, we can see large percentage reductions in EMD1d and KSS for the Spring, Summer, and Winter. For other locations, the results are mixed in a complicated way. To have an objective assessment of the results, we count the number of cases that one method outperforms another. Specifically, to compare a given pair of methods, e.g., MKSS and SPCC, we form a ratio of the number of cases that MKSS outperforms SPCC to the number of cases the MKSS underperforms the SPCC. The performance ratios are tabulated in Table 4. For MKSS vs. SPCC, the ratio in EMD1d is found to be 13:0 in the row with MKSS and SPCC appearing under EMD1d. We can see that the unconditional tuning method MEMD2d outperforms the SPCC considerably as measured by the ratios, but not so much for MEMD2d vs. MLE. The effect of the conditional tuning is much greater than that of the unconditional tuning as the ratios for the MEMD1d and MKSS indicate. Of course, when the choice of tuning (optimization) criterion is EMD1d, it is necessary that the MEMD1d outperforms the other methods. This is true also for MKSS. What is interesting here is that the ratios under KSS compellingly favor the MEMD1d and those under EMD1d favor the MKSS. The results suggest that, when the dependence parameter is optimized for a targeted conditional distribution, the GOF of the conditional distribution can be improved.
5. Discussion and Concluding Remarks

Precipitation is intermittent. In order to model the joint distribution between two variables of precipitation amounts, a mixed-type bivariate distribution is considered in this paper. A new proof for an intermittency equation of the model is given. With the use of an embedded bivariate meta-Gaussian distribution, this modeling approach allows for an explicit treatment of precipitation intermittency as well as a wide choice of parametric and non-parametric models for the marginal distributions. The focus of this work is on the question of whether and how the bivariate meta-Gaussian distribution can be tuned to yield an optimal fit. The meta-Gaussian distribution can be formulated in two different ways. In the conventional formulation, a normality assumption is needed. In certain real-world applications, however, this assumption may not hold. The second formulation, starting from a copula setup, forgoes this assumption and thus allows for model tuning. In this study, predicted single-valued precipitation amounts for a river basin area constitute one variable, and the corresponding observed precipitation amounts the other. The study of this modeling approach is motivated by a need to quantify the uncertainty in the single-valued precipitation forecasts in certain hydrometeorologic applications. In this setting, the uncertainty can be quantified by the conditional distributions given the forecasts.

Numerical simulations are carried out using real-world data from the Global Ensemble Forecast System of the U.S. National Centers for Environmental Prediction and four U.S. National Weather Service River Forecast Centers. The parameter in the meta-Gaussian distribution that characterizes the dependence of the two marginals is tuned under the Mallows distance for the entire joint distribution to yield an optimal value. The results obtained from this optimization are compared with the results obtained from using the sample correlation coefficient and maximum likelihood estimate as parameter values. It is found that the sample correlation coefficient and maximum likelihood estimate produce similar results for all the cases studied. Additionally, for three-fourths of the cases, results yielded by the sample correlation coefficient and the minimum Mallows distance are very close. These results suggest that tuning this dependence parameter has limited effects in altering the behaviour of the meta-Gaussian distribution model toward a better overall model fit.

It is known that the statistical relationship between a precipitation forecast variable and its corresponding observed variable can be nonlinear and heteroscedastic. Specifically, heteroscedasticity here refers to the situation in which the variance of the observed precipitation amounts changes over the range of the forecast precipitation amounts. The dependence parameter values determined from the conventional methods can be thought of as a middle-ground for balancing the fit across this range. When the meta-Gaussian distribution model for precipitation amounts is applied in predicting floods, goodness-of-fit (GOF) for the heavy precipitation amounts in the modeling has a larger impact than that for the light precipitation amounts, which entails a dependence parameter value tuned for the heavy precipitation amounts. This important aspect is investigated by applying the Mallows distance and the Kolmogorov–Smirnov statistic to finding an optimal dependence parameter value for the conditional distribution given the forecast greater than the 75th percentile of the forecast values.
The results suggest that, when the dependence parameter is optimized for a targeted conditional distribution, the GOF of the conditional distribution can be improved.
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**Appendix A**

Equation (7) is used in the simulation study of this work. A derivation of this equation is included below for completeness. The derivation is different than the one given in [35]. We start with the density function of (6), denoted here by

\[
h(x, y; \gamma) = f_X(x) f_Y(y) \phi_y(\Phi^{-1}(F_X(x)), \Phi^{-1}(F_Y(y))) \phi(\Phi^{-1}(F_X(x))) \phi(\Phi^{-1}(F_Y(y))),
\]

(A1)

where \(f_X, f_Y, \phi, \) and \(\phi_y\) are the density functions corresponding to \(F_X, F_Y, \Phi, \) and \(\Phi_y, \) respectively. From Equation (6), by definition, we have:

\[
H(x, y; \gamma) = \int_{-\infty}^{\Phi^{-1}(F_X(x))} \left( \int_{-\infty}^{\Phi^{-1}(F_Y(y))} \phi_y(s, t) \, dt \right) \, ds
\]

\[
= \int_{-\infty}^{\Phi^{-1}(F_X(x))} \left( \int_{0}^{F_Y(y)} \phi_y(s, \Phi^{-1}(z)) \frac{1}{\phi(\Phi^{-1}(z))} \, dz \right) \, ds
\]

\[
= \int_{-\infty}^{\Phi^{-1}(F_X(x))} \left( \int_{0}^{y} \phi_y(s, \Phi^{-1}(F_Y(t))) \frac{f_Y(t)}{\phi(\Phi^{-1}(F_Y(t)))} \, dt \right) \, ds
\]

\[
= \int_{-\infty}^{x} \int_{-\infty}^{y} \phi_y(\Phi^{-1}(F_X(s)), \Phi^{-1}(F_Y(t))) \frac{f_X(s)f_Y(t)}{\phi(\Phi^{-1}(F_X(s))) \phi(\Phi^{-1}(F_Y(t)))} \, ds \, dt.
\]

It follows that \(H(x, y; \gamma)\) has the density given in (A1).

Using (A1), we can obtain, for \((X, Y)_\gamma\), the conditional distribution of \(Y\) given \(X = x\):

\[
H_{Y|X}(y|x; \gamma) = \Phi \left( \frac{\Phi^{-1}(F_Y(y)) - \gamma \Phi^{-1}(F_X(x))}{(1 - \gamma^2)^{1/2}} \right).
\]

(A2)

Indeed, from density function (A1), by definition, we have:
Equation (A2) is of the same form as given in [2], although derived using a different approach.

**Appendix B**

A derivation of Equation (15) using calculus and elementary probability theory is given here. Assume $x > 0$. The conditional distribution $F_{Y|X}(y|x)$ is, by definition, the following limit:

$$F_{Y|X}(y|x) = \lim_{\epsilon \to 0^+} P(Y \leq y | X \in I_x(\epsilon)),$$

(A3)

where $I_x(\epsilon) = (x - \epsilon, x + \epsilon], x - \epsilon > 0$. Now $P(Y \leq y | X \in I_x(\epsilon))$ can be decomposed as:

$$P(Y \leq y | X \in I_x(\epsilon))$$

(A4)

$$= P(Y = 0 | X \in I_x(\epsilon)) + P(0 < Y \leq y | X \in I_x(\epsilon)).$$

Using Bayes’ Theorem, the second term of the right-hand side of this equation can be expressed as

$$P(0 < Y \leq y | X \in I_x(\epsilon))$$

(A5)

$$= P(Y \leq y | X \in I_x(\epsilon), Y > 0)P(Y > 0 | X \in I_x(\epsilon))$$

$$= P(Y \leq y | X \in I_x(\epsilon), Y > 0)(1 - P(Y = 0 | X \in I_x(\epsilon))).$$

It follows that (A4) can be written as

$$P(Y \leq y | X \in I_x(\epsilon))$$

(A6)

$$= P(Y = 0 | X \in I_x(\epsilon)) + (1 - P(Y = 0 | X \in I_x(\epsilon)))P(Y \leq y | X \in I_x(\epsilon), Y > 0).$$

Next, we show that

$$\lim_{\epsilon \to 0^+} P(Y = 0 | X \in I_x(\epsilon)) = c(x),$$

(A7)

where $c(x)$ is the expression given in (15). By Bayes’ Theorem, we have

$$P(Y = 0 | X \in I_x(\epsilon)) = \frac{P(X \in I_x(\epsilon) | Y = 0)P(Y = 0)}{P(X \in I_x(\epsilon))}.$$  

(A8)
The denominator of the right-hand side of (A8) can be written as

\[ P(X \in I_x(\epsilon)) = P(X \leq x + \epsilon) - P(X \leq x - \epsilon). \]

Applying the steps used to obtain (A4)–(A6) to the first term and then the second term of the above equation, we have

\[
P(X \in I_x(\epsilon)) = (1 - P(X = 0))(P(X \leq x + \epsilon|X > 0) - P(X \leq x - \epsilon|X > 0))
\]

\[
= (1 - P(X = 0)) \int_{x-\epsilon}^{x+\epsilon} f_{X|X>0}(t) \, dt
\]

\[
= 2\epsilon f_{X|X>0}(\xi_x)(1 - P(X = 0)),
\]

where \( f_{X|X>0} \) is the density function associated with \( F_{X|X>0} \) defined in Section 3, and \( \xi_x \) is a point in \((x - \epsilon, x + \epsilon)\) (First, mean value theorem for integration). Similarly, we can obtain the following equation for \( P(X \in I_x(\epsilon) | Y = 0) \) in (A8):

\[ P(X \in I_x(\epsilon) | Y = 0) = 2\epsilon g_X(\xi_x)(1 - P(X = 0 | Y = 0)), \]

where \( g_X \) is the density corresponding to \( G_X \) defined in Section 3 and \( \xi_x \) is in \((x - \epsilon, x + \epsilon)\). It follows that

\[
\lim_{\epsilon \to 0^+} (P(Y = 0 | X \in I_x(\epsilon)) = (1 - P(X = 0 | Y = 0))g_X(\xi_x)P(Y = 0)
\]

\[
= (1 - P(X = 0))f_{X|X>0}(\xi_x)P(Y = 0)
\]

\[
= \frac{p_{10}g_X(x)}{(p_{10} + p_{11})f_{X|X>0}(x)}.
\]

To obtain \( c(x) \), it remains to show that

\[
(p_{10} + p_{11})f_{X|X>0}(x) = p_{10}g_X(x) + p_{11}d_X(x),
\]

where \( d_X(x) \) is the density corresponding to \( D_X(x) \) defined in Section 3. Indeed, we have

\[
(p_{10} + p_{11})F_{X|X>0}(x)
\]

\[
= (p_{10} + p_{11})P(X \leq x | X > 0)
\]

\[
= (p_{10} + p_{11})P(X \leq x, X > 0) / P(X > 0)
\]

\[
= P(X \leq x, X > 0, Y = 0) + P(X \leq x, X > 0, Y > 0)
\]

\[
= p_{10}P(X \leq x | X > 0, Y = 0) + p_{11}P(X \leq x | X > 0, Y > 0)
\]

\[
= p_{10}G_X(x) + p_{11}D_X(x).
\]

Now, we assume that \( g_X(x), d_X(x) \), and \( f_{X|X>0}(x) \) are continuous. Then, the above equation is differentiable on both sides, which implies (A10).
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