An Extended Car-Following Model Considering Generalized Preceding Vehicles in V2X Environment
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Abstract: Vehicle-to-everything (V2X) technology will significantly enhance the information perception ability of drivers and assist them in optimizing car-following behavior. Utilizing V2X technology, drivers could obtain motion state information of the front vehicle, non-neighboring front vehicle, and front vehicles in the adjacent lanes (these vehicles are collectively referred to as generalized preceding vehicles in this research). However, understanding of the impact exerted by the above information on car-following behavior and traffic flow is limited. In this paper, a car-following model considering the average velocity of generalized preceding vehicles (GPV) is proposed to explore the impact and then calibrated with the next generation simulation (NGSIM) data utilizing the genetic algorithm. The neutral stability condition of the model is derived via linear stability analysis. Numerical simulation on the starting, braking and disturbance propagation process is implemented to further study features of the established model and traffic flow stability. Research results suggest that the fitting accuracy of the GPV model is 40.497% higher than the full velocity difference (FVD) model. Good agreement between the theoretical analysis and the numerical simulation reveals that motion state information of GPV can stabilize traffic flow of following vehicles and thus alleviate traffic congestion.
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1. Introduction

With the development of urbanization and motorization, the number of vehicles continues to grow, and congestion has become one of the main problems existing in cities around the world. Due to the limitation of urban space, previous methods of reducing traffic jams, such as building more infrastructure, have been producing very little effect. Regarded as an effective technological approach to improve transportation efficiency and alleviate traffic congestion, the intelligent transportation system (ITS) has received increasing attention. As one of the most important parts of ITS, V2X technology, which is the general term for communication and information technologies enabling vehicles to connect to everything [1,2], can significantly broaden the driver’s information perception range, enhance the driver’s information perception ability by enabling them to obtain the information about movement state of vehicles on the road. Compared with the ordinary traffic environment, driver’s car-following and other driving behavior, as well as traffic flow of following vehicles, will show different characteristics in the V2X environment [3–5]. The impact of the information mentioned above on car-following behavior and traffic flow was explored by scholars via constructing car-following
models. Nagatani [6] proposed an extended car-following model and explored the impact of the non-neighboring front vehicle position information. Lenz et al. [7] and Ge et al. [8] respectively established a car-following model considering the headway of an arbitrary number of vehicles ahead in the current lane. Unlike Lenz believed that car-following behavior in the model was the result of multiple optimal velocity functions related to each headway, Ge believed that car-following behavior was the result of one optimal velocity function related to multiple headways. Chen et al. [9] further incorporated the desired following distance and explored the impact of this information by developing an improved car-following model. Li et al. [10] established an extended car-following model with consideration of the relative velocity of an arbitrary number of vehicles ahead. Hu et al. [11] further considered drivers’ reaction delay and extended the car-following model. Instead of drivers’ reaction delay, Guo et al. [12] further investigated velocity fluctuation feedback information. Peng et al. [13] presented an improved car-following model based on both headway and relative velocity information of an arbitrary number of preceding vehicles. Li et al. [14] proposed an extended car-following model to concurrently study headway, relative velocity and acceleration information of an arbitrary number of vehicles ahead in the current lane. Compared with the motion state information of an arbitrary number of vehicles ahead in the current lane, drivers incline to pay more attention to the motion state of vehicles that are in their view. For vehicles outside the field of view, drivers tend to focus on their overall motion state instead of individual motion state. Based on this, sun et al. [15] established an extended car-following model considering headway of the front vehicle and the average velocity of an arbitrary number of vehicles ahead in the current lane. Kuang et al. [16], Guo et al. [17] and Zhu et al. [18] presented modified car-following models to explore the information of average headway, average field velocity, the average desired velocity, respectively rather than the average velocity. Soon afterward, Kuang et al. [19] built an extended car-following model with consideration of average velocity and average desired velocity in the meantime. Results of the above research revealed that providing motion state information of vehicles ahead in the current line to drivers could assist them to optimize car-following behavior and thus enhance the stability of traffic flow. However, urban roads are not all one-lane roads, and traffic flow on each lane of multi-lane roads is not independent of each other. Common driving experience also suggests that drivers will pay attention to motion state of vehicles ahead in the current and adjacent lanes at the same time. In recent years, a large number of research upon car-following behavior for different aims, such as traffic flow prediction [20], feedback control [21] or the safety analysis [22,23], and based on various idea, such as considering driver’s memory effect [24–26] or driver’s visual characteristics [27], communication delay [28], reaction delay [29], have been worked out. Among them, several efforts upon vehicle platoon control in V2X environment [30,31] or the influence of V2X technology on driving behavior [32,33] have been conducted. However, understanding about the impact exerted by motion state information, which is available for the drivers using V2X technology in ITS, of preceding vehicles including ones in the adjacent lanes on car-following behavior and traffic flow is still limited.

Motivated by the above contents, a concept called GPV is proposed to stand for the vehicles group consisted of the front vehicle, non-neighboring front vehicle, and neighboring front vehicles in the adjacent lanes (also known as left/right front vehicle), and average velocity is employed to represent motion state of GPV. Based on these, an extended car-following model is established in Section 2 and then calibrated with the NGSIM data set using the genetic algorithm in Section 3. The stability condition of the model is derived through linear stability analysis in Section 4, and the performance of our model is studied utilizing numerical simulation in Section 5. Based on these efforts, the impact of GPV motion state information on car-following behavior and traffic flow in the V2X environment is explored. Research results are discussed in Section 6, and the conclusion is given in Section 7.

2. Model

Car-following is the behavior, which is ubiquity in the traffic system, that driver manipulates his/her vehicle to follow the vehicles ahead. To study the characteristics of the car-following behavior
and traffic flow, multi car-following models [34–38] were proposed based on various modeling ideas. Bando et al. [34] believe that drivers always attempt to keep a safe velocity depending on the headway between two successive vehicles when following the front vehicle. According to this, Bando proposed a car-following model called the optimal velocity (OV) model, and its motion equation is as follows:

\[
\frac{dv_n(t)}{dt} = a[V(\Delta x_n) - v_n(t)]
\]  

(1)

where \(a\) represents the sensitivity of the driver. \(V(\Delta x_n)\) is the optimal velocity function, and \(\Delta x_n = x_{n+1}(t) - x_n(t)\) denotes the headway of the two successive vehicles. \(x_n(t)\) and \(v_n(t)\) are, respectively, the position and velocity of the \(n\)th vehicle where \(t\) represents time.

Helbing and Tilch [35] found that the OV model would work out excessive acceleration/deceleration during calibration of the optimal velocity function. To improve the OV model, Helbing established the generalized force (GF) model by introducing the negative velocity difference. Formulation of the GF model is as follows:

\[
\frac{dv_n(t)}{dt} = a[V(\Delta x_n) - v_n(t)] + \lambda H[\Delta v_n(t)]\Delta v_n(t)
\]

(2)

where \(a\) and \(\lambda\) represent the sensitivity of the driver. \(H\) is the Heaviside function and \(\Delta v_n(t) = v_{j+1} - v_j\) is the velocity difference between the leading vehicle \(j + 1\) and the following vehicle \(j\).

The GF model improved the OV model by solving the problem of excessive acceleration/deceleration. However, there are still some imperfections in the GF model. For instance, the following vehicle will not slow down when the headway is less than the minimum safety headway, and the preceding vehicle is going much faster. Motivated by these, Jiang et al. [36] constructed the full velocity difference (FVD) model by further considering the positive velocity difference. Its motion equation is as follows:

\[
\frac{dv_n(t)}{dt} = a[V(\Delta x_n) - v_n(t)] + \lambda \Delta v_n(t)
\]

(3)

Compared with the OV and CF models, the FVD model shows higher performance in simulating traffic flow and, especially, studying the stability of traffic flow.

However, the aforementioned models only reflect the interaction between the vehicle and its front vehicle. In a realistic traffic system, drivers not only focus on the vehicle ahead but also pay attention to multi preceding vehicles. Especially in a V2X environment, drivers can obtain massive information (for example, the velocity of an arbitrary number of vehicles ahead). Compared with an arbitrary number of vehicles ahead in the current lane, the driver would pay more attention to nearby vehicles, particularly the GPV, which are in the driver’s field of view. Among vehicles that are of GPV, the driver is primarily concerned with the vehicle in front of him/her to maintain a safe distance and avoid a collision. On this basis, the driver would also focus on GPV to optimize car-following behavior. Based on the above contents, an extended car-following model called the GPV model is proposed by introducing the average velocity of GPV, which can reflect the whole traffic situation on the segment [15].

The model’s dynamic equation is as follows:

\[
\frac{dv_n(t)}{dt} = p[a[V(\Delta x_n) - v_n(t)] + \lambda v_n(t)] + (1-p)[\bar{v}_n - v_n(t)]
\]

(4)

where \(a, \lambda\) and \(p\) respectively represent the sensitivity of driver about optimal velocity difference, velocity difference and the difference between GPV’s average velocity and self-vehicle velocity, and the drivers are assumed to be ideal and identical, which is expressed by a constant value of sensitivity in the GPV model. \(\bar{v}_n\) is the average velocity of GPV and \(\bar{v}_n = (v_{n+1}(t) + v_{n+2}(t) + v_l(t) + v_r(t))/4\), where \(v_{n+1}(t), v_{n+2}(t), v_l(t)\) and \(v_r(t)\) are the velocity of the front vehicle, non-neighboring front vehicle, left and right front vehicles in the adjacent lanes.
In this research, the optimal velocity function calibrated with empirical data by Helbing [35] is employed:

\[ V(\Delta x_n) = V_1 + V_2 \tanh[C_1(\Delta x_n - L_c) - C_2] \tag{5} \]

Parameters in Equation (5) are set, as shown in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( V_1 )</th>
<th>( V_2 )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( L_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6.75</td>
<td>7.91</td>
<td>0.13</td>
<td>1.57</td>
<td>5</td>
</tr>
</tbody>
</table>

By substituting Equation (5) into Equation (4), Equation (4) can be rewritten as:

\[ \frac{dv_n(t)}{dt} = p[a[V_1 + V_2 \tanh[C_1(\Delta x_n - L_c) - C_2] - v_n(t)] + C_1^2 v_n(t)] + (1 - p)[\bar{v}_n - v_n(t)] \tag{6} \]

3. Parameter Calibration

NGSIM project initiated by the American Federal Highway Administration provides large-scale, high-precision vehicle trajectory data for the study of traffic flow theory, including the car-following model. The US101 data set of NGSIM is employed to celebrate the GPV model constructed in the previous section and then verify the celebration. To obtain suitable data for this specific work, selection of US101 data set need to be taken according to the following rules:

Rule 1: Lane number. The highway section where the US101 data set is collected is divided into 4 lanes, and 1 ramp numbered 1–5, as shown in Figure 1. Considering that lane 4 is next to ramp 5 and lane-changing behavior is frequent, vehicles in lane 4 and ramp 5 will not be regarded as object vehicle to eliminate interference on car-following behavior exerted by lane-changing behavior. Further considering that the front vehicles in the adjacent lanes are introduced into the GPV model, vehicles only in lane 2 can be regarded as an object vehicle.

![Figure 1. Lane setting of US101 collection section.](image)

Rule 2: Integrity of the vehicle group. GPV is comprehensively considered in our model, and thus the object vehicle for this research should have a complete GPV group. Based on this, the object vehicle for this research should have the front vehicle, non-neighboring front vehicle and left/right front vehicle to meet the integrity standard of the vehicle group.

Rule 3: Time headway between the object vehicle and its front vehicle. If time headway between the vehicle and its front vehicle exceeds 5 s [39], movement of the vehicle is no longer restricted by its front vehicle, and the vehicle will not be considered to be in a car-following state. Vehicles which are in the car-following state can be regarded as an object vehicle for our study.

Rule 4: Duration of car-following state. To ensure that the amount of data contained in each set of trajectory data are consistent and sufficient, the duration of the car-following behavior is set as 30 s considering characteristics of the US101 data set and its collection section.
According to rules 1–4, data filtering progress can be determined, as shown in Figure 2. Based on these, a selection of the US101 dataset is carried out, and 162 sets of trajectory data suitable for our research are obtained. Half of the datasets are randomly selected for calibrating model parameters, and the others are used to verify calibration results.

Calibration of parameters in the car-following model is a kind of optimum solution for nonlinear programming problems. In this work, the objective function is calculation error between actual data and model output, variables to be optimized are parameters in the model, and constraints are the physical boundaries of these parameters. The genetic algorithm is widely used and has shown high performance in dealing with this kind of problems [40,41]; parameters in the genetic algorithm used in this research are set as follows:

(a) population size: 60;
(b) crossover probability: 0.9;
(c) mutation probability: 0.2;
(d) iteration number: 500;
(e) value range of parameters to be celebrated: \( a \in [0, 2], \lambda \in [0, 1], p \in [0, 1] \).

Utilizing MATLAB (Version 9.6) software, parameters in the GPV model is calibrated. The FVD model constructed in [36] is also calibrated for comparison and further exploration in the following sections. Calibration results are as shown in Table 2.

Table 2. Calibration results of parameters in the generalized preceding vehicles (GPV) model and the full velocity difference (FVD) model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GPV Model</th>
<th>FVD Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>0.767</td>
<td>0.852</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.301</td>
<td>0.389</td>
</tr>
<tr>
<td>( p )</td>
<td>0.769</td>
<td>—</td>
</tr>
</tbody>
</table>

To verify the calibration results of parameters in the GPV model and the FVD model, mean absolute error (MAE) and mean absolute relative error (MARE) are employed as the performance index. The equations of MAE and MARE are as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i^n| 
\]  

(7)
MARE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - y_m^i|}{y_i} \tag{8}

where \( y \) is the acceleration of the object vehicle. \( y_i \) and \( y_m^i \) represent, respectively, the \( i \)th measured value and \( i \)th calculated value with the model. The evaluation results of parameters calibration are as shown in Table 3.

Table 3. Evaluation Results of the parameter calibrations.

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>GPV Model</th>
<th>FVD Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>1.4746</td>
<td>2.495</td>
</tr>
<tr>
<td>MARE</td>
<td>0.1712</td>
<td>3.2896</td>
</tr>
</tbody>
</table>

From Table 3, one can obtain that the calibration results are solid, and all performance indexes of the GPV model are superior to those of the FVD model. According to Table 3, we can obtain that the fitting accuracy of the GPV model to the data measured in the field is 40.497% higher than that of the FVD model. In order to further verify and evaluate the results of parameters calibration and explore the performance of the GPV model in fitting data measured in the field, we calculate acceleration using the GPV model and the FVD model with calibrated parameters and compare the calculation results with the 81 data sets which are randomly selected for verification in previous contents. Part of the comparison results is shown in Figure 3.

Figure 3. Comparison of computational acceleration between the GPV model and the FVD model with the verification data sets (part).

The comparison results reveal that the GPV model has higher fitting accuracy to data measured in the field than the FVD model. It is noteworthy that the fitting acceleration curve of the FVD model has bigger curvature in several places, and there is a certain delay in acceleration calculation results of the FVD model, especially in the deceleration phase. The causation of this phenomenon is that drivers adjust car-following behavior only according to the motion state of their front vehicle in the FVD model and cannot grasp the traffic situation further ahead, which will guide them to take measures in advance and thus reduce reaction delay. The above results suggest that GPV’s motion state, such as
average velocity, plays an important role in improving the performance of the car-following model in fitting data measured in the field.

4. Stability Analysis

To explore the impact of average velocity information of GPV on traffic flow in the V2X environment, linear stability analysis is conducted based on the perturbation method [34,42,43]. Assuming that all three lanes in the system are in the same stable state, which means all vehicles maintain the same headway \( h \) and velocity \( V(h) \), at the initial moment, the position of the \( n \)th vehicle can be expressed as follows:

\[
x_n^{(0)}(t) = hn + V(h)t
\]

where \( h = L/N \). \( L \) is the length of the road and \( N \) is the total number of vehicles on the road. \( V(h) \) is the optimal velocity.

Suppose \( y_n(t) \) to be a small deviation from the stable state solution \( x_n^{(0)}(t) \)

\[
x_n(t) = x_n^{(0)}(t) + y_n(t)
\]

Substituting Equations (9) and (10) into Equation (6) and linearizing the equation, one can obtain

\[
\frac{dy_n(t)}{dt} = p\left(\frac{\partial}{\partial x_n}V'(h)\Delta y_n(t) - \frac{dy_n(t)}{dt}\right) + \lambda \frac{\partial y_n(t)}{dt} + \frac{1}{4}\left(\frac{dy_{n+1}(t)}{dt} + \frac{dy_{n-2}(t)}{dt} + \frac{dy_{n+2}(t)}{dt} + \frac{dy_{n-1}(t)}{dt}\right)
\]

where \( \Delta y_n(t) = y_{n+1}(t) - y_n(t) \) and \( V'(h) = \frac{dV(\Delta x_n)}{d\Delta x_n} |_{\Delta x_n=h} \). According to vehicles in all three lanes of the road are at the same stable state, one can obtain

\[
\frac{dy_n(t)}{dt} = \frac{dy_{n+1}(t)}{dt} = \frac{dy_{n+2}(t)}{dt} = \frac{dy_{n-1}(t)}{dt}.
\]

Substituting \( y_n(t) = e^{\lambda t+\epsilon x} \) into Equation (11), one can obtain

\[
z^2 = p\left(\frac{\partial}{\partial x_n}V'(h)(e^{ik} - 1) + \lambda z(e^{ik} - 1)\right) + (1 - p)\left(\frac{1}{4}(3ze^{ik} + ze^{2ik}) - z\right)
\]

By expanding \( y_n(t) \), where \( z = z_1(ik) + z_2(ik)^2 + \cdots \), and inserting it into Equation (12), the first- and second-order terms of \( ik \) can be obtained as follows:

\[
z_1 = V'(h)
\]

\[
z_2 = \frac{2paV'(h) - 4z_1^2 + 5(1 - p)z_1 + 4p\lambda z_1}{4pa}
\]

For long wavelength modes, the uniformly stable state traffic flow becomes unstable if \( z_2 < 0 \), while the uniformly stable state traffic flow remains stable if \( z_2 > 0 \). Therefore, the neutral stability condition is given as:

\[
a = \frac{4V'(h) - 5(1 - p) - 4p\lambda}{2p}
\]

For small disturbances with long wavelengths, the uniform traffic flow is stable if

\[
a > \frac{4V'(h) - 5(1 - p) - 4p\lambda}{2p}
\]

Based on Equation (15) and parameters calibrated in Section 3, the neutral stability curves of the GPV and FVD models in the headway-sensitivity space are as shown in Figure 4. From Figure 4, one can see that the headway-sensitivity phase space is divided into two regions by the neutral stability curves. The first is the stable region, which is above the corresponding neutral stability curve, and the second is the unstable region, which is below the corresponding neutral stability curve. In a stable region,
traffic flow is stable, which means that small disturbances will be suppressed and, thus, traffic jams will not occur. In the unstable region, traffic flow is unstable, and density waves emerge. In this region, small disturbances cannot be suppressed effectively, and, on the contrary, it will gradually enlarge with propagation, which could lead to congestion eventually.

**Figure 4.** The neutral stability curves of the GPV model and the FVD model with calibrated parameters.

To explore the impact of the sensitivity parameter $p$ on the stability of traffic flow, the neutral stability curves of the GPV model with different $p$, as $p = 0.9, 0.8, 0.7, 0.6, 0.5$ respectively, are obtained when $\lambda = 0.2$ as shown in Figure 5. From Figure 5, one can obtain that with the decrease $p$, the neutral stability curve gradually moves down, and the stable region keeps enlarging.

**Figure 5.** The neutral stability curves of the GPV model with different $p$ compared with that of the FVD model when $\lambda = 0.2$. 
From Figures 4 and 5, one can obtain that stable region of the GPV model is larger than that of the FVD model. This is because motion state of GPV considered in our model can assist driver with better grasping traffic condition ahead and taking measures in advance to maintain stable state as much as possible, and thus enhance the stability of traffic flow, which suggests that motion state such as average velocity of GPV plays an important role in enhancing the stability of traffic flow.

5. Numerical Simulation

To further verify analysis results in previous sections and study characterize features of the GPV model, numerical simulation on three typical traffic scenarios with comparison to the FVD model is carried out utilizing MATLAB (Version 9.6) software in this section. The three typical traffic scenarios, including the starting process, braking process as well as disturbance process, are constructed as shown in the following contents, and the motion state of vehicles in the scenarios are determined by the GPV model or the FVD model via numerical computation.

5.1. Simulation of Starting Process

To simulate the car-following behavior of vehicles in the starting process at the intersection when the traffic light turns from red to green in a realistic traffic system, the simulation scenario about vehicle starting process is set as the following: At an intersection with a traffic light, 10 identical vehicles stop and wait in every single of three lanes with the same headway of 10 m between any two consecutive vehicles, and all vehicles are about to start when the traffic light turns from red to green and move in the same direction. The vehicles in the middle of all three lanes are selected as object vehicles and marked as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario. At the beginning of the simulation, the traffic light turns green, and the vehicles start in sequence. The velocity limit of all object vehicles is set as 5 m/s, and the termination condition of this simulation is set as all object vehicles reach the velocity limit. The velocity and acceleration of all object vehicles are studied, as shown in Figures 6 and 7.

Figure 6 illustrates the simulated velocity of the two models. As indicated in Figure 6a, it takes 19 s for all object vehicles to reach the preset velocity (5 m/s) in the simulation with the GPV model. By comparison, it takes 21 s to reach the same state with the FVD model, as shown in Figure 6b. (The lines with different color in Figure 6 as well as Figures 7–9 respectively represents the object vehicles and wait in every single of three lanes with the same headway of 10 m between any two consecutive vehicles. The vehicles in the middle of all three lanes are selected as object vehicles and marked as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario. Moreover, regarding the comparability of simulation results, the scenario for different color in Figure 6 as well as Figures 7–9 respectively represents the object vehicles and mark as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario. The velocity limit of all object vehicles is set as 5 m/s, and the termination condition of this simulation is set as all object vehicles reach the velocity limit. The velocity and acceleration of all object vehicles are studied, as shown in Figures 6 and 7.

Figure 6 illustrates the simulated velocity of the two models. As indicated in Figure 6a, it takes 19 s for all object vehicles to reach the preset velocity (5 m/s) in the simulation with the GPV model. By comparison, it takes 21 s to reach the same state with the FVD model, as shown in Figure 6b. (The lines with different color in Figure 6 as well as Figures 7–9 respectively represents the object vehicles and wait in every single of three lanes with the same headway of 10 m between any two consecutive vehicles. The vehicles in the middle of all three lanes are selected as object vehicles and marked as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario. The velocity limit of all object vehicles is set as 5 m/s, and the termination condition of this simulation is set as all object vehicles reach the velocity limit. The velocity and acceleration of all object vehicles are studied, as shown in Figures 6 and 7.

Figure 6 illustrates the simulated velocity of the two models. As indicated in Figure 6a, it takes 19 s for all object vehicles to reach the preset velocity (5 m/s) in the simulation with the GPV model. By comparison, it takes 21 s to reach the same state with the FVD model, as shown in Figure 6b. (The lines with different color in Figure 6 as well as Figures 7–9 respectively represents the object vehicles and wait in every single of three lanes with the same headway of 10 m between any two consecutive vehicles. The vehicles in the middle of all three lanes are selected as object vehicles and marked as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario.)

Figure 6. Comparison of velocity during the starting process between the two models.
with the GPV model. In contrast, the maximum acceleration is 1.8 m/s².

As shown in Figure 7a, the maximum acceleration is 1.6 m/s² to complete the acceleration process with the FVD model, as shown in Figure 7b. The acceleration time of the GPV model are less than those of the FVD model during the starting process.

As comparison, it takes 21 s to reach the same state with the FVD model, as shown in Figure 6b. (The delay time is much shorter. As shown in Figure 9a, the first vehicle of the fleet reaches the maximum deceleration at 76.1 s in this simulation with the FVD model as shown in Figure 9b. In contrast, the first vehicle of the fleet decelerates to 0 m/s at 23.8 s, and the last vehicle of the fleet reaches the maximum deceleration of 0.63 m/s² at 2.8 s, and the last vehicle of the fleet reaches the maximum deceleration of 0.83 m/s² at 61.1 s. By comparison, the first vehicle of the fleet reaches the maximum deceleration of 0.5 m/s² at 2.8 s.)

Figure 7. Comparison of acceleration during the starting process between the two models.
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Figure 6 illustrates the simulated velocity of the two models. As indicated in Figure 6a, it takes 16 s that the first vehicle of the fleet reaches the maximum velocity of 0.63 m/s. As shown in Figure 8, the maximum deceleration of object vehicles with the two models are as shown in Figure 9. In the scenario.

Figure 8. Comparison of velocity during the braking process between the two models.

Figure 9. Comparison of deceleration during the braking process between the two models.

Figure 7 shows simulated acceleration with the two models. One can see that acceleration and accelerating time of the GPV model are less than those of the FVD model during the starting process. As shown in Figure 7a, the maximum acceleration is 1.6 m/s², and the acceleration process lasts 19 s with the GPV model. In contrast, the maximum acceleration is 1.8 m/s², and it cost an extra 3 s (total 21 s) to complete the acceleration process with the FVD model, as shown in Figure 7b.
5.2. Simulation of Braking Process

To simulate the car-following behavior of vehicles in the starting process at the intersection when the traffic light turns from red to green in a realistic traffic system, the simulation scenario about vehicle starting process is set as following: 10 identical vehicles in every single of three lanes are moving in the same direction with the same initial velocity $5 \text{ m/s}$ and headway of $10 \text{ m}$ between any two consecutive vehicles. The vehicles in the middle of all three lanes are selected as object vehicles and marked as 1 to 10 according to the distance to the intersection from near to far. Considering that GPV is introduced in our model, the first object vehicle of the fleet is following its GPV in the scenario. Moreover, regarding the comparability of simulation results, the scenario for simulation with the FVD model is set as the same. At the beginning of the simulation, the traffic light turns from green to red, and all vehicles brake in sequence. The termination condition of this simulation is set as all object vehicles have stopped. The velocity and the acceleration during the braking process of object vehicles are studied, as shown in Figures 8 and 9.

Figure 8 depicts the simulated velocity of object vehicles with the GPV model and the FVD model, respectively, during the braking process. As shown in Figure 8a, it costs 16 s that the first vehicle of the fleet decelerates to 0 m/s, and all object vehicles stop at 75 s from the initial time in the simulation with the GPV model. By comparison, it takes 35 s that the first vehicle of the fleet decelerates to 0 m/s, and all object vehicles stop at 87 s from the beginning time in the simulation with the FVD model as shown in Figure 8b.

The simulated deceleration of object vehicles with the two models are as shown in Figure 9. In contrast with the FVD model, the deceleration of the GPV model is more rapid, and the response delay time is much shorter. As shown in Figure 9a, the first vehicle of the fleet reaches the maximum deceleration of $0.83 \text{ m/s}^2$ at 2.8 s, and the last vehicle of the fleet reaches the maximum deceleration of $0.5 \text{ m/s}^2$ at 61.1 s. By comparison, the first vehicle of the fleet reaches the maximum deceleration of $0.63 \text{ m/s}^2$ at 23.8 s, and the last vehicle of the fleet reaches the maximum deceleration of $0.63 \text{ m/s}^2$ at 76.1 s in this simulation with the FVD model as shown in Figure 9b.

From Figures 8 and 9, one can see that there is a certain brake delay in the simulation with FVD and this result consistent with the results of data fitting in Section 3. Furthermore, it is worth noting that there are two deceleration fluctuations of each object vehicle during the braking process with the GPV model, while there is only one deceleration fluctuation with the FVD model. This phenomenon will be discussed in the following section.

5.3. Simulation of Disturbance Propagation Process

The neutral stability curves of the GPV model and the FVD model are obtained in Section 4. According to the conclusion of the section, the headway-sensitivity phase diagram is divided into two regions. The region above neutral stability curves is the stable region, in which a small disturbance can be suppressed or absorbed. Simulation of the disturbance propagation process can represent the operation characteristics of traffic flow when an incident or accident occurs in a realistic traffic system and thus is employed to verify the above theoretical analysis results. The simulation scenario on propagation process of disturbance with the GPV model and the FVD model is set as following: 100 identical vehicles with a length of 5 m in each lane of three are moving towards the same direction on a 1500 m circular road with a constant velocity of $2 \text{ m/s}$ and the same headway of $10 \text{ m}$. Then, a small disturbance of 1 m/s (half of the initial velocity) and 2 m (one-fifth of initial headway) is exerted on the vehicles, and the propagation process of this disturbance in the vehicle fleet is simulated as shown in Figure 10.

From Figure 10a, one can see that the same disturbance is rapidly suppressed to a small amplitude and finally absorbed with the GPV model. As shown in Figure 10b, this disturbance can be absorbed eventually with the FVD model. However, both the amplitude of the disturbance during the propagation process and the time for the disturbance to be absorbed are significantly greater than those of the GPV model, which has good agreement with the theoretical analysis results in Section 4.
with consideration of GPV motion state can better fit the data sets and reduce acceleration vehicle individuals such as headway, velocity and acceleration of preceding vehicles in the current lane on car-following behavior and traffic flow was studied in [6–14], and the impact of information about motion state of vehicle group including the average velocity of preceding vehicles in the current lane was explored in [15–19]. Although information about multi preceding vehicles, including left and the right front vehicle in the adjacent lanes, are available for drivers in the V2X environment, understanding about the influence of this information on car-following behavior and traffic flow is limited. Motived by this, a concept named GPV was proposed to represent the preceding vehicle group consisting of front vehicle, non-neighboring front vehicle and left/right front vehicle in the adjacent lanes, and average velocity was employed to represent the motion state of GPV. Based on these, an extended car-following model was established and then used to explore the impact exerted by motion state information of GPV on car-following behavior and traffic flow.

Research results reveal that motion state information of GPV can optimize driver’s car-following behavior and enhance the stability of traffic flow. In Section 3, the acceleration of object vehicles was calculated with the GPV model and the FVD model, respectively and compared with the verification data sets. The comparison (as shown in Figure 3) shows that the model established in this research with consideration of GPV motion state can better fit the data sets and reduce acceleration/deceleration delay existing in the FVD model. This illustrates that information about GPV motion state can enable drivers to grasp traffic situation ahead on the road instead of in the current lane and guide drivers to take measures in advance to decrease the response delay. The comparison results also reveal that taking GPV motion state account into the car-following model can make the model more in line with driving behavior characteristics, which is that drivers not only focus on the front vehicle but also pay attention to multi-preceding vehicles, including left/right front vehicles, and thus fit the measured data more accurately. In Section 4, the neutral stability condition of the GPV model was derived via linear stability analysis and then compared with that of the FVD model. The stability analysis results infer that considering the motion state of GPV can enhance the stability of traffic flow on a certain scale, and traffic flow will be more stable as more attention of drivers attached to the motion state of GPV. Explanation of these results are as follows: On one hand, information about the motion state of GPV can assist drivers with better understanding traffic situation ahead and guide them take measure earlier, which can effectively reduce reaction delay. On the other hand, with a better understanding of the traffic situation ahead, drivers can complete the maneuvering process with a relatively small acceleration/deceleration value to achieve a new stable driving state. Results in Sections 3 and 4 suggest that GPV motion state information can effectively optimize driver’s car-following behavior and
enhance traffic flow stability. Those results also confirm that it is necessary to take GPV into account into studying car-following behavior. To verify the above theoretical analysis results and to present the characteristics of the GPV model in an intuitive way, the numerical simulation based on three typical traffic scenarios with GPV and FDV model was conducted for contrastive analysis in Section 5. The results of numerical simulation agree well with the above analysis. Among the simulation results, one is noteworthy that there are two deceleration fluctuations during the braking process with the GPV model, and there is one fluctuation in the same scenario with the FVD model. This may be caused by drivers adopt larger deceleration values to maintain a safe distance and avoid a collision as the headway between the object vehicle and its front vehicle decreases, which in line with that, safety is the first primary interest for all drivers.

With these results, we believe that in the V2X environment, information of GPV motion state can assist drivers in optimizing car-following behavior and, thus, enhance the stability of traffic flow, which infer that traffic efficiency will be improved and energy consumption will be reduced with V2X technology in ITS. The above results also suggest that GPV should be taken into account in car-following research. Finally, it must be pointed out that we assumed all vehicles and their drivers are ideal and identical to eliminate the influence caused by the heterogeneity of the vehicles and their drivers, and we look forward to exploring this influence in our future research.

7. Conclusions

The impact of information about GPV motion state in V2X environment upon car-following behavior and traffic flow was studied by establishing an extended car-following model (called the GPV model) in this work. The fitting accuracy of the GPV model to the data measured in the field is 40.497% higher than that of the FVD model. Research results reveal that the motion state of GPV, which should be considered in research about car-following behavior, can assist drivers to optimize their car-following behavior and enhance the stability of traffic flow efficiently. These results confirm that the application of V2X technology in ITS will alleviate traffic jams, improve transportation efficiency, and thus reduce the energy consumption of the transportation system to a certain extent.
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