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Abstract: This paper focuses on the study of IoT network deployments, in both unlicensed and licensed bands, considering LoRaWAN and NB-IoT standards, respectively. The objective is to develop a comprehensive and detailed network planning and coverage dimensioning methodology for assessing key metrics related to the achieved throughput and capacity for specific requirements in order to identify tradeoffs and key issues that are related to the applicability of IoT access technologies for representative use case types. This paper will provide a concise overview of key characteristics of IoT representative IoT access network standards that are considered for being deployed in unlicensed and licensed bands and will present a methodology for modeling the characteristics of both access network technologies in order to assess their coverage and capacity considering different parameters.
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1. Introduction

Internet of Things (IoT) mainly integrates heterogeneous sensors and actuators for performing tasks in the physical world, using the information obtained from the environment and also considering the specific requirements of applications and services tailored to specific use cases. Various Wireless Sensor Network (WSN) platforms have been proposed to collect sensing information from an observation area and to send to selected network nodes specific actuation commands. The deployment scenarios of WSNs involve the use of a large number of sensors within an observation area to gather a high spatial granularity of measurements that could be then centrally processed and thus provide advanced situation awareness. The high number of sensors also ensures knowledge extraction reliability, even in cases that some sensors are disabled, by using self-healing properties of the WSN communication network. Another important feature that could enhance the capabilities of a WSN is related to the introduction of vehicular sensors (i.e., onboard manned or unmanned vehicles) that could collect measurements on the move, could interact with local clusters of fixed sensors, or could even enable enhanced information collection of specific areas according to triggers and alarms set off by the measurements of the fixed WSN infrastructure.

This envisaged heterogeneous WSN involve the combination of heterogeneity in the following features:

Sensing Capabilities: The sensor nodes may be capable of collecting different types of measurements. Examples of measurement/sensing types are the following: temperature, motion, chemicals/gas leaks, video, audio, and energy.
**Mobility Capabilities:** Some sensing platforms may be fixed on the ground, whereas some other platforms may be onboard UAVs that will fly over areas of interest to collect data, measurements, and real-time video content.

**IoT Access Networks:** The sensor nodes may be communicating with each other with various air interfaces, each having different PHY and MAC protocols that result in different performance metrics such as hop link range, energy efficiency, throughput, etc. The network nodes may be interconnected among each other into different topology formations. They may all connect via a single hop to a central cluster head to form a star-shaped network, or they may establish peer–peer connections among them to formulate appropriate mesh networks that will use multihop paths for the communication of the nodes with a sink or cluster head. Hybrid formations utilizing both star and mesh topology principles may also be considered.

**Transported Content:** The sensing information that will be transported from the end nodes towards the core network and the related processing applications will be of different types. It may involve regular readings (e.g., temperature), event triggers (e.g., motion sensor alerts), and/or streaming content (e.g., audio, video).

There may be multiple WSNs operating modes according to the monitored environment conditions and the applications that will be running. For example, a WSN may be operating in a “regular” (low power/throughput) mode, obtaining periodic measurements from different sensors scattered over the coverage area. In the case of a specific application requirement or an event trigger, a WSN may reconfigure its operation to “zoom”/“focus” on a specific location/area and obtain measurements with a higher rate in order to extract more precise knowledge for the observation area. Additionally, another operation mode may be triggered to enable additional sensing functionalities (such as video capturing) that will require a WSN with different topology, higher throughput, and power characteristics.

The abovementioned heterogeneous WSN and IoT access network features lead to different performance metric combinations in terms of link throughput, achievable coverage and capacity capabilities, and energy efficiency.

It is therefore important to design IoT access network deployments in an efficient way that will consider both the individual access network capabilities and the performance requirements of the applications that will use them. Towards that objective, it will be important to develop accurate yet comprehensive network planning and capacity dimensioning methodologies in order to assess the actual coverage and capacity that can be offered by an IoT access network deployment and to match the relevant present and future use case requirements.

The contributions of this paper are the following: (a) it will provide a concise overview of key characteristics of representative IoT access network standards, namely LoRaWAN and 3GPP NB-IoT, that are considered for being deployed in unlicensed and licensed bands, respectively; (b) it will present a methodology for modeling the characteristics of both access network technologies and for assessing their coverage and capacity considering different parameters.

This paper is structured in the following way: Section 2 provides a concise survey of related works in the area of LoRaWAN and NB-IoT access network characteristics, as well as in terms of assessing their respective coverage and capacity. Then, Section 3 synthesizes the related state-of-the-art principles and presents a complete methodology for assessing analytically the coverage and capacity capabilities of LoRaWAN and NB-IoT. Section 4 then presents results for key application types for both IoT access networks and highlights key tradeoffs in each of them. Finally, Section 5 provides the key paper conclusions and open issues for further study.

2. Background—Related State of the Art

The objective of this section is to present the characteristics of key IoT standards operating in unlicensed and licensed bands, namely LoRaWAN and NB-IoT, respectively, in order to identify their differences and their comparative strengths and weaknesses. LoRaWAN
networks are based on star topologies in order to interconnect sensing devices with a gateway. In the physical layer, the modulation is based on LoRa Chirp Spread Spectrum for ensuring efficiency in managing the transceiver power and good operation characteristics in an extended coverage range. It uses proprietary spread spectrum techniques and Gaussian Frequency Shift Keying (GFSK). It also employs wideband linear frequency-modulated pulses, with a varying frequency depending on the encoded information. It requires reduced receiver design complexity also due to the equivalence between transmission and reception timing and frequency offsets [1]. The type of the waveform and the high value of the bandwidth-delay product ensure transmission robustness for addressing issues caused by interference and small-scale fading. This affects the achieved link budget, enabling high-coverage areas for each LoRaWAN gateway that can cover thousands of end devices, for sending intermittently their measurements towards the gateway [2]. A downside of this is related to the relatively low allowable duty cycle for the operation of all these end devices, impacting their individual throughputs and packet rates. In the EU region and in the 863–870 MHz ISM band, there are three obligatory uplink LoRaWAN channels at 868.10, 868.30, and 868.50 that have a maximum duty cycle of 1% [3]. Additionally, LoRaWAN MAC includes three different operation classes: Class A for bidirectional communications consisting of one uplink and two subsequent downlink windows, Class B that includes more scheduled downlink (receive) slots, and Class C with continuously open downlink (receive) windows that are only restricted during uplink transmissions. Moving from Class A to C, latency for downlink transmissions can be reduced at the cost of more power required to maintain the downlink window continuously open [4].

3GPP has also developed standards for addressing the requirements of IoT use case scenarios, with a focus on the reduction of energy consumption, especially on nodes close to the edge of coverage and to simplify hardware architectures and chipsets that could be connected to the existing cellular infrastructure and use parts of the licensed spectrum, such as the Extended Coverage GSM (EC-GSM) [5], the LTE Cat-M [6,7], and NB-IoT [8]. LTE IoT devices have more modest specifications in terms of throughput and power consumption, but they support coverage areas corresponding to power budgets ranging between 155 and 164 dB [7,8]. NB-IoT can support simpler IoT applications involving static sensor topologies and lower throughputs, short-message transmissions, and having moderate delay requirements, with only the requirement to be accommodated within the legacy LTE or GSM spectrum bands (in the latter case following suitable refarming procedures). It should also be noted that EC-GSM may be directly implemented in areas where there is still available 2G network infrastructure providing acceptable performance figures for IoT applications in terms of latency and throughput [9]. In addition, the MulteFire standard [10] has been developed for interworking with LTE networks, and it includes IoT-targeted enhancements such as coverage extension and support of narrowband operation in the ISM bands in 900 MHz and 2.4 GHz [11].

In parallel to the aforementioned IoT access network standardization activities in both licensed and unlicensed bands, there has been increased interest in assessing the various developed standards and modes, in terms of their performance for various use case requirements and scenarios. The authors of [12] performed an assessment of various IoT access network technologies, including Zigbee (Xbee), Bluetooth Low Energy (BLE) and LoRa/LoraWAN via experimentation of specific devices in order to assess their coverage, throughput, and energy efficiency metrics and demonstrated the superiority of LoRa/LoraWAN for moderate to high distances (above 100 m) in terms of throughput and energy performance, as compared to the other short-range access network technologies. Additionally, in [13], it was shown via experimentation that LoRaWAN could provide better energy efficiency and hence battery autonomy compared to GPRS in a smart irrigation system, at the expense of a moderate packet round trip time increase (that could be afforded by the specific target application).

Furthermore, network planning for IoT access networks has been studied in many works in the literature. Various works [1,14–16] have presented models for estimating the
receiver sensitivity, minimum receiver SNR, and Time over the Air (TOA) in LoRaWAN links, without including device capacity estimations. Additionally, in [17], the authors investigated radio channel propagation models for the LoRaWAN 868 MHz band and for evaluating radio coverage for different environment types (indoor, urban, suburban, rural), considering also measurement campaigns. Similar work was conducted for NB-IoT by the authors of [18,19]. These findings motivated the current work in order to perform the coverage planning assessment and cell range calculations for different spreading factors and to further exploit them for device capacity dimensioning. In [20,21], the authors present comprehensive studies regarding the PHY and MAC procedures in NB-IoT, without providing a device capacity assessment. Additionally, in [2], the authors analyze the coverage and capacity of fixed LoRaWAN networks and extend it to mobile use cases in [22]. The present work is inspired by these findings and adopts in the developed models some of the concepts presented in these works, in order to develop an integrated methodology for assessing the coverage and capacity of additional standards such as NB-IoT. In [23,24], key NB-IoT system parameters are presented, and a preliminary analysis of the system throughput is provided, giving valuable insights regarding methodology for coverage and capacity planning in the present work, which extends these ideas to derive maximum numbers of devices depending on cell coverage ranges and on the application payload and packet rate parameters. Furthermore, [25] presents a comprehensive review of radio resource management calculations for NB-IoT, with useful information on the coverage estimation and on the actual packet repetition patterns that are considered in different cell ranges that also inspired the present work.

Our work complements the related state of the art by considering key characteristics of LoRaWAN and 3GPP NB-IoT, in order to formulate an integrated framework for assessing the radio coverage and device capacity for each access network technology. Such composite modeling results are important for considering the deployment characteristics of respective IoT access networks in unlicensed or licensed frequency bands and for determining actual throughput levels, the numbers of supported devices, and the respective radio coverage ranges that can be achieved.

3. Integrated Radio Coverage and Device Capacity Analysis Framework

3.1. Theoretical Approach

The objective of this subsection is to present the mathematical models that were considered for the integrated radio coverage and device capacity dimensioning for LoRaWAN and NB-IoT.

In order to assess the coverage and capacity of LoRaWAN, it is important to briefly study the mechanisms related to channelization, framing, and medium access in PHY and MAC layer, respectively. As discussed in [1,2], in LoRaWAN, there are eight PHY transmission modes that include seven modes using the LoRa modulation (with Spreading Factors (SFs) ranging from 7 to 12) and another mode assuming a Gaussian Frequency Shift Keying (GFSK) modulation. The first six modes utilize a channel bandwidth equal to 125 kHz, whereas the last two modes use 250 kHz. Each mode has its own coverage and throughput figures depending also on the link-layer procedures for transmitting and receiving packets. All LoRaWAN nodes transmit their packets using a pure Aloha access protocol.

Based on the propagation model used in [17] and on the receiver sensitivity values for the different spreading factors reported in [15], Table 1 shows the maximum distance values from the LoRaWAN gateway:
Table 1. LoraWAN propagation model parameters.

<table>
<thead>
<tr>
<th>Spreading Factor (SF)</th>
<th>Maximum Path Loss (dB)</th>
<th>Distance from LoRaWAN Gateway (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>138.5</td>
<td>7.420</td>
</tr>
<tr>
<td>8</td>
<td>141</td>
<td>8.515</td>
</tr>
<tr>
<td>9</td>
<td>143.5</td>
<td>9.773</td>
</tr>
<tr>
<td>10</td>
<td>146</td>
<td>11.217</td>
</tr>
<tr>
<td>11</td>
<td>148.5</td>
<td>12.874</td>
</tr>
<tr>
<td>12</td>
<td>151</td>
<td>14.775</td>
</tr>
</tbody>
</table>

For the abovementioned calculations, the path loss was calculated by the expression

\[ PL = 10n \times \log_{10}(d) + PL_0 + L_h \times \log_{10}(h_d) + M_s \]  

where \( d \) is the distance of the device from the LoRaWAN gateway in km, \( n \) is the path loss exponent, \( PL_0 \) is the reference path loss, \( L_h \) is the loss related to the height of the device antenna \( h_d \), and \( M_s \) is the shadowing margin. For the urban scenario, the following values were considered: \( n = 4.179 \), \( PL_0 = 102.86 \), \( L_h = -6.3 \), \( h_d = 50 \text{ cm} \), and \( M_s = 10 \text{ dB} \).

For each of the abovementioned distance values, a separate LoRaWAN channel is considered to be used, with increasing spreading factor, trading off throughput for additional coverage.

The symbol rate in LoRa modulation is given by the following expression:

\[ R_s = \frac{BW}{2^{SF}} \]  

where \( BW \) is the channel bandwidth, and \( SF \) is the considered spreading factor.

One important metric that captures the actual radio resources required by a device transmission is related to the Time over the Air (ToA) for a transmitted packet and is calculated with Expression (2) \cite{1,2,22}. PL is the application layer payload size in bytes, SF is the spreading factor, DE is the data rate optimization overhead that applies for SFs higher than 10 at 125 kHz channelization, and CR is the coding rate.

The ToA values computed from Expression (2) can lead to the corresponding derivations of the actual device throughput and capacity figures.

\[ \text{ToA} = \frac{1}{R_s} \left\{ 12.15 + \left[ 1 + \max \left( \text{ceil} \left( \frac{8PL + 24 - 4SF}{4(SF - 2DE)} \right)(CR + 4) \right), 0 \right] \right\} \]  

The device throughput is given by the following expression:

\[ T_D = \frac{8PL}{\text{ToA}} \]  

whereas the actual maximum number of devices that can be supported within the coverage area is equal to:

\[ N_D = \frac{T_p}{\text{ToA}N_c \frac{1}{2e}} \]

where \( T_p \) is the packet transmission period per device, and \( N_c \) is the number of employed LoRaWAN channels. In Expression (4), the Aloha access scheme collisions are considered by dividing the estimated devices’ number over 2e.

For modeling the NB-IoT access network key, PHY and MAC choices in terms of framing and channelization were considered. NB-IoT has three operating modes that involve in-band operation (assuming a Physical Resource Block (PRB) within the standard LTE band); a guard-band mode, where NB-IoT uses an LTE guard band that is not used by LTE; and a standalone mode, where NB-IoT uses one legacy GSM carrier. One frame of 10 ms duration consists of 10 subframes of duration 1 ms each. Each subframe is further
subdivided into two slots of a 0.5 ms duration each. During each slot, a number of SC-FDMA subcarriers are transmitted, leading to the generation of seven symbols per slot. The total bandwidth occupied by the subcarriers is equal to 180 kHz, and there are 2 choices for the actual subcarrier bandwidths: either there are 12 subcarriers occupying each 15 kHz or 48 subcarriers with respective individual bandwidths equal to 3.75 kHz.

The model currently considers the uplink direction, where there are two specific channels: The Narrowband Physical Random-Access Channel (NPRACH) for accessing the network resources and the Narrowband Physical Uplink Shared Channel (NPUSCH), which is used for transmitting data and control information [21].

In the case of NB-IoT, the focus is on devices that transmit measurement data towards the base station; therefore, the objective is to model the key mechanisms that are related to uplink coverage and capacity.

During the uplink, there is an initial random-access procedure where the device sends an NPRACH using a narrowband subcarrier (of 3.75 kHz) with a respective frequency hopping pattern. The duration of the NPRACH transmission is considered to be equal to 5.6 ms. After successful reception of the NPRACH transmission (without any collisions with other contending devices), the device receives an appropriate PRB allocation to send a data packet (using an NPUSCH) via a specific combination of subcarriers and slots.

The following table (based on [25]) shows representative combinations of frequency and time resources that can be considered. A Resource Unit (RU) consists of a number of SC-FDMA subcarriers and slots. Each SC-FDMA symbol within and RU represents a Resource Element (RE).

The number of required NREs for an NPUSCH transmission of PL bytes can be expressed as [24]:

\[ N_{RE} = \frac{8(PL + 28) + 24}{CR \times N_b} \]  

(6)

where CR is the code rate, and \( N_b \) is the number of bits/symbols (equal to 2 assuming QPSK modulation).

The number of the required RUs can then be calculated with the following expression:

\[ N_{RU} = \frac{N_{RE}}{N_{sc} \times N_{slots} \times N_{symbols}} \]  

(7)

where \( N_{sc} \), \( N_{slots} \), \( N_{symbols} \) are the numbers of subcarriers, slots, and SC-FDMA symbols per RU, respectively.

Following that, the required transmission duration for the required RUs can be calculated:

\[ T_{NRU} = N_{RU} \times D_{RU} \]  

(8)

where \( D_{RU} \) is the RU duration, as shown in Table 2.

<table>
<thead>
<tr>
<th>Number of SC-FDMA Subcarriers</th>
<th>Number of Slots</th>
<th>Number of SC-FDMA Symbols</th>
<th>Duration of RU (ms)</th>
<th>Number of REs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>112</td>
<td>8</td>
<td>112</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>56</td>
<td>4</td>
<td>168</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>28</td>
<td>3</td>
<td>168</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>14</td>
<td>1</td>
<td>168</td>
</tr>
</tbody>
</table>

In order to ensure the reception of the uplink packets on all considered ranges, a number of NPUSCH retransmissions is defined by the standard. According to [25] these repetitions can be assumed was shown in Table 3:
Table 3. NB-IoT range-based uplink repetitions.

<table>
<thead>
<tr>
<th>Maximum Range (km)</th>
<th>Number of Uplink Repetitions ($N_{\text{rep}}^U$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.097</td>
<td>1</td>
</tr>
<tr>
<td>10.459</td>
<td>2</td>
</tr>
<tr>
<td>14.989</td>
<td>4</td>
</tr>
</tbody>
</table>

Therefore, the actual ToA for an NB-IoT uplink data transmission can be expressed as:

$$ToA_{NB} = N_{\text{rep}}^U T_{\text{NRU}}$$

(9)

Finally, the actual number of users that can be accommodated with one RACH period can be expressed as:

$$N_0^D = \frac{T_{\text{RACH}} - N_{\text{rep}}^D D_{\text{RACH}}}{ToA_{NB} \times e}$$

(10)

where the slotted Aloha access scheme collisions are considered by dividing the estimated devices’ number over $e$ [26].

Considering also $T_p$ as the packet transmission period per device, the total number of devices that can be covered is the following:

$$N_D = N_0^D \frac{T_p}{T_{\text{RACH}}}$$

(11)

3.2. Methodology

The overall coverage and capacity dimensioning consists of the following steps:

**Radio Coverage Planning:** This is related to link budget calculations to determine the maximum achievable range of the IoT Access Network, considering transceiver characteristics, maximum transmission power levels, antenna gains, path loss models, receiver sensitivity, and minimum SNR threshold values for achieving the required Quality of Service.

**Traffic Assessment:** This is related to the determination of the required PHY layer bits and symbols that have to be transmitted over the air in order to convey the required application layer packet bytes. It involves the determination of the Time over the Air (ToA) of each device transmission, the consideration of the transmission activity and traffic models for the assumed application per user, the calculation of the maximum number of available time and frequency resources for data, and control channels, as well as the consideration of different transmission modes employed for different ranges within the coverage area.

**Network Dimensioning:** This involves the actual calculation of the maximum number of devices that can be covered by an IoT base station or a gateway, the level of the achieved throughput per device or per base station, and the actual spare capacity that can be secured for future network expansion steps.

The methodology outputs can be directly used or can be fed back for further modification of the model inputs in order to refine the expected application requirements and network coverage targets. Figure 1 depicts the overall methodology procedure.
4. Model Results

In order to test both aforementioned models, a number of IoT services was assumed. Their characteristic parameters are shown in Table 4:

<table>
<thead>
<tr>
<th>Service Parameter</th>
<th>Scenario 1 PL = 1 B @ 30 s</th>
<th>Scenario 2 PL = 20 B @ 10 min</th>
<th>Scenario 3 PL = 50 B @ 5 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application data size</td>
<td>1</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>(bytes)</td>
<td>30 s</td>
<td>10 min</td>
<td>5 min</td>
</tr>
<tr>
<td>Packet transmission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>period</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For LoRaWAN, it was assumed that different spreading factors are employed in different cell ranges. Additionally, three 125 kHz channels are assumed to be employed within the cell. In all scenarios, the packet preamble was considered to consist of 8 bits, and the packet header included 13 bits. The tests assumed unacknowledged mode uplink transmission by Class A devices following the methodology of [2].

Figure 2 illustrates the ToA values for the different scenarios. It can be seen that Scenario 3 results in larger ToA values due to its more demanding requirements in terms of the required application bytes to be transmitted per unit time (50 bytes per 5 min). This is also shown in Figure 3, which depicts the throughput variation versus the cell range for the different scenarios. Finally, Figure 4 depicts the maximum number of devices for each of the cell range zones for the three scenarios. Here it is interesting to observe that the highest device capacity is achieved for Scenario 2 (sending 20 bytes per 10 min), followed by Scenario 3 (sending 50 bytes per 10 min), leaving last Scenario 1 (sending 1 byte every 30 s). It can be seen that Scenarios 1 and 2 have much different performance results even though the actual byte transmission rates are the same (1.33 bytes/s). This is due to the fact that the duty cycle of Scenario 1 is much higher than that of Scenario 2. The Duty Cycle (DC) is expressed as:

\[ DC = \frac{ToA}{ToA + T_{OFF}} \] (12)
Figure 2. LoRaWAN Time over the Air (ToA) for different application payloads and packet rates.

Figure 3. LoRaWAN device throughput for different application payloads and packet rates.

Figure 4. LoRaWAN device capacity for different application payloads and packet rates.

Figure 5 depicts the various DC values for Scenarios 1, 2, and 3. It can be seen that Scenario 1 has the highest duty cycle values, approaching the maximum theoretic allowable limit of 1% [2].

Considering the NB-IoT model, results have been obtained for similar metrics, assuming a PRB of 180 kHz utilizing for the uplink a subcarrier spacing equal to 15 kHz and an RU that consists of 3 SC-FDMA subcarriers and 8 slots, including 168 REs.

Figure 6 depicts the ToA values for Scenarios 1, 2, and 3. The difference among the various cell ranges is due to the increase in repetitions from one up to four, which inevitably increases the ToA for each packet transmission. Scenario 3 has the highest ToA values and also the highest throughput values, as shown in Figure 7. However, Scenario 2 is shown to achieve the highest device capacity per cell as depicted in Figure 8.
5. Conclusions

This paper provided a study of IoT network deployments, in both licensed and unlicensed bands, focusing on LoRaWAN and 3GPP NB-IoT, respectively. It presented a comprehensive and detailed network planning and coverage dimensioning methodology for assessing key metrics related to the achieved throughput and capacity for specific use case requirements in order to identify tradeoffs and key issues that are related to the applicability of IoT access technologies for representative application types. The paper showed the key features of LoRaWAN and NB-IoT access network technologies that were considered in the presented methodology, which was then demonstrated, and key capacity and coverage results were presented for different use case parameters and access network deployments. Future work will focus on extending the comparison between LoRaWAN and NB-IoT in order to include further operation modes and to also study applications related to bidirectional communication patterns between base stations and end devices. This methodology will motivate the implementation of real-life experimentation scenarios in order to compare theoretical estimations against real network coverage and capacity metrics.


**Funding:** This research has been partly funded by the General Funded Project Grant 153138 “Research on Internet of Things Technologies for advanced Crowd Management Monitoring Applications during Hajj and Umrah”, Deanship of Scientific Research, King Abdulaziz University.

**Data Availability Statement:** Not Applicable, the study does not report any data.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**


---

**Figure 8.** NB-IoT device capacity for different application payloads and packet rates.


