Bentonite Extrusion into Near-Borehole Fracture

Mohammad N. Islam 1,2, Andrew P. Bunger 2, Nicolas Huerta 3 and Robert Dilmore 1,*

1 US Department of Energy, National Energy Technology Laboratory (NETL), Pittsburgh, PA 15236, USA; Mohammad.Islam@netl.doe.gov
2 Civil and Environmental Engineering, University of Pittsburgh, Pittsburgh, PA 15261, USA; bunger@pitt.edu
3 Pacific Northwest National Laboratory, Richland, WA 99352, USA; nicolas.huerta@pnnl.gov
* Correspondence: Robert.Dilmore@netl.doe.gov

Received: 12 September 2019; Accepted: 20 November 2019; Published: 25 November 2019

Abstract: In this paper, we discuss laboratory experiments of bentonite swelling and coupled finite element simulations to explicate bentonite extrusion. For the experiments, we developed a swell cell apparatus to understand the bentonite migration to the near-borehole fracture. We constructed the swell cell using acrylic, which comprised of a borehole and open fracture. Initially, the borehole of the swell cell was filled with bentonite and liquid. Then, the apparatus was sealed for observations. Due to the liquid saturation increase of bentonite, its swelling pressure increased. The developed pressure caused the extrusion of bentonite into the fracture, and the flow of bentonite from the borehole decreased with time. Moreover, for the effectiveness of bentonite-based plugging, there is a limiting condition, which represents the relation between the maximum bentonite migration length with the fracture aperture. Additionally, we also performed the bentonite free swelling test to assess the swelling potential to the fluid salinity, and we observed that with the increase of the salinity, the swelling potential decreased. In addition, we present a fully coupled two-phases fluids flow (e.g., liquid and gas) and deformation flow finite element (FE) model for the bentonite column elements and swell cell model. We also combined the Modified Cam Clay (MCC) model and the swelling model for the bentonite deformation flow model. Then, we also present the validation of the bentonite model. To model other sub-domains, we used the poro-elastic model. Additionally, we obtained the transition between the wetting phase (i.e., liquid) and non-wetting phase (i.e., gas) using the Brooks–Corey model. From the finite element results, we observed that due to the liquid intrusion into the bentonite, the developed capillary pressure gradient results in a change of the hydro-mechanical behavior of the bentonite. Initially, we observed that due to the high capillary pressure gradient, the liquid saturation and the swelling pressure increased, which also decreased with time due to a reduction in the capillary pressure gradient. Thereby, the swelling pressure-induced bentonite migration to the fracture also decreased over time, and after the equilibrium state (for a negligible pressure gradient), there was no significant transport of bentonite into the fracture.
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1. Introduction

The plugging of boreholes to achieve zonal isolation is imposed through regulations to avoid unwanted fluid migration and to protect the environment. This isolation is achieved using well-plugging materials, such as cement [1] or bentonite [2], with the selection of borehole plugging material depending on several conditions, including the well purpose, downhole reservoir conditions, and well lifecycle status (temporary plugging or permanent abandonment). Application of bentonite offers advantageous performance in some cases due to its high sorption, high swelling capacity, low permeability,
low diffusivity, self-healing ability, and retention properties [3]. For the success of well plugging using bentonite, it is essential to ensure the integrity of the bentonite barrier and understand the ability of the bentonite to expand into and seal the void space that would otherwise serve as a pathway for unwanted fluid migration.

Beswick [4] reported that deep boreholes’ drilling depth ranged from 500 m to 12.2 km depending on geologic exploration and engineering applications (e.g., oil and gas industry, geothermal energy exploration and production, and deep disposal of hazardous and radioactive waste). In the USA alone, there are known to be millions of existing deep boreholes, and Brady et al. [5] reported that approximately 40,000 new deep boreholes are drilled each year. Additionally, from the available sources of data, Townsend-Small et al. [6] reported that the number of onshore abandoned wells in the USA is approximately 2.3 million to 3.0 million. Townsend-Small et al. [6] also demonstrated the reasons behind the variation of the number of wells. Dilmore et al. [7] also showed that the estimated number of drilled wells in Pennsylvania only approximately ranged from 300,000 to 500,000. Moreover, from the Pennsylvania Department of Environmental Protection (PADEP) statistics, Mitchell and Casman [8] presented that the average cost to plug a 914-m well (shallow deep boreholes, see also Beswick [4]) is approximately $60,000, while the reclamation cost is about $100,000. Also, from the Cabot Oil and Gas Corporation data, Mitchell and Casman [8] demonstrated that the plugging and abandonment cost of the Marcellus Shale gas in Pennsylvania is approximately $700,000 per well. Costs to properly plug and abandon deep boreholes can be expected to be billions of dollars, and research to ensure the effectiveness of borehole sealing is warranted.

Over the last few decades, several researchers have performed experiments (e.g., Kanno and Wakamatsu [9]; Tanai and Matsumoto [10]), analytical solutions (e.g., Bolchover et al. [11]; Svoboda [12]), and numerical simulations (e.g., Kanno et al. [13]; Borrelli and Ahn [14]) to investigate the physical processes of bentonite barrier development and performance for the sealing of boreholes as well as near-borehole fracture. Even though in the abovementioned references the study domains’ geometry is different, those studies provided a basic understanding of essential phenomena contributing to the model system behavior. Also, those studies explain the mechanisms of bentonite migration. However, in the above cases, the plasticity of bentonite for multiphase media is ignored (see also Sanchez et al. [15]). Besides, it is noteworthy that there are very few attempts where coupled fluids and deformation flow through a near-borehole fracture were presented for a heterogeneous media, which is the motivation of this paper. Additionally, among others, Helmig [16] demonstrated the numerical complexities of fluid flow through heterogeneous media (see Kueper and Frind [17] experiments). For the two-phases fluids flow through porous media, the selection of fluids’ phase primary variables is crucial (see also Aziz and Settari [18]; Helmig [16]). For similar fluid flow cases in homogeneous media, the effect of fluids’ phases primary variables is negligible (see Park et al. [19]). Finite element (FE) modeling can address coupled deformation and fluids flow through near-borehole fractures. This modeling approach offers a means to capture the relevant complexity of the system and develop new insights into critical behavior. This is the motivation for the finite element modeling study described herein.

Additionally, Shad et al. [20] presented several methods to simulate fluid flow through fractured media, including two-phases flow, considering Darcy’s equation, miscible flow of two fluids, pipe flow model, and flow through parallel plates. Snow [21] and Witherspoon et al. [22] reported that fluid flow through a fracture bounded by two plates supports Darcy’s analogous equation, if (i) the intrinsic permeability \((k)\) is expressed as the cube of the hydraulic aperture divided by 12, (ii) the aperture \((b)\) is uniform and temporally constant, (iii) fluid flow is assumed as laminar, and (iv) there are initially no materials in the fracture. Herein, we used the first approach to model flow behavior through the fracture.

In this study, we summarize results from a bentonite free swelling test and a bentonite swell cell experiment, and also present finite element (FE) modeling motivated by those experiments to explore the dynamics of bentonite swelling, fluids flow, and stress response.
2. Materials and Methods

2.1. Experimental Setup

At ambient temperature and pressure, we allowed unconfined bentonite samples to swell freely in beakers when exposed to aqueous brines of a given salinity. We performed a total of six tests, varying salinity (g/L) across the following values: 0, 5, 7.5, 10, 15, and 20, where the value zero represents distilled water. After 24 h, we observed that the change of the swelled bentonite volume due to liquid intrusion was negligible, and we considered this state as the swelling equilibrium state. Then, we calculated the swelling potential as \( s_p = \frac{\partial h}{h} = \frac{\partial V}{V_0} \), where \( h \) and \( \partial h \) are the height of the bentonite in the beaker before swelling and after swelling, respectively, while \( V_0 \) and \( \partial V \) are the initial volume and change of volume (see Figure 1). The value of \( s_p \) of an unconfined medium represents an indicator of the developed swelling pressure of the same medium under confining conditions [23].

![Figure 1. Free swelling of bentonite: (a) 0 h and (b) after 24 h.](image)

Additionally, we developed a laboratory-scale swell cell apparatus, as illustrated in Figure 2. We performed swell cell experiments to understand bentonite’s migration behavior in the near-borehole fracture due to the expanded swelling pressure. We used transparent acrylic (poly (methyl methacrylate), PMMA) to ensure the bentonite extrusion could be observed in the swell cell. The exterior dimensions of the swell cell were 0.1016 m × 0.3048 m × 0.3048 m. A cylindrical chamber (diameter and height of 0.0508 and 0.3048 m, respectively) represented the boreholes. A slot (see Figure 2a) with a crack length \( l \) of 0.1048 m and crack width \( w \) of 0.0109 m was also included, which simulated the near-borehole crack.

To perform the swell cell test, we filled the borehole chamber with commercially available CETCO Puregold medium-coarse natural sodium bentonite pellets (0.0064 to 0.0095 m in size) and liquid. The bentonite was composed of Smectite group minerals, calcium carbonate, quartz, and cristobalite. Its density was 1109.28 kg/m³, while its pH in aqueous solution ranged between 8.5 to 11. We sealed the apparatus so that the incremental swelling pressure would not cause the apparatus to open or otherwise fail. We observed the swell cell over time to gain insight into how bentonite migrated into the near-borehole crack (see Figure 2b, bottom). Results from this experiment were qualitative in nature. While they did not provide parameter values to be used directly in the numerical model, nonetheless, they provided motivation for the geometry and conditions used in the modeled system.
2.2. Numerical Modeling

For the FE solutions, mesh generation, and post-processing, we used open source code, OpenGeoSys [25], Gmsh [26], and VisIt [27], respectively. In FE solutions, two-phases flow is coupled with deformation flow. For the two-phases flow, we treated water and air as the wetting phase fluid and the non-wetting phase fluid, respectively. We also considered two primary variables for the two-phases flow: The capillary pressure and the gas pressure. Additionally, points of interests for the deformation flow were the displacement and stress variables. It is noteworthy that due to the unavailability of the testing facility to obtain the swell cell model data for the heterogeneous domains, we used model parameters from the published literature. Additionally, to make the model parameters coherent with the geometry domain, we also extended the swell cell geometry. In Figure 3, we illustrate details of the geometric sections that were used for the numerical simulations. In this paper, we present two types simulations. They are (i) bentonite column simulation (see Figure 3b) and (ii) swell cell equivalent simulation (see Figure 3c). In the homogeneous three-phases medium, to understand the bentonite swelling phenomena, we considered a small section of the borehole cylindrical bentonite sample, which is the motivation of the first case numerical simulation (see also Figure 3b). Additionally, to explore the similar swelling phenomena in the heterogeneous three-phases mediums and associated numerical complexities in the coupled finite element solutions, we considered a cross-section of the swell cell along the x-y plane (see Figures 2 and 3c). The swell cell geometry comprised of a cylindrical hole representing the borehole, a rectangular block of acrylic illustrating the rock, and acrylic inserts that were used to control the fracture width, representing the fractured zones and fracture. Except for the fracture, to mesh all sub-domains, we used triangular elements, while for the fracture sub-domain, we used 1D line elements with constant parameter. Additionally, to explore the similar swelling phenomena in the heterogeneous three-phases medium, we considered a small section of the borehole cylindrical bentonite sample, which is the motivation of the first case numerical simulation (see also Islam et al. [24]).

Figure 2. (a) Schematic representation of the swell cell in the cross-section (x-y plane) and (b) the bentonite extrusion in the swell cell (see also Islam et al. [24]).
zones and fracture. Except for the fracture, to mesh all sub-domains in the swell cell, we used triangular elements, while for the fracture sub-domain, we used 1D line elements with constant aperture \((b = 200 \, \mu m)\). It is noteworthy that dynamic fracture propagation is beyond the scope of this paper. Additionally, we also ignored the failure state and assumed that the medium was in a static equilibrium condition. For the bentonite model, we coupled the MCC model (Roscoe and Burland [28]), the swelling model (Rutqvist [29]), and two-phases fluids model. For all other sub-domains, we coupled the poro-elastic model (see Coussy [30]) with the two-phases fluids flow model.

Figure 3. Finite element mesh for bentonite extrusion to near-borehole fracture: (a) 3D section, (b) bentonite column element along the \(x-z\) plane (axisymmetric section), and (c) cross-section along the \(x-y\) plane.
Additionally, in the FE solutions, for each phase (solid, liquid, and gas), we also considered different shape functions (see Zienkiewicz et al. [31]). For the FE domain discretization, the importance of different shape functions for each phase depending on the discretized element shape (e.g., triangular) is emphasized in many multiphase flow FE modeling textbooks (see Lewis and Schreifer [32]; Ehlers and Bluhm [33]). For the sake of completeness, it should be noted that if the degree of freedom (DOF) for the deformation field (e.g., displacement, stress, strain) is inconsistent with the DOF for the fluids flow (e.g., gas and liquid), there is an accuracy as well as convergence issue for heterogeneous mediums (see Potts and Zdravkovic [34]; Zienkiewicz et al. [29]). Moreover, in the literature, for FE simulations, there are several coupling mechanisms to couple two-phases fluids and deformation flow, for example, monolithic coupling and sequential coupling (see Kolditz et al. [35]). It is noteworthy that without mass lumping and upwinding techniques (see Helmie [16]), achieving convergence in sequential coupling for heterogeneous mediums is challenging and in most cases impossible. Therefore, in this paper, for the coupling, we used monolithic coupling. Additionally, for the solutions of the linear and non-linear equations, we used the SpBICGSTAB solver (see Chen et al. [36]) and the PICARD solver (see Paniconi and Putti [37]), respectively.

Moreover, we applied two-steps numerical simulation for bentonite migration into the near-borehole fracture. The first step involved the development of a representation of the wellbore excavation phase to arrive at the initial stress state, fluids pressure, and saturation after the completion of the excavation. Then, the excavation phase conditions were considered as the initial state in the mitigation phase, in which the bentonite was placed.

2.2.1. Governing Equations

We assumed that each domain consists of three phases: Solid, liquid, and gaseous phases (see Figure 4). We also assumed that (i) the medium is in the static equilibrium and the isothermal equilibrium, (ii) mediums support the small strain theory, (iii) interaction forces and dynamic actions or accelerations are negligible and ignored, (iv) fluid phases are immiscible, (v) microscopic solid particle are incompressible, (vi) phase component (e.g., vapor) and geochemical effects are ignored, (vii) solid phase is inert and isotropic, and (viii) fluids obey the Darcy’s law [38].

![Figure 4. Representative elementary volume for a three-phase system.](image)

For the fluids phase, we considered as primary variables the capillary pressure, \( p^c = p^g - p^l \), and the gas pressure \( p^g \), where \( p^l \) stands for the liquid pressure. The governing equations for the two-phases flow in the deformable porous media included the momentum balance and mass balance equations, which are presented as follows (see also Bear and Bachmat [39]; Lewis and Schrefler [32]):
Momentum balance equation:

\[
div \left[ \tilde{\sigma} - [p_g - S^l p_c] I \right] + \left[ (1 - \varphi) \rho^s_R + \varphi (1 - S^l) \right] \rho^g_R + \varphi S^l \rho^l_R \mathbf{g} = 0. \tag{1}\]

Mass balance equation:

\[
\varphi \rho^l_R \frac{\partial S^l}{\partial t} + \varphi (1 - S^l) \mathbf{g} \frac{\partial \rho^g_R}{\partial t} - div \left( \rho^g_R \frac{k_{rel}^l}{\mu^l} \left( \nabla p^g - \nabla p^r - \rho^r \mathbf{g} \right) \right) + S^l \rho^l_R div \mathbf{u} = 0. \tag{2}\]

\[
- \varphi \rho^g_R \frac{\partial S^g}{\partial t} + \varphi (1 - S^l) \left( \frac{\partial \rho^g}{\partial t} + \frac{\partial \rho^g_R}{\partial t} \right) - div \left( \rho^g_R \frac{k_{rel}^g}{\mu^g} \left( \nabla p^g - \rho^g \mathbf{g} \right) \right) + (1 - S^l) \rho^g_R div \mathbf{u} = 0. \tag{3}\]

We made several constitutive assumptions in Equations (1)–(3), and corresponding models were applied within these governing equations to describe the system. Detailed derivation of the governing equations is presented in Appendix A. In Equations (1)–(3), \( div' \) is the divergence operator; \( I \) is the identity tensor; \( g \) is the gravitational acceleration acting only in the vertical direction; \( \rho^s_R, \rho^g_R, \) and \( \rho^l_R \) are the reference density of the solid, gas, and liquid, respectively; \( S^l \) and \( S^g \) are the liquid saturation and gas saturation, respectively, which also holds \( S^l + S^g = 1 \); \( \varphi, \varphi^l, \) and \( \varphi^g \) are the medium porosity, liquid phase porosity, and gas phase porosity, respectively, which also supports \( \varphi = \varphi^l + \varphi^g \); \( \tilde{\sigma} \) is the effective Cauchy stress tensor (see also Terzaghi [40]); \( \mathbf{u} \) is the velocity of solids; \( k \) and \( k_{rel}^l \) are the intrinsic permeability and relative permeability, respectively; \( \mu^l \) is the viscosity of the fluid phase; and \( j \in \{l, g\}, l, \) and \( g \) stand for the liquid and gas, respectively.

2.2.2. Capillary Pressure and Saturation Relations

In Equations (1)–(3), the capillary pressure and saturation relation can be obtained either from experiments (see also Fredlund and Rahardjo [41]) or by using curve fittings of empirical relations on the experimental results. For the latter case, there are many approaches, like the Brooks and Corey [42], model which is shown as follows:

\[
S_c(p^e) = \frac{S^l - S^{l d}}{1 - S^{l d}} = \left( \frac{p^e}{p^d} \right)^{\lambda_{BC}} \quad \text{for } p^e \geq p^d, \tag{4}\]

where \( S_c, S^l, \) and \( S^{l d} \) are the effective saturation, liquid saturation and residual liquid saturation; and \( p^d \) and \( \lambda_{BC} \) are Brooks and Corey’s [42] model parameters. Additionally, \( \lambda_{BC} \) is also known as the pore size distribution index while \( p^d \) is known as the air entry pressure or the bubbling pressure (see also Bear and Bachmat [39]).

Again, in Equations (2) and (3), \( k_{rel}^l \) is the relation of the liquid phase and gas phase with the effective saturation (see Equation (4)). For the Brooks–Corey model, such a relation was obtained using the Burdine theorem (see Burdine [43]) as follows:

\[
k_{rel}^l = (S_c)^{2+3\lambda_{BC}} \lambda_{BC}, \tag{5}\]

\[
k_{rel}^g = (1 - S_c)^2 \left( 1 - (S_c)^{2+1\lambda_{BC}} \right). \tag{6}\]

It is worth to noting that Helmig [16] (see Chapter 2) discussed an empirical relation to transfer calibrated model parameters between the van Genuchten model parameters and the Brooks and Corey model parameters.
2.2.3. Constitutive Relations for Solid

To model the swell cell test scenario as detailed in the experimental methods section, we treated all solid phases as porous media through which two fluids phases (liquid and gas) flow. To model bentonite, we couple two-phases flow, the Modified Cam Clay (MCC) model [28], and the bentonite swelling model proposed by Rutqvist [29]. For other media, two-phases flow was coupled with the linear poro-elastic model (see also Coussy [30]). For the poro-elastic medium, we assumed that the total strain has the elastic component only. In contrast, bentonite was assumed to exhibit incremental strain for elastic, swelling, and plastic strain. Thus:

\[ d\varepsilon = d\varepsilon^e + d\varepsilon^{sw} + d\varepsilon^p, \]  

where \( d\varepsilon^e, d\varepsilon^{sw}, \) and \( d\varepsilon^p \) are the elastic, swelling, and plastic strain, respectively.

For the small deformation and symmetry conditions, the strain–displacement relation can be written as:

\[ \varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \]

where \( u \) is the displacement component.

Assuming (i) that isotropic material, (ii) small strain, and (iii) strain depends on the effective stress [40,44] and (iv) generalized Hooke’s law, we obtained the incremental elastic strain relation as follows (see Desai and Siriwardane [45]):

\[ d\sigma'_{ij} = C_{ijkl} d\varepsilon^e_{kl}, (9) \]

where \( d\sigma'_{ij} \) is the incremental effective stress and \( C_{ijkl} \) is the fourth-order elastic stiffness tensor, which is also related to the fourth-order compliance tensor, \( S_{ijkl} \):

\[ C_{ijkl} = \frac{E}{2(1+\nu)} \left( \frac{2\nu}{1-2\nu} \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right), \]

where \( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio, respectively; and \( \delta \) is the Kronecker delta.

Transferring \( d\varepsilon^e \) from Equation (7) to Equation (9), we can obtain:

\[ \dot{\sigma} = C (d\varepsilon - d\varepsilon^{sw} - d\varepsilon^p). (11) \]

In Equation (11), Rutqvist [29] and Yi et al. [46] assumed \( d\sigma^{sw} = -Cd\varepsilon^{sw} \) as the swelling-induced stress, in a confined space, which is a function of the maximum swelling pressure \( (\sigma_m^{sw}) \) and the liquid saturation \( (S^l) \) as follows:

\[ d\sigma^{sw} = \sigma_m^{sw} dS^l I, \]

where \( I \) is the identity tensor, \( \sigma_m^{sw} \) is the maximum swelling pressure, and \( dS^l \) is the incremental liquid saturation.

The relationship between \( \sigma_m^{sw} \) and \( S^l \) for bentonite can be obtained from laboratory experiments. Additionally, in unsaturated soil mechanics, such types of experiments are also well known (see Fredlund and Rahardjo [41]). For the sake of completeness, typical experimental results (see Agus et al. [47]) are illustrated in Figure 5 to demonstrate the swelling pressure relation with the specific suction (also known as the matric suction or the capillary suction or the capillary pressure) and the degree of saturation. Additionally, from Figure 5, we observed that with the decrease of the suction, the degree of saturation and the swelling pressure also increase.
Helmig [16]– porous media as a three-phases system (solid, liquid, and gas, see Figure 4). To address the challenge of achieving convergence in a coupled three-phases system, when fluids pass the interface of dissimilar mediums, the selection of fluids’ monolithic coupling [35] of the fluids phases with the solid phase. Besides, we also introduced the mass lumping and upwinding techniques (see Agus et al. [47]). In Equation (13), we revised the expression of the yield surface and the original MCC surface with the experimental results. More details about the importance of the extended MCC yield surface can be found in Islam et al. [48] and Islam and Gnanendran [49].

Additionally, a similar coupling of the MCC model with the Richards flow (see Richards [50]) is also applied in many field cases (e.g., SEALEX [46]; DECOVALEX [51]). It is noteworthy that in the Richards flow application requires attention in field cases where both fluids are immiscible and mobile, e.g., CO₂ sequestration or a geothermal energy-type problem. In this regard, Wang et al. [52] demonstrated a comparison of the performance prediction in the Richards flow and two-phase fluid flow with experimental results.

Moreover, the original MCC model is formulated for two phases (liquid and solid) and is assumed as the fully liquid-saturated state (see also Roscoe and Burland [28]). In this paper, we considered the porous media as a three-phases system (solid, liquid, and gas, see Figure 4). To address the challenge of achieving convergence in a coupled three-phases system (see Park et al. [19]), we followed the monolithic coupling [35] of the fluids phases with the solid phase. Besides, we also introduced the mass lumping and upwinding techniques (Helmig [16]). It is noteworthy that from the evidence available in the literature of experimental results and analytical solutions, it is observed that for heterogeneous medium, when fluids pass the interface of dissimilar mediums, the selection of fluids’ behavior,

Additionally, the plastic component of the strain \( \left( d\epsilon^p_{kl} \right) \) in Equations (7) and (11) can be written as [45]:

\[
\begin{align*}
  d\epsilon^p_{kl} &= \Lambda \frac{\partial f}{\partial \delta_{ij}}. \\
  \text{In Equation (13), } \Lambda \text{ is the plastic multiplier, } f \text{ represents the yield surface, } f < 0 \text{ represents elastic behavior, } f = 0 \text{ demonstrates that yielding is occurring, and } f > 0 \text{ is not permissible (see Desai and Siriwardane [45]). Detailed derivation of Equation (13) can be found in many textbooks, and for the sake of completeness, we summarized it in Appendix B. In Equation (13), we revised the expression of the yield surface (f) in the original MCC model, and in Appendix B, we also present a comparison of the revised yield surface and the original MCC surface with the experimental results. More details about the importance of the extended MCC yield surface can be found in Islam et al. [48] and Islam and Gnanendran [49].}
\end{align*}
\]

Additionally, a similar coupling of the MCC model with the Richards flow (see Richards [50]) is also applied in many field cases (e.g., SEALEX [46]; DECOVALEX [51]). It is noteworthy that in the two-phases fluids flow, assuming that the gas phase is immobile, the Richards flow is obtained. Also, the Richards flow application requires attention in field cases where both fluids are immiscible and mobile, e.g., CO₂ sequestration or a geothermal energy-type problem. In this regard, Wang et al. [52] demonstrated a comparison of the performance prediction in the Richards flow and two-phase fluid flow with experimental results.
phase primary variables is crucial (see also Helmig [16]; Park et al. [19]). Therefore, to avoid such a numerical instability in our heterogeneous composite domain of the swell cell’s equivalent finite element simulations, we considered the capillary pressure and gas pressure as the fluid phase’s primary variables.

Details of the coupled finite element solution are included in Appendix C of this manuscript.

2.2.4. Constitutive Relations for Fluid Flow in the Fracture

Additionally, constitutive assumptions were used to facilitate the representation of the fluid flow in a near-borehole fracture. In this study, we assumed that fluids (liquid and gas) flow through a discrete fracture, which is bounded by two plates. For the finite element mesh generation of a fracture, we used 1D line elements with constant fracture aperture \( b \). The intrinsic permeability \( k \) in Equations (2) and (3) for the fracture is expressed, according to work by Yih [53] and Bear and Berkowitz [54], as:

\[
k_f = \frac{b^2}{12}.
\]

This equation has also been regularly used in experimental studies (e.g., Fourar and Bories [55]; Oron and Berkowitz [56]; Crandall et al. [57], among others).

2.2.5. Initial and Boundary Conditions

Initial and boundary conditions for the finite element modeling were selected to describe a clay-filled borehole into which additional fluid is driven by pressure differences. Changes in the fluid saturation of the clay cause swelling and displacement, which induce stress changes in the clay medium and surrounding rock.

For the primary variables, the initial conditions were:

\[
u(t = 0) = u_0 \quad \text{in} \, \Omega,
\]

\[
p^c(t = 0) = p^{c0} \quad \text{in} \, \Omega,
\]

\[
p^g(t = 0) = p^{g0} \quad \text{in} \, \Omega,
\]

where subscript ‘0’ represents the initial state of the primary variables.

Boundary conditions were represented as:

\[
u = u^\Gamma \quad \text{on} \, \Gamma_u,
\]

\[
s.n = t \quad \text{on} \, \Gamma_t,
\]

\[
p^c = p^{c^\Gamma} \quad \text{on} \, \Gamma_p^c,
\]

\[
p^g = p^{g^\Gamma} \quad \text{on} \, \Gamma_p^g,
\]

\[
\omega_j.n = q^j \quad \text{on} \, \Gamma_q^j,
\]

The boundary-applied displacement and tractions are \( u^\Gamma \) and \( t \), respectively. In the primary fluid variables, the superscript ‘\( \Gamma \)’ represents the equivalent primary variables on the surface, \( n \) denotes the unit normal vector, and \( q^j \) is the flux of the fluid phase \( j \in \{ l, g \} \). \( \Gamma_u, \Gamma_p^c, \) and \( \Gamma_p^g \) represent the corresponding Dirichlet boundary condition. Additionally, \( \Gamma_q^c \) and \( \Gamma_q^g \) are the Neumann boundary conditions. For the three-phases mediums, with a domain, \( \Omega \), the complementary part of the boundary, \( \Gamma \), should satisfy the requirements of \( \Gamma_q^c \cup \Gamma_q^g = \Gamma \).

In this paper, we present two cases (see Section 2.2 and Figure 3). Details of the initial conditions and boundary conditions of those cases are shown in Figure 6. The first case is the bentonite column element test (see Figure 3a), where we restricted horizontal displacement along the lateral boundaries and at the bottom. Additionally, we also restricted vertical displacement at the top. Moreover, we considered
that the top and lateral boundaries are impervious. Therefore, we only allowed bentonite swelling due to liquid intrusion (see Figure 6a) along the vertical direction, which behaves like free swelling in a confined space (see Figure 1). Along the water intrusion area, the capillary pressure and gas pressure were 0.1 and 0.13 MPa. Moreover, we also assumed that initially, the gas pressure inside the bentonite sample was equivalent to the atmospheric pressure, while the capillary pressure was 100 MPa. Therefore, due to the capillary pressure gradient, the liquid saturation increased from the bottom.

![Figure 6. Initial conditions and boundary conditions: (a) The bentonite column element geometry; and (b) the swell cell-equivalent geometry.](image)

Additionally, for the swell cell-equivalent numerical modeling (see Figure 6b), we restricted the displacement along the outer boundary. We assumed that there is no flow along the exterior boundary. Additionally, in the swell cell test (see also Figure 2), we put water in the domain and sealed it. Therefore, to mimic the similar condition, we assigned the capillary pressure and gas pressure as 10 Pa and 0.1 MPa, respectively, along the wellbore wall, which corresponds to the degree of liquid saturation of 1. We also introduced capillary pressure for the bentonite, rock, fractured zone, and fracture as 95, 55, 75, and 70 MPa, respectively, while for similar sub-domains, we also assumed gas pressure as being equivalent to atmospheric pressure (0.1 MPa).

Moreover, for both cases, we also assumed that the overburden pressure ($\sigma_z$), maximum horizontal stress ($\sigma_x$), and minimum horizontal stress ($\sigma_y$) are also equivalent to the atmospheric pressure.

It is noteworthy that for (i) two fluids only, (ii) the Richards flow coupled with the deformation flow and (iii) the two-phases flow coupled with the deformation flow, the number of equations and variables are 12 (see Bear and Bachmat [39]), 25 (see Anandarajah [58]), and 34, respectively (present study). In our solution algorithms, we used the linear momentum equations for (a) the solid phase (three equations), (b) liquid phase (three equations), and (c) gas phase (three equations). In Equation (1), we presented coupled linear momentum equation for the three phases. Additionally, we used three mass balance equations for three phases and their coupled form is presented in Equations (2) and (3). We also used six stress–strain relations (see Equation (9)). Moreover, assuming the symmetric conditions and small deformation theory, there are an additional six equations (see Equation (8); Anandarajah [58]). It is noteworthy that for bentonite, we considered poro-plasticity coupled with the swelling model, while other domains were modeled assuming poro-elasticity. In both cases, the number of stress–strain–displacement relation equations and variables were the same. However, depending on the poro-elasticity or poro-plasticity additional terms (e.g., swelling),

\[
\frac{\partial P}{\partial z} = 0 \\
\frac{\partial P}{\partial x} = 0 \\
\frac{\partial P}{\partial y} = 0
\]

\[
\sigma_z = -0.1 \text{ MPa} \\
\sigma_x = -0.1 \text{ MPa} \\
\sigma_y = -0.1 \text{ MPa}
\]

\[
p' = 0.1 \text{ MPa} \\
p' = 0.1 \text{ MPa} \\
p' = 0.13 \text{ MPa}
\]
their expressions were different. Additionally, we also used the Darcy’s law for liquid (three equations) and gas (three equations), where we used the absolute velocity terms to couple the solid and fluids (see Appendix A). The other four equations used included (i) the capillary pressure and saturation relation (see Appendix A, Equations (A9) and (A10)) and (ii) the three relations between the phase stress and phase density (see Appendix A, Equations (A4)–(A8) and Equations (A13)–(A15)). Thereby, we used a total of 34 equations.

Additionally, the total number of variables for the effective stress and strain were 12 (see Equation (9) and Appendix A, Equations (A5) and (A11)). For the velocity components of each phase and their absolute velocity, the total number of variables were 15. We assumed two fluids phases primary variables (the capillary pressure and gas pressure). For the effective saturation (see Equation (4)), for each phase density and porosity, we used five more variables. Thereby, for 34 variables, we used 34 equations.

2.3. Material and Fluid Properties

A total of four materials were investigated and their material properties are presented in Table 1. For the poro-elastic model (see Coussy [30]), the model parameters are the Young’s modulus and Poisson’s ratio. Additionally, for the plastic state model of bentonite, we obtained the MCC model parameters from Yi et al. [46], as shown in Table 2. Moreover, for the swelling model of bentonite, we assumed that the maximum swelling stress was 4.68 MPa, while we assumed an initial capillary pressure of bentonite of 65 MPa. We assumed the liquid phase density and viscosity were 1000 kg·m⁻³ and 1 × 10⁻³ Pa·s, respectively. For the gas phase density, we assumed the Clapeyron equation, while we assumed the gas phase viscosity was 1.8 × 10⁻⁵ Pa·s. Additionally, to present the saturation state transition between the liquid phase and gas phase, we used the data shown in Figure 7 to obtain the Brooks and Corey [42] model parameters (see Equations (4)–(6)).

We present the validation of the bentonite swelling model in Appendix D for sample SO-04 (see Yi et al. [46]).

![Table 1](image)

**Table 1.** Material properties of rock, bentonite, fractured zone, and fracture.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Rock **</td>
<td>Bentonite *</td>
</tr>
<tr>
<td>Density</td>
<td>ρ</td>
<td>Kg·m⁻³</td>
<td>2700</td>
</tr>
<tr>
<td>Porosity</td>
<td>φ</td>
<td>—</td>
<td>0.01</td>
</tr>
<tr>
<td>Permeability</td>
<td>k</td>
<td>m²</td>
<td>1.0 × 10⁻¹⁷</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>E</td>
<td>Pa</td>
<td>3.5 × 10¹⁰</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>ν</td>
<td>—</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Note: ** Assumed, Fracture permeability $k_f = \frac{2b^2}{\pi}$, Aperture ($b$) = 200 µm, * Yi et al. [46]

![Table 2](image)

**Table 2.** Modified Cam Clay model parameter of bentonite [see Yi, et al. [46] (Sample: SO-04)].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope of the critical state line</td>
<td>$M$</td>
<td>-</td>
<td>1.84</td>
</tr>
<tr>
<td>Virgin compression index</td>
<td>$\lambda$</td>
<td>-</td>
<td>0.12</td>
</tr>
<tr>
<td>Swelling/recompression index</td>
<td>$\kappa$</td>
<td>-</td>
<td>0.024</td>
</tr>
<tr>
<td>Initial preconsolidation pressure</td>
<td>$p_{iso}$</td>
<td>MPa</td>
<td>2.43</td>
</tr>
<tr>
<td>Initial void ratio</td>
<td>$e$</td>
<td>-</td>
<td>0.6376</td>
</tr>
</tbody>
</table>
Figure 7. Relative permeability–saturation and capillary pressure–saturation relations of (a) bentonite and (b) rock, fractured zone, and fracture [51].

3. Results and Discussions

3.1. Experimental Results

We used the free swelling test of bentonite (see Section 2.1 and Figure 1), where we changed the liquid’s salinity and then measured the swelling potential. From the observation, we found that due to the change of salinity, the free bentonite swelling potential ($s_p$) were 0.42, 0.38, 0.32, 0.25, and 0.16, respectively, representing the increase of salinity, and the value of $s_p$ decreasing, as shown in Figure 8.

Figure 8. Effects of the liquid salinity on the swelling potential of bentonite (see Islam et al. [24]).

In Figure 8, the salinity zero represents distilled water. We discussed earlier that the swelling potential is an indicator of the effectiveness of the developed swelling stress. Therefore, Figure 8 confirmed the importance of considering the geochemistry of the saturated fluid (see [59]).
Among others, Bolchover et al. [11], Svoboda [12], and Islam et al. [24] reported that when bentonite extrudes into a fracture (see the swell cell test experiments shown in Figure 2 in Section 2.1), two forces satisfy the equilibrium condition. They are the swelling-induced driving force and the resisting force. The bentonite extrusion stopping criterion depends on these forces’ equilibrium state, and the details are discussed in Appendix E. The driving force develops when the liquid saturation results in an increase of the swelling pressure (see also Figure 5), which pushes bentonite into the fracture. The driving force is the resultant of the swelling pressure and the fracture width (Svoboda [12]; Islam et al. [24] and see Equation (A46)). Additionally, the resisting force is the resultant of the bentonite extrusion length and the bentonite–slot contact shear strength (see Figure 2a, Figure 3a,c and Equation (A47)). According to the bentonite extrusion stopping criterion (see also Bolchover et al. [11]), bentonite migration is proportional to the slot width (or fracture aperture) (see Figure 2a and Equation (A49)). Additionally, for a fracture in a deposition hole, Kanno and Wakamatsu [9] demonstrated from the experimental results of two different bentonites (bentonite and bentonite–sand mixture) that initially, the swelling pressure increases linearly with respect to time, then it starts to decrease. Kanno and Wakamatsu [9] also presented that the swelling pressure decreases with the increase of the aperture, which is opposite to the bentonite extrusion stopping criterion. Such a decline of the swelling pressure may happen due to several reasons. Firstly, the increase of the fracture aperture results in an increase of the overall volumetric area of the fracture, where separation of bentonite happens, and Kanno and Wakamatsu [9] demonstrated such a separation from their experiments. Secondly, the fracture domain may be fully brine-saturated, and if the extrusion rate of bentonite from the host container into the fracture decreases, the existing bentonite into the fracture may start to dissolve in the brine (see also Baik et al. [60]). Thirdly, the capillary pressure gradient may decline between the host container of the bentonite and the fracture, which is also responsible for decreasing the swelling pressure (see also Figure 5), and such a phenomenon also may happen during dynamic propagation of the fracture (see also Chen et al. [61]).

In support of Kanno and Wakamatsu’s [9] findings, who showed the inverse results compared to the equilibrium theory, Islam et al. [24] proposed that during bentonite extrusion, two balance laws may work simultaneously. The first one is the momentum balance law, which supports the bentonite extrusion stopping criterion or the equilibrium state (see also Bolchover et al. [11]; Svoboda [12]). The second one is the volume balance law (see Islam et al. [24] and Appendix E in this manuscript), which is based on the swelling potential (Section 2.1 and Figures 1 and 8). Additionally, for any bentonite with specified brine chemistry, fracture aperture, and reservoir condition, the intersection of the two balance laws is the limiting condition of the bentonite plugging’s effectiveness. To obtain such a limiting criterion, we developed a swell cell (see Section 2.1 and Figure 2).

Moreover, due to the gravitational force, the bentonite deposition started from the bottom of the swell cell (see Figure 2b). We observed only the final value of the bentonite migration length for different fracture widths and fluid types (e.g., distilled water, 10 g/L NaCl liquid). We performed the test at room temperature. From Figure 9, we observe that before the intersection of the momentum balance and the volume balance laws (see Appendix E), the maximum bentonite migration length is linearly proportional to the slot width, which also supports Bolchover et al. [11] and Svoboda [12]. After the bentonite plugging’s effectiveness limiting criterion, the maximum bentonite migration length decreased with respect to the slot width, which also supports Kanno and Wakamatsu [9]. It is interesting to note that in Figure 9, the ratio of the linear fittings’ line slope for the 10 g/L NaCl to the distilled water is about 0.770. Additionally, we discussed earlier from the experimental evidence of Wang et al. [23] that the free swelling potential is linearly proportional to the swelling pressure. Moreover, from Figure 8, we found that the swelling potential for the 10 g/L NaCl to the distilled water is 0.42 and 0.32, respectively, and their ratio is 0.762, which is also approximately consistent with the swell cell experimental results before the bentonite plugging’s effectiveness limiting criterion.

In the next section, we discuss the numerical modeling results. We note that in our finite element (FE) modeling, the geochemistry is beyond the scope of the present paper. Therefore, in the numerical modeling section, we ignored the chemical reaction due to fluid salinity. We only considered the
distilled water as the liquid phase fluid. Thereby, we also disregarded the dissolution of bentonite in the liquid phase and assumed that the liquid phase properties are constant. We also ignored the thermal effect. Thereby, during experiments, we also disregarded evaporation of the liquid at room temperature. Additionally, in the numerical modeling section, we only considered phases (see also Figure 4) and ignored the components of each phase (see also Bear and Bachmat [39]; Lewis and Schrefler [32]). Moreover, in the swell cell test arrangement, we did not have the facilities to measure incremental bentonite migration or stress–strain or fluid phase relations with respect to time. In addition, due to the unavailability of testing facilities of unsaturated tests on bentonite, acrylic, or rock medium, we obtained numerical model parameters from the published literature (see Section 2.3).

![Figure 9](image-url)  
*Figure 9. Relations between the bentonite migration maximum length and the slot width (see also Islam et al. [24]).*

### 3.2. Numerical Simulation Results

In Section 2.2, we discussed two types of finite element simulations. They are bentonite column simulation and swell cell equivalent simulation. Additionally, in Figure 3, we also demonstrated the relation between the two types of simulation. The first one represents the homogeneous three-phases medium while the latter one illustrates the heterogeneous three-phases mediums. Additionally, we also discussed the justification of these numerical simulations in the earlier section (see the experimental results section). We also discussed the initial and boundary conditions of two types finite element simulations in Section 2.2.4. Moreover, we presented the material and fluid properties in Section 2.3.

In the initial state of the bentonite column element simulation (see Figure 6a), we assumed that inside the sample, the capillary pressure is high compared to the bottom boundary. We assumed that the bentonite initial water saturation is 0.28, while in the water intrusion area, the liquid saturation is 1.0 (see also Figures 6a and 7a). Thereby, we introduced a high capillary pressure gradient. The capillary pressure gradient will lead to an increase in the saturation of the bentonite medium over time. Additionally, we allowed displacement and swelling pressure of bentonite to occur from the bottom of the column due to a surge of the liquid phase saturation. We also discussed details of the stress in Equations (1), (9), (11), and (A3)–(A8).

In Figure 10, we demonstrate the stress state and liquid saturation state change in the initial state condition and after 10 h. We observe that the shapes of the stress states are similar to the shape of the liquid saturation state. It is worth noting that in any confined space, bentonite swelling involves free swelling and back compaction (see Rutqvist et al. [62]; Xie et al. [63]). We considered liquid intrusion...
from the bottom, thereby changes of the liquid saturation and swelling-induced stress also started to change from the bottom. Among others, Birkholzer et al. [51] also demonstrated a similar finding for bentonite swelling.

Figure 10. At the initial state and 10-h illustration of the stress states and liquid phase saturation.

In Figure 11a, we present the vertical displacement profile, and in Figure 12a, the centerline displacement with respect to time. We observed that after 0.001 h (3.6 s), the displacement profile exhibits a parabolic shape. Due to the capillary pressure gradient in the bentonite column domain and bottom boundary (see also Figure 6a), the water intrusion increases, which also changes the liquid saturation. Thereby, in the bottom of the bentonite column, an increase in the swelling pressure occurs, which accelerates the displacement profile. We also observe that as time increases, the maximum displacement at the column centerline develops at a column height of approximately 0.14 m and that the rate of change of vertical displacement is predicted to decrease significantly after 50 h. A similar trend is also observed for the stress distribution along the column height and we present them in Figures 11b and 12b. Due to the induced swelling stress, at the bottom, the stress component along the z-axis (σ_z) is high.

Figure 11. Cont.
Figure 11. Along the x-z plane (a) the displacement profile and (b) the vertical stress distribution, in the bentonite column due to liquid infiltration-induced swelling.

Figure 12. Along the z-axis centerline: (a) the displacement profile and (b) the vertical stress distribution, in the bentonite column due to liquid infiltration-induced swelling.

From Figures 13 and 14, we observe that over time as the capillary pressure decreases, the liquid saturation progressively increases, which also supports Agus et al.’s [47] demonstrated laboratory experiments (see also Figure 5). The liquid saturation increase continues until an equilibrium state is achieved, or the capillary pressure gradient is negligible. Such a process is also known as the wetting process of bentonite. In this paper, we do not discuss the drying stage.
Figure 13. Along the x-z plane: (a) the liquid saturation profile and (b) capillary pressure distribution, in the bentonite column due to liquid infiltration-induced swelling.

Figure 14. Along the z-axis centerline: (a) the displacement profile and (b) vertical stress distribution, in the bentonite column due to liquid infiltration-induced swelling.
In Figure 6a, if we inverse the boundary and initial conditions, we will observe that the drying stage or wetting phase occurs in the reverse direction (e.g., from the bentonite medium to the boundary). In the wetting phase, we assigned a higher capillary pressure inside the bentonite domain, which we need to assign in the boundary to obtain the drying process. To avoid repetition of similar numerical simulations and identical illustrations, we ignored the drying state. However, in the bentonite-based borehole plugging, such a wetting and drying stage may happen depending on the bottom holes’ reservoir condition change with the course of time or due to the weathering effect (e.g., rain). Additionally, in the wetting phase and drying phase, the bentonite will swell and shrink, respectively, which is crucial for boreholes with compromised sections like a fracture. In the next section, we discuss the swell cell, where we considered a fracture in the domains.

In Figure 3a,c, we present the swell cell equivalent geometry for the numerical simulations. Additionally, in Figure 6b, we illustrate the initial and boundary conditions of the similar problem statement, while in Tables 1 and 2 and Figure 7, we demonstrate the model parameters and material properties. Moreover, in the earlier section for the bentonite column numerical simulation, we considered the wetting process of bentonite. In the swell cell equivalent model, we also used the wetting process concept. As we discussed earlier, the main difference between the two numerical solution cases is the illustration of the three-phases homogeneous medium (e.g., bentonite column element) and the three-phases heterogeneous mediums (e.g., swell cell). Due to the application of the identical mechanisms, the capillary pressure gradient inside the bentonite domain of the swell cell (see also Figure 3a,c, and Figure 6b) increases the liquid saturation of bentonite. Thereby, the swelling pressure also increases due to the incremental liquid saturation (see Equations (7), (11), and (12) and Figure 5) and it continues until it reaches the maximum swelling pressure.

Additionally, Xie et al. [63] explain that an engineering barrier system may fail if the swelling pressure exceeds the tolerable limit of the barrier material or surrounding material. Moreover, Mielenz and King [64] also presented that the volume change in Na-montmorillonite and Ca-montmorillonite is 1400% to 2000% and 45% to 145%, respectively. In Equation (12) and Figure 5, we also present that the incremental swelling pressure is a function of the incremental liquid saturation and maximum swelling pressure. Therefore, for boreholes with fractures (e.g., swell cell equivalent field case), extra care is essential to determine the maximum swelling pressure. Otherwise, the success of borehole plugging may be jeopardized due to the developed stress through the compromised section (e.g., fracture). In such a case, prediction of the stress distribution and fluid phase saturation is essential.

In Figure 15, we present the displacement ($x$ and $y$ components) along the horizontal profile (see also Figure 6b) and after 5 h, the displacement profile in the $x$-$y$ plane (see also Figure 3a,c). We observe that the maximum displacement is close to the wellbore center (see Figure 14a,b). After the initiation of the simulation, the displacement ($x$ and $y$ components) progressed sharply, then with the increase of time, the displacement magnitude decreased. After 1 h, we observed a negligible change in displacement, which represented that for the assigned initial and boundary conditions, material properties, and model parameters, the capillary pressure gradient in the domain approached the equilibrium state. Moreover, along the fracture line, we noticed oscillation in the displacement, which might be due to the thin aperture closed conduit, where, at the end, we restricted the displacement field to avoid instabilities in the numerical simulation. A similar trend is also observed in the stress distribution, which is shown in Figure 16. During the increase of liquid saturation, the stress state along the horizontal and the vertical directions will also increase until it reaches the maximum swelling pressure (see also Figure 15). Additionally, in Figure 17, we present the capillary pressure profile and liquid saturation profile, respectively, along the horizontal profile and $X$-$Y$ plane after 5 h. We observed that due to the capillary suction inside of the bentonite, changes of the liquid saturation inside the bentonite domain are high compared to the fractured zone.
**Figure 15.** The displacement profile (see also Figure 6b): (a) along the horizontal profile $X$-component, (b) along the horizontal profile $Y$-component, and (c) $X$-$Y$ plane after 5 h.

**Figure 16.** Along the horizontal profile: (a) the horizontal stress and (b) vertical stress, and along the $X$-$Y$ plane after 5 h, (c) the horizontal stress and (d) the vertical stress.
The analytical model also supports the swelling model. The MCC model was used to capture the elasto-plastic state of the bentonite, while the swelling model was used to understand the swelling phenomena of bentonite. With the increase of salinity, the swelling potential of bentonite decreases, which also represents a decrease in bentonite expansion. Additionally, the swell cell results illustrate that for the effectiveness of the borehole plugging, there is a limiting criterion for the maximum bentonite intrusion length and fracture aperture. The analytical model also supports the swell cell results. By superimposing the momentum balance and volume balance in the analytical model, the limiting condition of the bentonite-based borehole plugging can also be found. In the momentum balance region, the maximum bentonite migration length is linearly proportional to the fracture width, which is opposite the volume balance region.

For the bentonite material model, the Modified Cam Clay model (MCC) was combined with the swelling model. The MCC model was used to capture the elasto-plastic state of the bentonite, while the swelling model was used to understand the swelling phenomena. The swelling phenomena of the bentonite model required only six parameters and five of them were identical to the MCC model. The other parameter was the maximum swelling pressure of the bentonite. All six parameters can be obtained from conventional triaxial tests, and the model does not require any fitting parameters. Additionally, in the two-phases flow model, the fluids were water and air, while the primary variables were the capillary pressure and gas pressure. During the wetting phase of bentonite, due to the capillary pressure gradient, water entered the bentonite medium, thereby increasing the liquid saturation and also increasing the swelling pressure, which is the driving force for the displacement and stress components. Additionally, we presented the validation of the bentonite model by comparing the experimental results obtained from the literature and the coupled finite element model.

**Figure 17.** Along the horizontal profile: (a) the capillary pressure, (b) the liquid phase saturation, and along the X-Y plane after 5 h: (c) the capillary pressure and (d) the liquid saturation.

4. Conclusions and Discussions

To address the bentonite swelling behavior and its migration to the near-borehole crack, we performed laboratory tests, presenting an analytical model and coupled finite element model. From experiments of the free swelling test and the swell cell test, we observed that for the performance of the bentonite-based borehole plugging, liquid phase geochemistry plays a significant role in the swelling phenomena of bentonite. With the increase of salinity, the swelling potential of bentonite decreases, which also represents a decrease in bentonite expansion. Additionally, the swell cell results illustrate that for the effectiveness of the borehole plugging, there is a limiting criterion for the maximum bentonite intrusion length and fracture aperture. The analytical model also supports the swell cell results. By superimposing the momentum balance and volume balance in the analytical model, the limiting condition of the bentonite-based borehole plugging can also be found. In the momentum balance region, the maximum bentonite migration length is linearly proportional to the fracture width, which is opposite the volume balance region.

For the bentonite material model, the Modified Cam Clay model (MCC) was combined with the swelling model. The MCC model was used to capture the elasto-plastic state of the bentonite, while the swelling model was used to understand the swelling phenomena. The swelling phenomena of the bentonite model required only six parameters and five of them were identical to the MCC model. The other parameter was the maximum swelling pressure of the bentonite. All six parameters can be obtained from conventional triaxial tests, and the model does not require any fitting parameters. Additionally, in the two-phases flow model, the fluids were water and air, while the primary variables were the capillary pressure and gas pressure. During the wetting phase of bentonite, due to the capillary pressure gradient, water entered the bentonite medium, thereby increasing the liquid saturation and also increasing the swelling pressure, which is the driving force for the displacement and stress components. Additionally, we presented the validation of the bentonite model by comparing the experimental results obtained from the literature and the coupled finite element model.
In the bentonite column element test, we considered that the displacement along the x-axis is restricted. Thereby, two-phases fluids and deformation flow through porous media surrounded by the rigid body. Additionally, in the swell cell equivalent numerical simulation, rock and fractured zones also behave like rigid media like the bentonite column element test. Therefore, in the swell cell, the developed swelling pressure in the borehole forced bentonite to migrate to the near-borehole fracture. Such a migration continued until the change of the capillary pressure with respect to time was low, which is considered as the equilibrium state of the capillary pressure gradient. It is noteworthy that in practical borehole plugging, depending on the fracture zone geometry, mechanical and physical properties, and capillary pressure gradient, if bentonite migration from the borehole to the fracture zone is high, the developed stress may jeopardize the borehole plugging’s integrity. Therefore, careful attention is essential to select the bentonite type, geometry of the fracture, downhole reservoir condition, and liquid phase geochemistry.

Additionally, depending on the bentonite state of saturation, properties, and borehole reservoir environment, initially, the swelling-induced elasto-plastic state inside the borehole wall is high, which was also observed in the swell cell simulations. In this paper, we did not consider the creep of bentonite, which can be incorporated by changing Equation (7) and relevant constitutive laws (see also Islam and Gnanendran [49] and Islam et al. [48]). In addition, we presented in Equation (12) that the swelling pressure is a function of the maximum swelling pressure and liquid phase saturation. However, by changing the swelling model with respect to the density or the void ratio (see Sun [65]), it is also possible to obtain the density or the void ratio distribution. It is important to note that to incorporate the density- or void ratio-based swelling model in the coupled finite element solution, careful consideration is essential regarding the selection of fitting parameters. Otherwise, numerical convergence issues might be encountered and the consistency also needs to be considered. Moreover, we assumed constant fracture aperture, while dynamic fracture propagation also can be introduced by following Borst [66]. It is worthy to note that for the liquid phase only, the fracture propagation algorithm is relatively simple. However, for two-phases fluids, a composite heterogeneous domain, and poro-plasticity, the dynamic fracture propagation algorithm requires special attention. This is because incorporating such an algorithm may create the stress singularity problem during calculation of the internal stress vector and the stiffness matrix. In addition, in this paper, we assumed small deformation conditions (see Equation (8)), which might also need to be revised for fracture propagation.

**Author Contributions:** Conceptualization, all authors.; Methodology, all authors.; simulations, M.N.I.; Experiments, A.P.B. and M.N.I.; Formal Analysis, M.N.I.; Investigation, all authors; Writing—original draft preparation, M.N.I.; Writing—review and editing, all authors; Visualization, M.N.I.; Supervision, A.P.B. and R.D.

**Funding:** This research received no external funding.

**Acknowledgments:** The first author would like to acknowledge the financial support provided by the National Risk Assessment and Partnership (NRAP) program at the National Energy Technology Laboratory (NETL) with a Postdoctoral Fellowship sponsored by the US Department of Energy and administered by the Oak Ridge Institute for Science and Education (ORISE). Also, the first author was financially supported during his research at the University of Pittsburgh, Pittsburgh, PA, USA.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Abbreviations**

In this manuscript, we used following abbreviations:

- FE: Finite Element
- MCC: Modified Cam Clay
- PADEP: The Pennsylvania Department of Environmental Protection
- PMMA: Poly (methyl methacrylate)

**Appendix A. Constitutive Relations in Governing Equations**

For the three phase systems (solid, liquid, and gas), the momentum balance and the mass balance equations are written as [39]:
Momentum balance equation:

\[ \text{div } \sigma^i + \rho^i g = 0 \quad (i = s, l, g). \] (A1)

Mass balance equation:

\[ \frac{\partial \rho^i}{\partial t} + \text{div} \left( \rho^i v^i \right) = 0 \quad (i = s, l, g), \] (A2)

where \( \sigma^i \) is the total stress tensor of the \( i \)th phase, \( \rho^i \) is the summation of each phase, \( g \) is the gravitational acceleration, and \( v^i \) is the phase velocity.

In Equation (A1), \( \sigma^i \) is defined as (Lewis and Schrefler [32]):

\[ \sigma^i = \sigma^s + \sigma^l + \sigma^g, \] (A3)

where \( \sigma^s \), \( \sigma^l \), and \( \sigma^g \) are stress tensors for the solid phase, liquid phase, and gaseous phase, respectively, which can be defined as [32]:

\[ \sigma^s = (1 - \varphi)(\sigma^s - \mathbf{I}p^s), \] (A4)

\[ \sigma^l = (1 - \varphi)\sigma^s, \] (A5)

\[ p^s = S^l p^l + S^g p^g, \] (A6)

\[ \sigma^l = -\varphi S^l p^l \mathbf{I}, \] (A7)

\[ \sigma^g = -\varphi S^g p^g \mathbf{I}, \] (A8)

where \( \sigma^s \) is the dissipative part of the stress in the solid phase, \( p^s \) is the intrinsically averaged pressure of fluids, \( \sigma \) is the effective Cauchy stress tensor, and \( \varphi \) is the porosity. Additionally, \( p^s \), \( p^g \), and \( p^l \) are the capillary pressure, gas pressure, and liquid pressure, respectively. Furthermore, \( S^l \) and \( S^g \) are the liquid saturation and gas saturation, respectively, which holds to the following relation:

\[ S^l + S^g = 1. \] (A9)

The capillary pressure can be defined as:

\[ p^c = p^g - p^l. \] (A10)

Combining Equations (A4) and (A10), we obtain:

\[ \sigma^i = \sigma - \left[ p^g - S^l p^l \right] \mathbf{I}. \] (A11)

Additionally, in Equation (A1), \( \rho^i \) can be presented as [32]:

\[ \rho^i = \rho^s + \rho^l + \rho^g. \] (A12)

Here, the phase densities \( \rho^s \), \( \rho^l \), and \( \rho^g \) are defined as:

\[ \rho^s = (1 - \varphi)\rho^s_R, \] (A13)

\[ \rho^l = \varphi \rho^s_R, \] (A14)

\[ \rho^g = \varphi \rho^g_R, \] (A15)

where \( \rho^s_R \), \( \rho^g_R \), and \( \rho^l_R \) are the reference density of the solid, gas, and liquid, respectively.
Combining Equations (A13) and (A15), we obtain:
\[ \rho_i = (1 - \varphi)\rho_R^s + \varphi S^l R^l + \varphi S^g R^g. \]  

(A16)

Substituting Equations (A16) and (A11) in Equation (A1), we obtain the linear momentum balance equations as follows:
\[ \text{div} \left( \sigma - [p^s - S^l p^g] I \right) + \left[ (1 - \varphi)\rho_R^s + \varphi (1 - S^l) R^l + \varphi S^g R^g \right] g = 0. \]  

(A17)

Again, expanding Equation (A2) for the solid phase and fluid phases, the mass balance equations are obtained as (Lewis and Schrefler [32]):
\[ \frac{\partial (1 - \varphi)\rho_R^s}{\partial t} + (1 - \varphi)\rho_R^s \text{div} \mathbf{v}^s = 0, \]  

(A18)

\[ \frac{\partial (\varphi S^j \rho_R^j)}{\partial t} + \text{div} \left( \varphi S^j \rho_R^j \mathbf{v}_j \right) = 0; \quad j \in \{l, g\}, \]  

(A19)

where \( \mathbf{v}_s \) and \( \mathbf{v}_j \) are the solid phase velocity and absolute velocity of the fluid phases \( \{j \in \{l, g\}\} \), respectively, while \( \{l, g\} \) represents liquid and gas, respectively. \( S^j \) is the fluid phase saturation.

Introducing the material derivative into Equation (A18), and recalling the above-mentioned assumptions, Equation (A18) can be written as:
\[ \frac{D\varphi}{Dt} = (1 - \varphi)\text{div} \mathbf{v}_s. \]  

(A20)

Bear and Bachmat [39] reported that:
\[ \text{div} \mathbf{v}^s = \frac{\partial \varepsilon_v}{\partial t}, \]  

(A21)

\[ \varepsilon_v = \frac{\partial (\text{tr} \varepsilon)}{\partial t} = \frac{\partial}{\partial t} \left( \frac{\partial u_i}{\partial x_i} \right). \]  

(A22)

Bear and Bachmat [39] also presented the fluid phase velocity, \( \mathbf{v}_j \), as follows:
\[ \mathbf{v}_j = \mathbf{w}_j + \mathbf{v}^s. \]  

(A23)

The relation between the relative velocity \( \mathbf{w}_j \) and the relative specific discharge \( q_{rj} \) can be obtained as (see Allen III et al. [67], Bear and Bachmat [39]):
\[ \mathbf{w}_j = \frac{q_{rj}}{\varphi} = \mathbf{v}_j - \mathbf{v}^s, \]  

(A24)

\[ q_{rj} = - \frac{k}{\mu_j} \left( \nabla p^j - \rho_R^j \mathbf{g} \right), \]  

(A25)

where \( \mu_j \) is the fluid viscosity and \( \widetilde{k} \) is the permeability tensor, which is the fluid phase dependent. For example, considering the porous media with the liquid only, \( \widetilde{k} = k \), the intrinsic permeability; while for two fluids (liquid and gas), \( \widetilde{k} = k_j \), which is defined as follows (see Allen III, Behie and Trangenstein [67]):
\[ k_j = k_{rel}^j k_j, \]  

(A26)

where \( k_{rel}^j \) is the relative permeabilities for fluid phase saturation, which bounds \( 0 \leq k_{rel}^j \leq 1 \). For the single fluid (e.g., liquid), \( \widetilde{\varphi} = \varphi \), the porosity, while for two-phases fluid (liquid and gas), \( \widetilde{\varphi} = \varphi_j \), which is related to the fluid phase saturation as follows (see Allen III, Behie and Trangenstein [67]):
Combining Equations (A24) and (A27), we obtain:

\[ q_r^j = \phi S^j w_j = -\frac{k}{\mu^l} (\nabla p^j - \rho^j g). \]  

The relation between the volumetric flux rate, \( q_r^j \), and the volumetric flux, \( J_j \), can be presented as:

\[ J_j = \rho_j R q_r^j. \]  

Combining Equations A28 and A29, the volumetric flux can be written as:

\[ J_j = \rho_j R \phi S^j w_j = -\rho_j R k_{rel}^j \mu^l (\nabla p^j - \rho^j g). \]  

Substituting Equation (A23) into Equation (A19), then applying the material derivative, we obtain:

\[ D(S^j/\rho_K^l) = S^j/\rho_K^l D\phi + \text{div} (\rho^j \phi S^j w_j) + \phi S^j/\rho_K^l \text{div} (\nu^j) = 0. \]  

Now, substituting Equations (A20)–(A22) into Equation (A31):

\[ \frac{\partial (\rho^j \phi S^j)}{\partial t} = -\mu^l \left( \rho^j k_{rel}^j \mu^l (\nabla p^j - \rho^j g) \right) + S^j/\rho_K^l \text{div} u = 0. \]  

**Appendix B. Derivation of Plastic Strain, \( de_p^{ij} \)**

The incremental plastic strain can be written as:

\[ de_p^{ij} = \Lambda \frac{\partial f}{\partial \delta_{ij}}. \]  

Assuming the associated flow rule, the yield surface, \( f \), can be obtained as [28]:

\[ f = q^2 + M^2 p^2 - M^2 p_{iso} p = 0, \]  

where \( M \) is the slope of the critical state line; \( p = \frac{1}{2} \sigma_{ij} \delta_{ij} \) and \( q = \sqrt{\frac{1}{2} (\sigma_{ii} - p \delta_{ij}) (\sigma_{ii} - p \delta_{ij})} \) are the mean pressure and deviatoric pressure, respectively; \( \delta_{ij} \) is the Kronecker delta; and \( p_{iso} \) is the isotropic preconsolidation pressure (also known as the hardening parameter).

In the original MCC model, the shape of the yield surface in the \( \pi \)-plane is circular, which follows the von Mises criterion. From the true triaxial test results [68], except the triaxial compression loading state, in any other state, the MCC model overestimates the stress state. To overcome such an issue, researchers have proposed a variety of functions with different levels of complexity [69]. In this paper, to achieve the realistic non-circular surface in the \( \pi \)-plane, we changed the expression of the critical state line and introduced \( b - \text{value} = \frac{\sigma_2 - \sigma_3}{\sigma_1 - \sigma_3} \) [70] as (see also Islam et al. [48]; Islam and Gnanendran [49]):

\[ M = \frac{6 \sin \phi \sqrt{b^2 - b + 1}}{3 + (2b - 1) \sin \phi}, \]  

where \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) are the major, intermediate, and minor principal stress, respectively. \( \phi \) represents the angle of friction at failure. It is worthy to note that \( b - \text{value} = 0 \) and 1 correspond to the triaxial
compression test and the triaxial extension test, respectively. We present a comparison of the true triaxial test on Kaolin clay [71], the original MCC surface [28], and an extended MCC surface [48] in Figure A1.

The plastic incremental volumetric strain \( \left( \Delta e^{v}_{ij} \right) \) in the MCC model is related to the incremental preconsolidation pressure rate \( (dp_{iso}) \) as follows [45]:

\[
dp_{iso} = \frac{1 + e_0}{\lambda - \kappa} p_{iso} \Delta e^{v}_{ij},
\]

where \( e_0 \) is the initial void ratio, and \( \lambda \) and \( \kappa \) are the slope of the virgin compression index and the swelling/recompression index, respectively. Combining Equations (A33) and (A36) yields:

\[
dp_{iso} = \frac{1 + e_0}{\lambda - \kappa} p_{iso} \Lambda \frac{\partial f}{\partial \sigma_{kl}}.
\]

Figure A1. Comparison of the true triaxial test data, original MCC surface, and extended MCC surface in the \( \pi \)-plane.

Applying the consistency condition [45], \( \frac{\partial f}{\partial \sigma_{kl}} \) in Equation (A33) can be presented as:

\[
\frac{\partial f}{\partial \sigma_{kl}} = \frac{\partial f}{\partial p} dp + \frac{\partial f}{\partial q} dq + \frac{\partial f}{\partial p_{iso}} dp_{iso} = 0.
\]

Substituting, Equation (A37) in (A38), the expression of the plastic multiplier can be written as:

\[
\Lambda = \frac{M^2 (2p - p_{iso}) dp + 2qdq}{pp_{iso} M^{4+\kappa}(2p - p_{iso})}.
\]

Combining, Equations (A39) and (A38) in Equation (A33), the plastic component of the strain is obtained.

In the MCC model, the numbers of model parameters are \( \lambda, \kappa, e_0, M \), and \( p_{iso} \) [28], which can be obtained using either the oedometer test or the triaxial test. Additionally, the maximum swelling
pressure, $\sigma_{\text{sw}}^m$, and the liquid saturation relation can also be obtained from the oedometer test or the triaxial test with unsaturated testing facilities.

**Appendix C. Coupled Finite Element Solutions**

It is assumed that the number of elements in the finite element domain is $n \in 1$ to $n_e$, where $n_e$ represents the maximum number of elements. In the finite element discretization, we considered triangular elements and line elements for the fracture. Additionally, the total domain ($\Omega$) is subdivided into the sub-domain ($\partial \Omega$) as follows:

$$\Omega = \bigcup_{n=1}^{n_e} \Omega^n,$$

$$\partial \Omega = \bigcup_{n=1}^{n_e} \partial \Omega^n. \quad (A40)$$

Similar decompositions can also be obtained for the surface ($\Gamma$) and the segment of the surface ($\partial \Gamma$) to apply the boundary conditions.

The coupled finite element solutions include primary variables for the two-phases fluid flow and deformation. For fluids flow, the capillary pressure ($p_c$) and gas pressure ($p_g$) are primary variables, while for the deformation, it is the displacement ($u$). The global matrices can be written as [32]:

$$
\begin{bmatrix}
C_{gg} & C_{gc} & C_{gu} \\
0 & C_{cc} & C_{cu} \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{p}_g \\
\dot{p}_c \\
u
\end{bmatrix}
+ 
\begin{bmatrix}
K_{gg} & 0 & 0 \\
K_{gc} & K_{cc} & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
p_g \\
p_c \\
u
\end{bmatrix}
= 
\begin{bmatrix}
f_g \\
f_c \\
f_u
\end{bmatrix}. \quad (A42)
$$

Following Equations (A40) and (A41), the decomposition of global matrices can be obtained as:

$$C_{ij} = \sum_{n=1}^{n_e} C_{ij}^n, \quad K_{ij} = \sum_{n=1}^{n_e} K_{ij}^n, \quad f_{ij} = \sum_{n=1}^{n_e} f_{ij}^n. \quad (A43)$$

Components of Equation (A42) can be deduced, by introducing the weak formulation in the governing equations (see also, Lewis and Schrefler [32]).

The simplified form of Equation (A42) can be written as:

$$CX + KX = F. \quad (A44)$$

Using the finite difference method in Equation (A44), we obtain (see Wood [72]):

$$[C + \theta \Delta t K]X_{n+\theta} - [C - (1 - \theta) \Delta t K]X_n - \Delta t F_{n+\theta} = 0, \quad (A45)$$

where $\theta$ is an integration parameter that varies between 0 to 1. $X_n$ and $X_{n+1}$ are vectors corresponding to the time $t_n$ and $t_{n+1}$, respectively.

**Appendix D. Validation of Bentonite Model**

For the validation of the bentonite model, we compared the experimental results presented by Yi et al. [46] (see also Wang et al. [73] and Vogel et al. [74]) with the bentonite model for swelling. From the above-mentioned references we obtained the Modified Cam Clay model parameters, swelling model parameters, and relative permeability–saturation relation, and the capillary pressure–saturation relation.

It is worthy to note that finite element modeling of the oedometer test is well documented in many text books (see also Helwany [75], Chapter 4). Additionally, details of the experiments are available in Yi et al. [46], Wang et al. [73], and Vogel et al. [74].
Appendix E. Analytical Model

The swelling-induced driving force can be written as:

\[ F_d = \sigma_m^{sw} b(0 < b \leq w), \]  

(A46)

where \( \sigma_m^{sw} \) is the maximum swelling pressure (see Equation (12)) and \( b \) is the fracture aperture (see also Figures 2a and 3c).

Again, the resisting force can be obtained as:

\[ F_r = 2 \int_0^\infty \tau dx = 2\tau x \ (0 < x \leq l), \]  

(A47)

where \( \tau \) is the bentonite-fracture contact shear strength, which acts on both sides of the fracture. \( x \) is the bentonite migration length along the fracture.

Inside the fracture, the main source of stress is the swelling-induced stress. Therefore, \( \tau \) in Equation (A47) can be written as [12]:

\[ \tau = \sigma^{sw} \tan \varphi, \]  

(A48)

where \( \varphi \) is the friction coefficient and \( \sigma^{sw} \) is the swelling pressure (see Equation (12)).

Substituting Equation (A48) into Equation (A47) and then equating Equations (A46) and (A47):

\[ x = \frac{\sigma_m^{sw} b}{2\sigma^{sw} \tan \varphi}. \]  

(A49)

Again, we discussed earlier the swelling potential as follows:

\[ s_p = \frac{\partial V}{V_0}. \]  

(A50)

\( V_0 \) in Equation (A50) is the resultant of the circular cross-section of the boreholes (see Figure 3) and depth. Thereby:

\[ \partial V = s_p AH. \]  

(A51)

If the volume balance is limiting the migration length of bentonite, the assuming rectangular fracture (see Figure 3), we obtain the fracture volume as:
\[ V_f = b x H. \]  \hspace{1cm} (A52)

Equating Equations (A51) and (A52), we obtain:

\[ x = \frac{s_p A}{b}. \]  \hspace{1cm} (A53)
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