Abstract: Machine learning methods for data processing are gaining momentum in many geoscience industries. This includes the mining industry, where machine learning is primarily being applied to autonomously driven vehicles such as haul trucks, and ore body and resource delineation. However, the development of machine learning applications in rock engineering literature is relatively recent, despite being widely used and generally accepted for decades in other risk assessment-type design areas, such as flood forecasting. Operating mines and underground infrastructure projects collect more instrumentation data than ever before, however, only a small fraction of the useful information is typically extracted for rock engineering design, and there is often insufficient time to investigate complex rock mass phenomena in detail. This paper presents a summary of current practice in rock engineering design, as well as a review of literature and methods at the intersection of machine learning and rock engineering. It identifies gaps, such as standards for architecture, input selection and performance metrics, and areas for future work. These gaps present an opportunity to define a framework for integrating machine learning into conventional rock engineering design methodologies to make them more rigorous and reliable in predicting probable underlying physical mechanics and phenomenon.
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1. Introduction

The study of rock mechanics encompasses the theoretical and applied science of the mechanical behaviour of rock in response to its physical environment and was formalized as a field of study in the 1960s [1]. Due to the high degree of variability in natural materials, a precise rock engineering design within a narrow tolerance is difficult to produce. Experience and expert knowledge are heavily relied upon in rock engineering practice and empirical design charts have become prolific for preliminary stage design. Numerical modelling methods such as continuum and discrete methods, are also conventional tools in rock engineering design. These methods represent important tools for understanding rock mass behaviour and predicting its response to its environment and changes in in situ stress conditions. In practice, it is often difficult to integrate all the data collected into empirical and numerical models effectively due to time and budget constraints, as well as limitations in how constitutive behaviour is defined. Furthermore, it is sometimes not feasible to collect the quality and quantity of data needed, so extrapolation and interpolation techniques are often used.

Prior to the advent of “big data” and advances in machine learning, it was appropriate to base rock engineering design primarily on empirical data and expert knowledge because the geology, discontinuity, and in situ stress data available for projects were generally sparse. Now, increasing amounts of some forms of data such as displacements and pore water pressures, are being collected
relatively inexpensively, while others are still infrequently collected because of the complexity and cost of the measurement methods, such as those used for stress measurement. Herein lies an opportunity to integrate machine learning into the existing rock engineering best practices to evaluate datasets more efficiently and to maximize the value (or information) extracted from the data. Machine learning algorithms are especially powerful because simultaneous hypotheses can be tested much quicker than by a human being [2]. This frees up the expert user or engineer to devote their judgment to selecting inputs and validating outputs in a more rigorous way, rather than manipulating data, which can be more time consuming and poses the risk of introducing bias.

Although machine learning has been used in other fields that rely heavily on numerical modelling, such as flood forecasting, for over 20 years [3], comparatively it is in its infancy in rock engineering applications. Some professionals in the mining industry believe the community is reluctant to accept data-driven methods because they are not as interpretable as applying conventional design criteria determined by previous experience and empirical evidence [4]. Work is being done to produce scientifically interpretable data-driven models [5], however, these frameworks have not migrated into engineering practice yet. Expert judgment is given much credence in the rock engineering industry, and empirical relationships form the foundation of fundamental rock engineering methods [6].

The progression of the design process is constrained by the analysis of the data that is collected. Machine learning algorithms have the potential to ease the burden of data analysis. If geotechnical professionals are able to predict geomechanical events or behaviours earlier and more accurately, this could translate to increased safety for underground personnel as well as cost savings in terms of reducing equipment loss, increasing efficiency of resource extraction or excavation rates, and minimizing delays and shutdowns.

This paper aims to summarize the most common practices in rock engineering design and presents the opportunities for integrating machine learning into existing geomechanical design frameworks. It also presents a review of common machine learning algorithms and how they are currently being applied to rock engineering problems in the literature, as well as future opportunities for data-driven approaches.


The inherent variability associated with natural materials makes standardization across geomechanical design processes difficult. Recent work to develop a geomechanical design framework has resulted in the publication of Eurocode 7 [7]. This code provides guidelines for tunnelling and underground excavations using a limit state approach, however, in general, customized designs are developed for most projects. Two of the most common categories of design approaches used in rock engineering design are: (i) empirical methodologies, and (ii) numerical modelling. These usually fall into a workflow together depending on the stage of the design, from prefeasibility to detailed design. Empirical design recommendations are often taken as a first estimate and are then verified and updated using the appropriate numerical tools, which are based on the geometry and complexity of the problem. For both these approaches, rock engineers use their judgement to combine numerical data (e.g., rock mass properties, stress conditions, pore water pressure) and categorical data (e.g., geological mapping, discontinuity conditions) into an empirical or numerical framework. As context for the remainder of this paper, both categories of conventional methodologies are briefly described below.

2.1. Empirical Design

In the early stages of conventional rock engineering design, it is common to turn to an established empirical rock support recommendation method to inform the design. The designed rock support may consist of a combination of rock or cable bolts, shotcrete, steel mesh, steel straps, concrete liner segments, etc. These methods are generally dependent on the size of the excavation and the quality of the rock mass and are used only as a first estimate followed by analytical or numerical methods to verify the design. It is typical to use multiple empirical methods and a range of input parameters
representing the best- and worst-case to obtain a range of rock support recommendations. In this section, two common empirical rock support methodologies are described: the Rock Mass Rating (RMR) [8] and the Q Tunnelling Index [9]. These systems have been in wide use in the tunnelling and mining industries for 45 years, and have become engrained in standard rock engineering practice [10]. However, previous researchers [10] advocate for exercising caution when using these empirical systems, and for practicing engineers to use them in the spirit for which they were developed—to assist with the design of excavations, but not as the sole tool for designing underground support. Both these classification systems result in a recommended category for rock support, which is meant to encompass the range of rock mass conditions found within that category.


Bieniawski was among the first to assert that no single index, such as Deere’s Rock Quality Designation [11], was enough to capture that aggregate behaviour of the rock, and so developed the Rock Mass Rating (RMR) system [8] to combine several measureable parameters. This system is the sum of five basic parameters to arrive at a score ranging from 0 to 100:

1. Strength of intact rock
2. Rock Quality Designation (RQD) [11]
3. Spacing of joints
4. Condition of joints
5. Groundwater conditions

This information is obtained through field mapping and site investigations. The site engineer or geologist collects a score for each of the parameters using the scoring scheme set out by Bieniawski [8]. Statistical analysis is conducted to determine the appropriate value, or more likely values, for each parameter and then sums them to obtain an RMR. The RMR corresponds to a rock quality categorisation that ranges from very good to very poor rock with five classes overall based on a linear relationship with the RMR value. Bieniawski created support guidelines based on the quality of the rock mass i.e., the RMR value and the stress condition the excavation is exposed to [8]. For example, low-stress environments only require heavy support if the rock is of poor quality.

2.1.2. Empirical Support Recommendation—Q Tunnelling Index

The Q Tunnelling Index was developed primarily to predict the appropriate support for tunnels [9] and is defined by multiplication of three quotients: the rock block size, the roughness and frictional resistance, and a stress quotient. As with RMR, the parameters are collected during the site investigation stage of a project and subsequently, a statistical analysis is performed to determine the most representative value or values. The Q Tunnelling Index is a value that ranges from 0.001 to 1000, and the formula is given in Equation (1).

$$Q = \left( \frac{RQD}{J_n} \right) \times \left( \frac{J_r}{J_a} \right) \times \left( \frac{J_w}{SRF} \right)$$

where:
RQD = Rock Quality Designation [11]
J_n = Number of joint/fracture sets
J_r = Roughness of most unfavourable joints
J_a = Alteration or infilling of joints
J_w = Water inflow
SRF = Stress reduction factor, quantifies stress conditions

The major difference between the Q Tunnelling Index support recommendation and others (such as RMR) is the inclusion of a parameter called the equivalent dimension, which uses an excavation
support ratio to modify the span or width of the underground opening to capture a factor of safety correlating to the end use of the tunnel.

2.2. Numerical Methods

Numerical modelling is crucial for understanding fundamental intact rock and rock mass behaviour, assessing rock-structure interactions and completing rock engineering designs [12]. These methods offer the tools to capture the mechanisms that are causing observed phenomena in a rock mass or intact rock sample, and subsequently incorporate them into the design. Choosing inputs, geometry, boundary and stress conditions, among other defining aspects of a numerical model, requires significant engineering judgement and the combination of qualitative and quantitative site observations.

A typical approach is to use the back analysis of numerical models to calibrate their behaviour against observed site conditions. These calibrated models are then used to forward predict the excavation behaviour as the excavation is advanced, or as a new excavation is being designed in the same rock mass but at a different location [13]. Figure 1 illustrates this process, summarized as follows:

1. Site observations
2. Measurements and model calibration
3. Conceptual translation of the calibrated behaviour to the new site location

Figure 1. An illustration of a numerical modelling approach used to predict the overbreak depth around a vertical shaft (modified from [13]). Step 1. Observed overbreak (yellow dashed line) beyond the designed perimeter (solid red line) of the tunnel [13]. Step 2. Measured overbreak depths versus various numerical model results ([13,15–17]). Step 3. Translation of the yielding behavior from the tunnel in the horizontal beds to a vertical shaft in the same rock mass. Step 4. Comparison of calibrated models and conceptual behaviour to an empirical approach [14] for predicting normalized overbreak depth (r/R) using the maximum tangential stress (σmax) calculated from the maximum and minimum horizontal stresses, σH and σh, respectively ([13,18]).
For example, the observed overbreak or damage beyond the designed diameter of a tunnel can be back analyzed using a numerical modelling approach. Individual parameters such as tunnel depth, are manipulated independently of the other input variables in order to calibrate them, by taking measurements along the tunnel axis at multiple locations, for example. This calibration process ensures that a robust set of input parameters are determined based on their individual impacts on the measured site conditions at a variety of locations along the tunnel alignment. The empirical knowledge from the tunnel site is translated conceptually to the new site in order to understand what similarities and differences may exist. With this conceptual understanding, a variety of models of the new site can be developed and the results compared to other empirical approaches, such as the damage depth prediction of Diederichs [14].

The most common numerical methods for rock engineering problems are [12]:

1. Continuum methods—finite element modelling (FEM), finite difference modelling (FDM), boundary element modelling (BEM).
3. Hybrid continuum/discrete methods.

The choice between methods is made based primarily on the scale of the problem and the geometry of the discontinuity or fracture system in the rock mass [19]. Continuum methods are most appropriate when a detachment of discrete blocks is not a significant factor. Discrete methods are generally chosen when the number of fractures is too large to treat the rock mass as a continuum with fracture elements, or if discrete block detachment is anticipated. Hybrid models are selected to avoid the pitfalls of each of the former two approaches. Each of these methods, their applications and limitations are briefly introduced.

2.2.1. Continuum Methods

The basic concept for continuum methods is to discretize the material being modelled into a grid governed by partial differential equations. The partial differential equations at the grid points are in close enough spatial proximity that the errors introduced between them are insignificant and thus, acceptable.

The FDM is the most direct way to discretize a continuum, where points in space are replaced with discrete equations called finite difference equations. These equations are used to calculate displacement, strain and stress in the material in response to conditional changes in the rock mass [20]. Solutions are formulated at grid points at the local scale, so no global matrix inversion is required, thus saving computational time and intensity. Complex constitutive behaviour can be captured without iterative solutions. However, FDM is inflexible with respect to fractures, complex boundary conditions and material heterogeneity. FDM was historically unsuitable for rock mechanics problems due to these limitations, however, advancements in irregular grid shapes gave rise to related Finite Volume Modelling (FVM) techniques [12]. FVM is more flexible in handling heterogeneity and boundary conditions and has been regarded as the bridge between FDM and FEM [17]. Commonly used commercial FDM software includes FLAC in two-dimensions and FLAC3D in three-dimensions [17]. FEM is the most widely applied numerical method in science and engineering [12]. FEM also involves discretizing a continuum into a grid, however, here, the material is subdivided into parts called finite elements. The partial differential equation at each element is informed by the elements adjacent to it, allowing FEM to handle heterogeneity, plasticity and deformation, complex boundary conditions, in situ stresses and gravity [21]. However, detachment of the elements is not permitted since these models are based on continuum assumptions. The treatment of fractures has been the largest limitation of FEM in the past, and modern software packages include special algorithms to overcome this. Commercial FEM software available are RS2 [22], SIGMA/W [23], Plaxis 2D [24] and ABAQUS [25], while open source options include Adonis [26], OpenSees [27] and Code-Aster [28].
BEM differs from FDM and FEM in that it first seeks an approximate global solution. Initially, BEM was developed for underground stress and deformation analysis, soil-structure interactions, groundwater flow and fracturing processes [12]. BEM approximates the solution of a partial differential equation inside an element by looking to the solution on the boundary and using that to inform the solution inside the element [29]. The main advantage of BEM over FDM or FEM is the simpler mesh generation and decreased computational expense. However, BEM is less efficient than FEM in handling material heterogeneity and plasticity. BEM has been used for: stress analysis of underground excavations, dynamic problems, back analysis of in situ and elastic properties, and borehole permeability tests [12]. Commercially available BEM software includes Examine2D [30] and Map3D [31], while open-source BEM libraries are also available [32].

2.2.2. Discrete Methods

Rock mechanics is one of the fields that originated Discrete Element Method (DEM) modelling, because highly fractured rock masses are not easily described mechanistically by a continuum approach. In discrete element approaches, the material is treated as an assemblage of rigid or deformable blocks or particles, the contacts between which are updated during the modelling process [12]. DEM solutions combine implicit and explicit formulations, based on FEM and FDM discretization, respectively. The main difference between DEM and continuum approaches is that the contacts between the elements are continuously changing, while they remain static for the latter. DEM methods are computationally demanding, however, they offer an advantage when the rock mass experiences loss of continuity (from progressive failure, for example), as continuum constitutive models are inappropriate in that case [33]. DEM methods have been popular for modelling a variety of rock engineering problems including: underground works, rock dynamics, rock slopes, laboratory tests, hard rock reinforcement, borehole stability, acoustic emissions in rock, among others. Commercially available DEM codes include UDEC [34] and PFC [35] for two-dimensional problems, and 3DEC [36] and PFC3D [37] for three-dimensional problems. Open source alternatives include Yade [38] and LAMMPS [39].

The Discrete Fracture Network (DFN) model is a discrete method focused on fracture pattern simulation. It takes in statistical information about the fracture sets and can be used to generate a network for input into DEM codes for use in its behaviour, such as considering fluid flow through a series of interconnected fractures. It is a powerful method for studying fractured materials where an equivalent continuum cannot be established. DFN codes have been applied to the following problems: developments for multiphase fluid flow, hot dry rock reservoir simulations, permeability of fractured rock, and water effects on underground excavations and rock slopes [12]. Commercial DFN softwares include FracMan [40] and MoFrac [41], while open source options include ADFNE [42].

Discrete approaches are limited by the modeller’s knowledge of the geometry of the fracture network, which can only be estimated based on geological mapping and interpretation of in situ information.

2.2.3. Hybrid Continuum/Discrete Methods

Hybrid numerical models have gained popularity to overcome the limitations of each of the numerical methods previously described. Hybrid methods are commonly used to address limitations in how fracture growth is addressed by other methods. Some hybrid methods add fractures discretely and the mesh is adjusted dynamically as the crack propagates, while others have a very fine mesh and the fractures propagate along the boundaries. Care must be taken where two methods interact to ensure compatibility of the underlying assumptions.

The most common hybrid models are BEM/FEM [43], DEM/BEM [44] and DEM/FEM [45]. There are many advantages to hybrid numerical models when applied correctly, for example, the coupled DEM/FEM method explicitly satisfies equilibrium conditions of displacement at the interface between two domains. The FEM/DEM approach has been shown to realistically model the dynamic response of rocks, and simulations show good agreement with laboratory observations [46]. New
developments in DEM/FEM approaches allow the modelling of rock masses with anisotropic strength and deformation characteristics, as well as the explicit modelling of fracture growth \[33,47\]. Irazu is a commercially available DEM/FEM hybrid software package that explicitly models fracture processes in brittle materials, capturing complex non-linear behaviour \[48\]. In addition to Irazu, other commercially available software includes the Hybrid Optimization Software Suite \[49\] and Elfen \[50\], while open-source alternatives include Y-GEO \[51\].

The choice of numerical method depends on the data available and the complexity of the problem being solved, and sometimes multiple methods may be explored before one is selected to use in subsequent design activities. Similar to empirical design approaches, significant expert judgement is required to determine the model inputs and interpret the outputs.

2.3. Discussion of Current Practices

Both empirical and numerical methods are strongly rooted in conventional rock mechanics design and lend insight into anticipated rock mass response to the construction of an excavation. The issues often arise not from the methods themselves, but rather how the data collected is used to make support decisions or how it is input into numerical models. The inherent variability of geomechanical datasets, as well as the variety of types (numerical measurements, categorical descriptions, photos), introduce error to the design process.

When making use of empirical support recommendations, it is common practice to determine the rock mass classification value based on statistical analysis or using the best- and worst-case values. While this is appropriate for a prefeasibility estimate, these values are sometimes carried forward into detailed design. A data-driven method would allow the design engineer to make use of all the data to inform the most appropriate parameters for further use. Some research has been conducted using Artificial Neural Networks (ANNs) to classify rock masses \[52\], determine strength properties \[53\] and model stress-strain behaviour \[54\].

Numerical modelling of rock mass behaviour is difficult because rock is a discontinuous natural material with inherent variability and inhomogeneous properties. These need to be captured by fundamental equations and constitutive models which have geometrical and physical constraints. This can be overcome using data-driven methods such as ANNs because the data trends are not conformed to these constraints, which sometimes understate the complexity of the problem \[12\]. Research has been performed using ANNs for predicting tunnel convergence \[55\] (inward radial displacement of the tunnel), rock bursts \[56\] (an accumulation and sudden release of strain energy), open-pit stability \[57\] (stability of the mine slope geometry), among other applications.

3. Review of Machine Learning Algorithms

Machine learning is a branch of artificial intelligence that aims to program machines to perform their jobs more skillfully \[2\]. This is done by using intelligent software that takes inputs to train a model to produce the desired result, thus replicating learning. Machines are better at performing repetitive tasks than humans, so harnessing this potential has been at the forefront of almost every industry since the beginning of the technological age. Sometimes the model is intuitively understandable, and other times the workings of the model cannot be easily explained. The choice of machine learning techniques is informed by what the output is and what data is available \[58\]:

- Supervised learning: data is labelled, i.e., the training samples contain inputs with a corresponding output
- Unsupervised learning: data is unlabeled, i.e., the training samples do not have an associated output
- Semi-supervised learning: a mixture of labelled and unlabeled data
- Reinforcement learning: no data; the algorithm maps situations to actions to maximize a reward \[59\]
Before machine learning can be implemented in a project, the data must be acquired from various sources and cleaned for use. Data cleaning involves identifying incomplete, incorrect, inaccurate or irrelevant parts of the dataset and then replacing, modifying, or deleting raw data. Oftentimes, data acquisition and preparation are the most time consuming and onerous part of the process. Unlike other industries where machine learning already has a solid foothold or is widely used in practice, in rock engineering this is not yet the case.

Machine learning algorithms present an opportunity to remove the error associated with data manipulation and offer predictive capabilities to increase the efficiency of the design process. As discussed previously, early work has shown their suitability for determining rock mass parameters and constitutive behaviours, as well as predicting geomechanical phenomena and instabilities. This section presents a brief overview of the most common types of machine learning algorithms, with an emphasis on ANNs. These are broadly divided into categorical prediction models and numerical prediction models.

3.1. Categorical Prediction Models

Categorical machine learning algorithms are useful for classifying data or making a categorical prediction. For example, given a dataset comprised of site-specific inputs for RMR or Q classifications, the algorithm can predict what the RMR or Q value is for a point ahead of the excavation face (i.e., the current extent of the excavation).

3.1.1. Decision Trees

The Decision Tree approach is a supervised machine learning algorithm that places data into classes and presents the results in a flowchart. The data flows through a query structure from the “root” or selected attributes through subsequent partitioning until it reaches a “leaf” where no sample remains, no attribute remains, or the remaining samples have the same attribute. The goal of creating a Decision Tree is to have a generalisable model that can classify unlabelled samples. Attribute selection is a crucial step when applying decision tree algorithms, as they must be meaningful to split the dataset at hand into “purer” subsets. A simple schematic is shown in Figure 2.

![Decision Tree schematic showing root node, decision nodes and leaf nodes.](image-url)

In one case study, a Decision Tree method was employed to predict rockburst potential in a kimberlite pipe diamond mine. Here, the root is the linear elastic energy, the decision node is the ratio between maximum tangential stress and unconfined compressive strength (UCS), and the decision node is the ratio between the UCS and the uniaxial tensile stress. This led to classification, or leaves of “no rockburst”, “moderate rockburst”, “strong rockburst” and “violent rockburst”. The authors trained the algorithm with 132 training samples from real rockburst cases around the world, and subsequently the accuracy of the validation samples was shown to be 93%. Validation samples are those that have not been used to train the algorithm, and are therefore a metric for generalisability.
The results of the study found that the mine under study was susceptible to moderate bursts, which matched the observed conditions.

3.1.2. Naïve Bayesian Classification

Bayesian networks are nodal networks that graphically represent probabilistic relationships between input variables using particular simplifying assumptions. This technique is founded in Bayes’ theorem, where the “posterior probability” of an event occurring is updated based on new “evidence” [63]:

\[
\text{Posterior Probability} = \frac{\text{Prior Probability} \times \text{Likelihood}}{\text{Evidence}}
\]

(2)

Naïve Bayesian classifiers are a type of Bayesian network that uses simple probabilistic classifiers that assumes independence between predictor variables (hence “naïve”) [64], as shown in Figure 3. To complete the classification, the numerator of Equation (2) is compared to each sample since the evidence remains constant [63]. Though this type of algorithm can be advantageous because it is a simple representation of a problem and therefore easy to implement [6], a common criticism is that they assume independence between the input attributes [65].

![Figure 3. Naïve Bayesian classifier schematic showing predicted class and independent input variables.](image_url)

A case study comparing different types of Bayesian network classifiers found that all the developed models showed a high accuracy rate when applied to predict the magnitude of rock bursts for the dataset consisting of 60 cases [65]. The naïve inputs included the type and rock strength, geometry, stress state and construction method, which were used to predict the magnitude of the rockburst. The naïve Bayesian model in particular classified 100% of overbreak cases, 83% of strong rock bursts, 25% of moderate rock bursts and 87.5% of slight rock bursts correctly, respectively.

3.1.3. k-Nearest Neighbours Classification

The k-nearest neighbours (k-NN) clustering algorithm is used for classification and is among the simplest of the machine learning algorithms. The k-NN approach can also be used to determine a numerical output using regression, as discussed in Section 3.2.1. The input consists of the k closest training examples and the output is a class membership. An object is classified by a majority vote of its closest neighbours, where the most common classifier is assigned [66], as shown in Figure 4. The function is approximated locally and computation is deferred until classification is complete. The user can assign a weight to the contributions of the neighbours as a function of distance, for example. This algorithm is sensitive to the structure of the data, which may pose a limitation.
3.1.4. Support Vector Machine

Support Vector Machines (SVMs) are supervised clustering machine learning algorithms used for classification analysis [68]. The SVM maps the labelled training dataset as points in space divided into categories separated by a clear gap. New examples are mapped into the same space and are categorized depending on which side of the gap they fall into. The gap is defined by a hyperplane in two or three dimensions, depending on how many features are being used to classify the data. The main goal of the SVM is to find the hyperplane that maximizes the margin between the classes, as shown in Figure 5.

A recent study applied SVM to predict tunnel squeezing based on four parameters: diameter, buried depth, support stiffness and the Q Tunnelling Index [69]. An 8-fold cross-validation was conducted with different parameter settings for the SVM. The authors concluded that this method produced better performance in prediction accuracy as compared to existing methods. The resulting average performance of the algorithm was 88% and importantly, this performance decreased to 74% when the support stiffness was not included in the SVM. The authors concluded that explicit spatial information (coordinates) should be combined with geophysical data so that predictions are geologically plausible.

Work has been done comparing k-NN to four other supervised machine learning algorithms to classify geology using remotely sensed geophysical data [67]. Inputs included a Digital Elevation Model, Total Magnetic Intensity and four Gama-Ray Spectrometry channels, and the parameter $k$ (number of nearest neighbours used for classification) was varied from 1 to 19. The authors conclude that as the spatial distribution of training data increases, the accuracy of the classifications also increases. They also conclude that explicit spatial information (coordinates) should be combined with geophysical data so that predictions are geologically plausible.

3.1.2. Naïve Bayesian Classification

Bayesian networks are nodal networks that graphically represent probabilistic relationships and the Q Tunnelling Index [69]. An 8-fold cross-validation was conducted with different parameter settings for the SVM. The authors concluded that this method produced better performance in prediction accuracy as compared to existing methods. The resulting average performance of the algorithm was 88% and importantly, this performance decreased to 74% when the support stiffness was not included in the SVM. The authors concluded that explicit spatial information (coordinates) should be combined with geophysical data so that predictions are geologically plausible.

Figure 4. $k$NN classification schematic showing $k = 3$ and, therefore, the three nearest neighbours are used to make the classification.

$\text{Evidence} \times \text{Likelihood}$

Figure 5. Support Vector Machines (SVM) schematic showing a two-dimensional classification problem and the optimal hyperplane that should be used to classify future unlabeled data based on the smallest margin between the two closest data points.
used to create multiple models (called an ensemble) to get a measure of the performance of the model. Cross-validation is a common technique used in data-driven methods to determine how well generalised the model is to an independent dataset, and how accurately the model will perform in practice. This process highlights whether the model is overfitting or if there is input selection bias. The resulting average performance of the algorithm was 88% and importantly, this performance decreased to 74% when the support stiffness was not included in the SVM. The authors concluded that this method produced better performance in prediction accuracy as compared to existing empirical approaches, similar to other uses of the SVM cited therein. They were also able to estimate the severity of the potential squeezing based on the predicted squeezing class by introducing a multiclass SVM classifier trained using a database of 117 case histories. The multiclassifier was used to classify the database into the severity of the squeezing problem, similar to empirical classification schemes based on the strain or convergence.

3.1.5. Random Forests

Random Forest (RF) is a supervised ensemble classifying method that consists of many decision trees. The output is the majority vote of the classes output by the individual trees, as shown in Figure 6. Each decision tree is an individual learner and the aggregate of each individual yields the prediction of the algorithm [4]. RF is considered to be one of the most accurate classifying algorithms, running efficiently on large databases and effectively estimating missing data [4]. However, RF has been noted to overfit for noisy datasets and tends to be biased towards categories that are over-represented in the training dataset.

![Random Forest schematic](image)

**Figure 6.** Random Forest schematic, showing an ensemble of tree decision tree classifications and the majority voting that determines the final class.

One case study applied an RF algorithm for predicting hanging wall stability using a training dataset consisting of 115 cases [70]. The inputs were subdivided into hanging wall geometry (stope dip, strike and height), geological properties (RQD, joint set number, joint set roughness, joint set alteration, dilution graph factors A, B, and C) and construction parameters (stope design method, undercut area and stress category). Each of these inputs represents a "branch" of the RF structure. A 5-fold cross-validation method was applied and the grid search method was used to tune the hyperparameters. A common performance metric, the area under the receiver operating characteristic curve (ROC-AUC), was used to evaluate the accuracy of the classifications made by the RF algorithm and was shown to be 0.873 (out of a maximum of 1.0) for the testing dataset (the data subset withheld to ensure the generalized performance of the model). The authors state that this indicates their optimum RF model is excellent at predicting hanging wall stability.
3.2. Numerical Prediction Models

Numerical prediction models are useful for obtaining an estimate where not enough information is available to do a conventional calculation (i.e., a discrete analytical solution), or where the relationships between the inputs and output are too complex for an analytical solution. For example, an algorithm trained on site-specific rock mass parameters and the in situ stress field could predict the radial convergence of a tunnel before it is constructed. Or, a trained algorithm using an existing dataset comprised of typical rock mass parameters could determine the rock mass strength of an unmapped location. While other numerical predictors are briefly discussed, this paper focuses on ANNs as a prediction tool, as they have been the focus of the research performed in machine learning methods for rock engineering design.

3.2.1. Support Vector Clustering

Support Vector Clustering (SVC) is an expansion of Support Vector Machines that is used when data is unlabelled or only some data is preprocessed [68]. SVC maps data points into a multi-dimensional feature space (where each feature is an input variable) using a kernel function [71]. The algorithm then searches for the smallest sphere that encloses the data in the feature space and maps it back to the data space, where the sphere is transformed into contours that enclose the data that form part of the same group. Now unlabelled data has been classified.

Little work has been done applying SVC to geomechanical problems, however, a case study from water quality literature is discussed here. An SVC algorithm was employed to model the electric conductivity and total dissolved solids in a river system and was compared against a more conventional/genetic programming algorithm [72]. The authors concluded that the SVC method has better accuracy for modelling water quality parameters than the genetic programming algorithm [73].

3.2.2. k-Nearest Neighbours Regression

The k-nearest neighbours (k-NN) algorithm is used for regression, where the input consists of the k closest training examples and the output is the property value for the object [66]. Similar to k-NN classification, the value is the average of its nearest neighbours, except the output is a numerical value rather than a classification.

Little work has been done applying k-NN regression to geomechanical problems, however, an analogous case study completed to forecast the municipal solid waste (MSW) generated by a city [74]. Four machine learning algorithms were compared: SVM, ANN, adaptive neuro-fuzzy inference systems and kNN regression. The authors found that the prediction ability of the kNN regression algorithm was in the middle in terms of matching the observed data and peaks in the trends, however, it was the best at predicting the monthly average values of MSW generated.

3.2.3. Artificial Neural Networks

Artificial Neural Networks (ANNs) are inspired by biological neural networks, where a series of highly interconnected nodes and a series of parallel nonlinear equations are used simultaneously to process data and perform functions quickly [75]. ANNs are known as universal predictors and can approximate any continuous function under certain conditions (e.g., availability of appropriate input parameters). ANNs are powerful for real-time or near real-time scenarios as they can function with high volumes of data as it is collected [76].

In general terms, ANNs are comprised of an input layer, hidden layers and an output layer. Each node is linked to all the nodes in the layer preceding and following it, where each link has a function defined by a weight and bias (Figure 7). Each node also has an activation function, which compares the weighted sum of all the inputs to that node and compares it to a predetermined threshold. If the threshold is exceeded the node fires and the input is transmitted further in the network through the activation function. The most common activation functions are the step, sign, linear and sigmoid
functions [75]. Activation functions should be chosen with care as they inform the response of the network to the inputs and, therefore, the resulting output.

**Figure 7. Simple schematic of an Artificial Neural Networks (ANN).**

Multi-Layer Perceptron (MLP) is the simplest and most common form of ANN and employs a learning technique called backpropagation [55]. Backpropagation, short for backward propagation of errors, is used to adjust the weights and biases of the ANN by minimizing the error at the output. Backpropagation is widely used in engineering and science because it is the most versatile and robust technique to find the global minima on an error surface [77]. Backpropagation consists of two steps: the propagation phase and the updating of the weight [75]. In the propagation phase, the inputs are fed into the ANN and the values at the hidden and output nodes are calculated. In the second phase, the error is calculated at the output and then propagated backward to update the weights at the nodes using deterministic optimisation to minimise the error sum [76].

The ANN is trained using a dataset to create a model that is able to make predictions using new information. In the case of an MLP, the network is inputs fed forward and the error is backpropagated to update the ANN iteratively until a solution is converged upon that matches the observed data within the error tolerance [75]. A concern with ANN development is “overfitting”, where the ANN predictions match all the observed data too closely and cannot handle new information well [59]. This can be avoided by using data partitioning techniques to avoid creating a biased model, which is a common approach for machine learning methods in general. The partitioned subsets are called the “training,” “validation” and “testing” subsets. The testing set is withheld entirely during ANN development. The training and validation sets can be used to create multiple models (called an ensemble) to get a measure of the performance of the model, called k-fold cross-validation (Figure 8). This is good practice in ANN model development but currently rarely used in ANN applications in various engineering sub-disciplines [3].

**Figure 8. Example of data partitioning showing 5-fold cross-validation.**

ANN model uncertainties come from the choice of ANN architecture (i.e., number of hidden layers, number of neurons, choice of activation function, type of training algorithm and data partitioning), as well as the performance metric chosen. Due to the data-driven nature of these models, propagating
these uncertainties is easier [78,79]. One method of quantifying this uncertainty is by using fuzzy numbers to quantify the total uncertainty in the weights, biases and output of the ANN [78,80,81]. This technique is useful for dealing with limited or imprecise datasets and can be used to conduct risk analysis [82].

ANNs offer predictive and descriptive capabilities and have been applied to a range of rock property definition and rock engineering problems including: intact rock strength, fracture aperture, rock mass properties, displacements of rock slopes, tunnel support, earthquake analysis, tunnel boring machine performance, among others [12]. Despite its wide applications, ANNs have not yet been proven to be a viable alternative to conventional methods to the rock engineering community.

4. Discussion of Machine Learning for Rock Engineering Design

As with all machine learning problems, the size and quality of the geomechanical datasets should inform the algorithm chosen for a given problem. The desired output is also a determining factor as to which algorithm is best suited to making the prediction. A summary of MLAs that have been researched for application to rock engineering problems are presented in Table 1, column two summarizes the MLAs discussed in Section 3, while columns one and three ties these to various rock engineering problems discussed in Section 2. Note that the majority of the applications of MLAs are for categorical problems. To date, a variety of MLAs have been applied to classify rock mass properties, rock bursts and tunnel performance. The research that has been performed using MLAs to scale lab data and field observations to rock mass properties have been primarily categorical, as the rock mass classification schemes presented in Section 2.1 represent an industry-accepted classification scheme. It is common for a project to have an incomplete dataset due to the cost associated with lab testing or field data collection. In practice, a basic statistical analysis may be performed to obtain conservative estimates of these properties, which are then scaled up to the rock mass scale properties using empirical or analytical methods. MLAs present a more precise method for determining the relationship between the lab-scale and the rock mass scale properties and potentially avoids the bias that can be injected by doing this manually. The algorithms for rockbursts and tunnel performance have been developed using inputs that represent physical properties that have been binned into categories that correspond to the severity of the rockbursts or tunnel deformation being predicted. Based on the classification schemes discussed in Section 2.1, the bins for these and other rock mass properties are already defined in engineering practice, and therefore practical to apply to a classification problem such as these. In practice, these properties are combined to calculate an overall quality score and then the support is designed based on this. MLAs present the opportunity to perform the rock support determination even if the dataset is incomplete, and allows the rock engineer to quantify the uncertainty associated with those predictions.

<table>
<thead>
<tr>
<th>Rock Engineering Problem</th>
<th>MLAs</th>
<th>Opportunities</th>
</tr>
</thead>
</table>
| Rock mass properties      | Categorical ANNs [52,83,84] | • Backwards predict rock mass properties based on observed site conditions  
• Predict rock mass scale properties based on lab-scale properties and rock mass behaviour  
• Use geology and peak Unconfined Compressive Strength to predict crack initiation and crack damage thresholds |
| Laboratory testing and constitutive behaviour | Numerical ANNs [54,85]  
SVM [88] | • Use laboratory tests and field observations to predict constitutive behaviour  
• Use rock mass scale classification (e.g., Q, RMR) to predict lab-scale properties |
| Slope stability           | Categorical ANNs [57,86]  
SVM [87]  
RF [88,89]  
Clustering [90] | • Predict slope movements based on geometry, piezometers, inclinometer data, etc.  
• Predict volume of structurally controlled failure based on mapped discontinuities |
Table 1. Cont.

<table>
<thead>
<tr>
<th>Rock Engineering Problem</th>
<th>MLAs</th>
<th>Opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point cloud analysis</td>
<td>RF [91]</td>
<td>• Use successive tunnel scans to get volume differences and predict time-dependent deformations</td>
</tr>
<tr>
<td></td>
<td>ANN [92]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Numerical ANNs [55,93–95]</td>
<td>• Predict stress/strain fields for input into numerical models</td>
</tr>
<tr>
<td></td>
<td>Categorical ANNS [96,97]</td>
<td>• Use preliminary/incomplete field mapping to prediction rock mass classification (e.g., Q, RMR)</td>
</tr>
<tr>
<td></td>
<td>SVM [69]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RF [61,70]</td>
<td></td>
</tr>
<tr>
<td>Tunnel performance</td>
<td>Categorical ANNs [65]</td>
<td>• Predict tunnel support class based on rock mass classification (e.g., Q, RMR)</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayesian classifiers [63]</td>
<td>• Predict rock support performance-based on geology, excavation method, environmental conditions, etc.</td>
</tr>
<tr>
<td></td>
<td>SVM [65,99]</td>
<td>• Use microseismic monitoring arrays to predict rock mass deformation as excavation is developed</td>
</tr>
<tr>
<td></td>
<td>RF [98]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Decision Trees [62]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Categorical ANNs [100,101]</td>
<td></td>
</tr>
<tr>
<td>Rock bursts</td>
<td>ANN [65]</td>
<td>• Predict magnitude and location of events using 3D excavation geometry, time-series seismic events, mapped geology, etc.</td>
</tr>
<tr>
<td></td>
<td>RF [98]</td>
<td>• Use previous rockburst events, geology, etc. to predict magnitude of failed material and performance of rock support</td>
</tr>
<tr>
<td></td>
<td>SVM [65,99]</td>
<td>• Use mapped rock classification (e.g., Q, RMR) to predict probability of rockburst</td>
</tr>
<tr>
<td></td>
<td>Decision Trees [62]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Categorical ANNs [100,101]</td>
<td></td>
</tr>
<tr>
<td>Blasting</td>
<td>Numerical ANNs [100]</td>
<td>• Use blast parameters and damage extent to predict optimum parameters for future blasts</td>
</tr>
<tr>
<td></td>
<td>SVM [99,102]</td>
<td>• Predict blast parameters using mapped rock classification (e.g., Q, RMR)</td>
</tr>
<tr>
<td></td>
<td>RF [102]</td>
<td></td>
</tr>
</tbody>
</table>

Little work in the literature has been done applying MLAs to the numerical modelling methods described in Section 2.2. Although sensitivity analyses are performed in practice, in general, the numerical calibration process consists of manually adjusting the model parameters in a systematic manner until the numerical model outputs match the field observations. This requires careful adjustment of the input parameters followed by computation of the model to check the output against the observation or measured behaviour. For complex problems, running the model repeatedly is time-consuming and therefore not done regularly in practice. MLAs present an opportunity to define the complex relationships between the input parameters, the numerical model behaviour and observed rock mass phenomena, and subsequently to conduct a more precise sensitivity analysis of the model inputs to ensure the rock mechanics relationships are being captured. An avenue for future research is surrogate modelling, where an MLA is used in conjunction with the numerical model outputs to systematically iterate through distribution of inputs until the numerical model result matches the field observations. The MLA model may be used to calibrate the numerical model or simply for predicting an unknown state—hence the term “surrogate model”.

As shown in Table 1, several authors have found success applying ANNs to model complex rock mass behaviour over other algorithms, which is why they are emphasized herein. To date, the most common ANNs researchers are using are MLPs with one or two hidden layers [78]. The main advantage of ANNs is that geometrical and physical constraints that govern rock mass constitutive behaviour and cause problems in numerical modelling approaches are not as problematic. This is because the data-driven method does not rely on a function to capture all the anticipated rock mass behaviour, but rather learns from the specific cases it is given to inform future predictions. An additional advantage is that ANNs can incorporate judgments based on empirical methods and can mimic the “perception” the human brain is capable of [59]. However, ANNs are limited to making predictions within the training parameters, meaning that they cannot make predictions outside the dataset they are given to train with. In other words, if there are not catastrophic events, such as a rock burst or falls of ground included in the training dataset, then the ANN may not be able to predict these events given new data. Since ANNs are fundamentally a complex curve fitting algorithm, overfitting or underfitting may pose a concern to the general applicability of the final model. It is up to the developer of the ANN to ensure that the network has been validated and tested appropriately, and that suitable performance metrics (for example, the coefficient of determination (R²), root mean square error (RMSE), precision/recall, receiver operating characteristic (ROC) curve) have been used to ensure the general applicability of the
final network. Since ANNs are relatively new in the field of rock engineering design, there is a lack of verification and validation of ANN outcomes in the literature, and, therefore, cross-disciplinary literature review and independent validation using conventional design tools are necessary to prove their validity.

A unique challenge for rock engineering problems is the inherent spatial dependency of the variables, particularly when dealing with anisotropic and non-homogeneous rock mass properties. This may be considered explicitly as coordinate inputs, or implicitly by including inputs that are spatially variable. Some work has been done to determine the effects of these two input methods for ANNs, and it was noted that the model performed better when the spatial coordinates were included implicitly [67]. An analogous problem has been addressed and is far more advanced in the field of image recognition, where the image is treated as a two-dimensional raster and inputs, or features, are mapped to a point in two-dimensional space on the image that is being processed. The techniques being used in that field may be applicable for encoding 2D and 3D spatial information in the geomechanical context. There is ample opportunity for further research in this area.

Time-dependent rock mass behaviour can be challenging to capture using numerical models [103]. However, there may be an opportunity to couple an ANN with numerical models, particularly because ANNs can take time-lagged variables as an input. Furthermore, convolutional layers may be added between the input node and the first hidden layer to allow a variety of input types (numerical, categorical, time-dependent) to be preprocessed and then combined to make a rock mass behaviour prediction by one network [104]. A recurrent neural network (RNN) may also be developed, which allows the network to “remember” previous predictions made and use them to make further predictions [105]. Further work in this avenue will have applications to solve both the time-dependent and spatial issues inherent to rock engineering modelling problems.

A continuum of data quantity and redundancy for geomechanical datasets is presented in Figure 9, based on this literature review and the authors’ collective experiences in both machine learning and rock mechanics. The data methods discussed in this paper and those used in practice are plotted on this continuum to show how much data and how many redundant data points are required to effectively use a particular data manipulation technique. Data redundancy indicates how many samples of a particular phenomenon or rock mass behaviour are required in order for the data method to be able to reliably calculate or predict it. Deterministic methods are located in the top left corner of Figure 9, with the lowest amount and redundancy of data required. This means that, if the correct data is available (through field or lab measurements), a deterministic method (e.g., a physics-based equation) can be easily implemented. However, common methods like regression have a higher data redundancy: several series of observations are required in order to “train” or “calibrate” a regression-based model. The higher the redundancy in the dataset, the more confidence in the predictions of the regression model. The commonly used deterministic or probabilistic methods are usually supplemented by expert judgment or typical values when completing analytical or numerical rock engineering designs. Probabilistic, kNN, SVM, Decision Trees all have a relatively higher amount of data requirements than standard deterministic and are not generally suitable for smaller datasets, however, reinforcement learning techniques (not covered herein) may become applicable as the algorithms become more advanced. Larger, more comprehensive datasets such as those collected in mining environments, are well suited to the machine learning algorithms discussed in this paper, especially ANNs.
Operating mines often collect data continuously over time, for example: geological conditions, microseismic events, extensometer or crack meter data, in situ stress measurements, groundwater and pore water pressure monitoring, among many, many others. This kind of multivariate dataset, where each parameter is intertwined and related to the overall stability in a complex way, is ideal for implementing an ANN. This is especially true if there are geomechanical events of interest that are ongoing, such as rockbursts or spalling, that have occurred over the life of the mine and were captured by some or all the instrumentation.

No matter the size or redundancy of the input dataset, it is crucial that the input selection and data partitioning scheme are appropriate for the problem to prevent overfitting and to ensure generalisability of the resulting model [106]. Input variable selection is often done on an ad hoc basis [3], or using expert judgement and simple linear models [107]. Research in other geoscience fields suggests that input selection be done using a systematic approach based on a rigorous input ranking [108]. Formal input selection methods are used to determine which inputs from the larger input dataset are most useful in terms of relevance to the desired output prediction while minimizing redundancies between input variables [108]. The framework for input selection has not been formalized and rarely receives the requisite attention [109–111].

While the importance of appropriate data partitioning is widely accepted [112], this process has not been formalised and is sometimes done arbitrarily [110,113]. Poor data partitioning may result in a model with poor performance, and some work has been done to quantify the variability in the quality of training, validation and testing subsets and their impacts on model performance [111,113,114]. In particular, four main data division methods are prevalent in the literature:

1. Random data division
2. Data division ensuring statistical consistency within subsets
3. Data division using self-organising maps
4. Data division using fuzzy logic methods
A thorough comparison on the impacts of these methods on model performance specifically for rock engineering datasets is needed to develop a framework for further application of machine learning methods in this field.

Model architecture and hyperparameter (i.e., number of hidden nodes, activation function, weights and biases, etc.) optimization are often done informally, despite the impact of these decisions on model behaviour [109]. Given that this approach is the accepted norm, Abrahart et al. (2012) asked if obtaining an optimal model structure is feasible or if the efforts required to acquire it are warranted [3]. The authors go on to state that since many permutations of hyperparameters and architecture yield similar performances, an ad hoc approach may be appropriate for practical applications. However, if a more detailed and complex solution is required, numerous hyperparameter optimisation methods exist, and have been applied in other geoscience fields, such as: k-fold cross-validation to produce an ensemble of models [115], parameter regularization [87] and metaheuristic optimisation algorithms [116].

5. Conclusions

This paper briefly summarises the current state of rock engineering design and presents the opportunities to integrate machine learning algorithms into the existing geomechanical design frameworks. A literature review has been conducted on the work that has been done specifically using ANNs on geomechanical datasets, and areas for future work have been identified. In practice, stability analyses are often performed relying on past experience and observational methods rather than on new data being collected on geology and construction progress [96]. ANNs are suitable for modelling complex rock mass behaviour and have been shown to be more efficient than regression functions [96]. ANNs are especially powerful for repetitive construction processes as they can use real-time data to update predictions ahead of the current stage of excavation. Future work on convolutional neural networks and recurrent neural networks will be invaluable in addressing spatial and temporal rock mass behaviour explicitly using ANNs.

Based on the body of literature available at this time, this review has found that there is a lack of standardisation of the input selection process, data partitioning methods, model architecture and hyperparameter optimisation and performance measures in ANNs for rock engineering. These gaps present an opportunity to define a framework for integrating machine learning into rock engineering design to make the process more rigorous and reliable.
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