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Abstract: The aim of this research was to explore one of the most intriguing dimensions of every firm’s business—its performance. Aside from analysing the influence of industry’s characteristics on the firm’s performance, the authors addressed the characteristics of dynamic capabilities and their role in contribution to the firm’s ultimate success. The analysis was conducted on a sample of 118 small Croatian manufacturing companies. The application of the Structural Equation Modelling (SEM) approach revealed a statistically significant influence of both the industry’s characteristics (represented by Porter’s five forces framework) and dynamic capabilities (based on Teece’s theory) on the firm’s performance, where the influence of dynamic capabilities is proven to be larger than that of the industry.
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1. Introduction

From a strategic management perspective, theoretical approaches seeking to explain a firm’s ability to outperform its competitors, among other things, include Porter’s industrial paradigm (Porter 1979, 1981) and the resource-based theory. The first approach, based on the structure-conduct-performance (SCP) paradigm, is focused on the industrial structure and ability of the firm to exploit its market power in order to obtain superior performance. Even decades after Porter’s pioneering papers, this approach is still largely applied (e.g., Rivard et al. 2006; Espallardo and Ballester 2009; Wu and Yang 2014; Leonidou et al. 2017). As opposed to the industrial organisation view, which focuses on external factors, the resource-based theory attempts to explain the heterogeneity of performance among firms based on firm-specific factors (Barney 1991). Moreover, the dynamic capabilities approach, as an extension of the resource-based view of the firm’s success, states that the sustainability of the firm’s competitive advantage and performance depends on the firm’s ability to renew resources as its external environment changes (Teece et al. 1997; Teece 2007). According to Teece (2007), capabilities that are important for the firm’s competitiveness and improved performance encompass the capability to sense and seize opportunities, and the capability to reconfigure the firm’s resources.

According to Hoskisson et al. (1999) “the field of strategic management will likely experience increasing integration of multiple theoretical paradigms” thus creating “a balance between internal and external explanations of the complex relationships in the new competitive landscape”. Since, according to the dynamic capabilities approach, possessing valuable, rare, inimitable, and non-substitutable resources without the capacity to regenerate them does not result in superior performance (Ambrosini and Bowman 2009), this research is focused on dynamic capabilities as a crucial internal
factor of a firm’s success. Moreover, despite the increasing number of both theoretical and empirical studies in the field of dynamic capabilities, the importance of dynamic capabilities for a firm’s competitive advantage and performance is not completely clear (Pezeshkan et al. 2015), suggesting that additional empirical verification of the theory is still needed. This is particularly the case with companies that operate in special economic environments such as the emerging market economies. Moreover, Ambrosini and Bowman (2009) state that more work in the field of dynamic capabilities is needed to analyse, among other aspects, whether there are some patterns across the size of the firms. Consequently, the aim of the present study is to empirically analyse the importance of both industrial (external) characteristics and dynamic capabilities (internal factors) for the performance of small firms, following Teece (2007) framework of segregation of dynamic capabilities. The analysis is based on a sample of 118 small companies operating in the manufacturing industry in Croatia, for which the data have been obtained from the questionnaire and have been analysed by applying Structural Equation Modelling (SEM).

Encompassing both industry characteristics and dynamic capabilities, this study provides an empirical contribution to the concept of the integrated research of the firm’s performance. In addition, the research adds to the literature in the field of determinants of the performance of small businesses, as well as companies operating in less developed countries.

The rest of the paper is structured as follows. The theoretical framework encompassing industrial factors of the firm’s performance, as well as dynamic capabilities is given in Section 2. Section 3 provides data, research constructs and their measurement, model specification, identification, evaluation and estimation, as well as a discussion of the results. The conclusion is given in Section 4.

2. Industry Characteristics and Dynamic Capabilities as Determinants of a Firm’s Performance

2.1. Industry and Porter’s Five Forces

Porter’s five forces model sets an analytical framework for understanding the influence of an industry’s structure on the profit potential of the firms within the industry. This framework is one of the most significant contributions to the strategic field using industrial organisation economic logic (Bridoux 2004) since, as stated by Hawawini et al. (2003), the structural characteristics of industries are the primary determinants of performance.

It builds on the structure-conduct-performance (SCP) paradigm from industrial organisation economics. The SCP paradigm argues that performance is determined by the conduct of the firms, which in turn is determined by the structural characteristics of the market (Clark 1998).

According to Porter (1979) the state of competition in an industry depends on five basic forces: the threat of new entrants, the bargaining power of customers, the bargaining power of suppliers, the threat of substitute products or services, and the rivalry among current contestants. The combined strength of these forces defines the ultimate profit potential of an industry. Specifically, when the industrial rivalry is not strong, companies have the ability to raise prices and hence earn higher profits. Likewise, the larger the bargaining power of customers/suppliers and the larger the threat of new entrants, the lower the firm’s profitability. Finally, if the substitution of a company’s products or services is fairly easy and of low cost, then the company’s power can be weakened, and the firm’s profitability can be reduced. Awareness of these forces can help the company take a position in its industry that is less vulnerable to attack. As noted by Grigore (2014), the industry’s structure, manifested in the competitive forces, sets industry profitability in the medium and long term.

The ultimate function of Porter’s competitive strategy is to explain the sustainability of profits against bargaining and against direct and indirect competition (Porter 1991).

Huang et al. (2015) tried to integrate both industrial organisation theory (IO) and the resource-based view of the firm (RBV) in order to clarify the conceptual distinction between two types of competitive advantage—the temporary and the sustainable competitive advantage. The results supported the IO theorists’ proposition that a firm’s temporary competitive advantage can be gained via strengthening
its market position in an industry. However, further testing suggested that a firm’s market position in an industry had no influence on the firm’s sustainable competitive advantage outcomes, supporting an argument that the competitive advantage resulting from entry barriers or market concentration is temporary. Similarly, Rivard et al. (2006) tested an integrated model (including both a resource-based view and competitive strategy) of the contribution of IT to the firm’s performance since, as stated by Porter and Millar (1985), IT is seen as a means by which firms can gain competitive advantage by altering the competitive forces that collectively determine the industry’s profitability. The relationship between industry forces and performance suggests that greater environmental hostility is somewhat associated with lower performance in terms of market performance, but not in terms of profitability. Spanos and Lioukas (2001) have investigated the relative impact of industry- and firm-specific factors on sustainable competitive advantage, referring also to both Porter’s framework of competitive strategy and the resource-based view of the firm.

Espallardo and Ballester (2009) studied whether the effectiveness of innovation in improving a firm’s performance varies in different competitive situations, and analysed whether the competitive forces act as a motivator or as an inhibitor, finding that small firms must invest in innovation, preferably when competitive forces are more intense. Furthermore, Pecotich et al. (1999) developed an industruct, an instrument designed to measure perceptions of industry structure based on Porter’s five competitive forces formulation finding that rivalry and entry were the highest forces.

However, Porter’s work has been widely criticised and, as stated by Dobbs (2014), has laid the groundwork for an unnecessary and unfortunate battle for paradigm dominance between Porter’s five forces and the resource-based view of the firm. Despite this, Porter’s five forces model has been widely exploited and applied. For example, Lüttgens and Diener (2016) have adopted Porter’s five forces in order to analyse different threats to a business model, as well as to evaluate different business model patterns and rate them according to their impact on each of Porter’s forces. Sutherland (2014) has extended Porter’s five forces model to include nonmarket actions in the telecommunications sector, finding it a useful tool for analysing advocacy, lobbying and litigation by players in this heavily regulated market. Furthermore, Wu and Yang (2014) have applied Porter’s five forces model to gain insight into the competitive landscape of the shale gas market in China.

Taking into account all of the factors stated above, the five forces framework and the resource-based view of the firm can be considered complementary perspectives rather than adversarial, as is commonly the case (Dobbs 2014 citing (Makhija 2012; Ronda-Pupo and Guerras-Martin 2012)). Specifically, linking five forces assessments to opportunities and threats can help strategic thinkers develop powerful responses to industry pressures in order to improve competitiveness and increase profit.

With the aforementioned in mind, we formulate the following hypothesis:

**H1. The industry within which a firm operates significantly influences the firm’s performance.**

### 2.2. Dynamic Capabilities

Alongside the external orientation, especially since the 1980s, the resource-based view has been advanced as an explanation of the determinants of a company’s success. Although the importance of the internal factors for the firm’s competitive advantage and performance was highlighted in Penrose’s theory of firm growth in the 1950s, the resource-based view has developed with the works of Wernerfelt (1984), Rumelt (1984) and, particularly, those of Barney (1986, 1991). Reviews of the empirical research in the field have been given by Barney and Arikan (2001), Crook et al. (2008), and Newbert (2008).

Resources include “all assets, capabilities, organizational processes, firm attributes, information, knowledge, etc. controlled by a firm that enabled the firm to conceive of and implement strategies that improve its efficiency and effectiveness” (Barney 1991). They encompass financial, physical, human, organisational assets (Barney 1991), as well as intellectual resources (Newbert 2008).

The resource-based theory is founded on two important assumptions: heterogeneity and immobility of resources between the firms (Barney 1991). The first assumption implies differences
in resources and strategies to compete among companies that could result in competitive advantage. Immobility means that resources do not transfer from company to company, or that companies are not able to replicate resources of other companies or to implement the same strategies. In order to produce competitive advantage, the resources have to be valuable, rare, inimitable, and non-substitutable (Barney 1991). These features of resources are implemented in the widely known VRIN framework.

As an extension of the resource-based view, pioneered by the works of Teece and Pisano (1994), Teece et al. (1997), Eisenhardt and Martin (2000), and Zollo and Winter (2002), Winter (2003), and continuing with the studies of Helfat et al. (2007), Teece (2007), Wang and Ahmed (2007), Augier and Teece (2009), Teece (2014), Wang et al. (2015), Teece (2017), and many others, the concept of dynamic capabilities has advanced in order to provide additional explanation for the firm’s performance from an internal perspective. This theoretical approach tries to explain how valuable, rare, inimitable, and non-substitutable resources can be created, as well as how the resources can be restored in changing environment in which the company operates in order to generate and sustain competitive advantage (Ambrosini and Bowman 2009) and improve the firm’s performance.

According to the dynamic capabilities approach, possessing valuable, rare, inimitable, and non-substitutable resources without dynamic capabilities does not enable the firm to sustain a competitive advantage and performance. In a changing environment, resources cannot remain static and still be valuable; on the contrary, dynamic capabilities are needed to regenerate the resources (Ambrosini and Bowman 2009). With the shift from external to internal orientation in the field of strategic management, particular attention has been paid to the cognitive and behavioural processes that are important for capabilities that influence the firm’s performance (Hodgkinson and Healey 2011, p. 501).

The dynamic capabilities approach has been developed on the basis of many contributions, both theoretically and empirically. However, the concept is characterised by its fragmentation. This is true for both definitions and conceptualisations of dynamic capabilities, which has an impact on empirical research (Arend and Bromiley 2009; Vogel and Güttel 2013; Burisch and Wohlgemuth 2016).

According to Teece et al. (1997), dynamic capability is “the firm’s ability to integrate, build, and reconfigure internal and external competences to address rapidly changing environments.” Many other supporters of the dynamic capabilities perspective provide their own definitions of capabilities. Eisenhardt and Martin (2000) state that dynamic capabilities are “the firm’s processes that use resources—specifically the processes to integrate, reconfigure, gain and release resources—to match and even create market change. Dynamic capabilities are thus the organizational and strategic routines by which firms achieve new resource configurations as markets emerge, collide, split, evolve, and die”.

According to Zahra et al. (2006), dynamic capabilities are “abilities to reconfigure a firm’s resources and routines in the manner envisioned and deemed appropriate by its principal decision-maker”. Helfat et al. (2007) define dynamic capability as “the capacity of an organization to purposefully create, extend or modify its resource base”. According to Wang and Ahmed (2007) dynamic capability is “a firm’s behavioural orientation constantly to integrate, reconfigure, renew and recreate its resources and capabilities and, most importantly, upgrade and reconstruct its core capabilities in response to the changing environment to attain and sustain competitive advantage.”

Despite numerous approaches to defining dynamic capabilities, it is possible to isolate a common feature; namely, that dynamic capabilities are a firm’s processes that adopt resources in accordance with changes of environment. There are two levels of capabilities: ordinary and dynamic (Winter 2003). In comparison to operational and other ordinary capabilities that are important for the firm’s current activities, dynamic capabilities enable a change of resources and ordinary capabilities (Cepeda and Vera 2007). Hence, dynamic capabilities use the existing resources and create new resources and capabilities, aligning the organisation to the change in the environment. According to Wang and Ahmed (2007), there are three main components of dynamic capabilities: adaptive capability, absorptive capability, and innovative capability. The first one refers to the capability of the firm to identify and take the advantage of the market opportunities. The capability to identify new information,
and to assimilate and exploit it is denoted as absorptive capability. Zahra and George (2002) define absorptive capacity as “a dynamic capability that influences the firm’s ability to create and deploy the knowledge necessary to build other organizational capabilities”. Innovative capability describes the capability of developing new products and/or markets.

According to Teece’s approach (2007), which is followed in this study, dynamic capabilities are divided into three components. The first one is the capacity to sense and shape opportunities and threats, implying “scanning, creation, learning, and interpretive activities” (Teece 2007). These opportunities are primarily related to markets and technologies. The processes include analysing customers (the changes of their needs and innovations), suppliers and competitors, processes aimed at directing internal research and development, and processes aimed at tapping developments in technology. Moreover, in comparison to the industrial perspective, the dynamic capabilities approach includes a more comprehensive view of the environment in which the firm operates. It encompasses the business “ecosystem”—the community of individuals and organisations, including buyers, complementors, suppliers, labour market, educational and research institutions, financial institutions, regulatory authorities, and the legal system (Teece 2007). Thus, in addition to exploring the market and technology, it is important to scan other elements of the “ecosystem”, as well. Without these activities, the firms would not be able to recognize the opportunities that could be visible to other firms (Teece 2007).

The second one is the capability to seize opportunities, which involves addressing sensed opportunities through new products, services or processes, which requires a mobilisation of resources (e.g., financial, human), investment in development, and commercialisation (Teece 2007). According to O’Reilly and Tushman (2008), this is the ability to make the right decisions and execute them, while from the organisational perspective, “this requires leaders who can craft a vision and strategy, ensure the proper organizational alignments (whether it is for exploitation or exploration), assemble complementary assets, and decide on resource allocation and timing.”

The third component refers to the capability of keeping competitiveness through enhancing, combining, protecting, and reconfiguring the company’s assets, both intangible and tangible, as well as operating capabilities. It may encompass a change in business model, mergers, acquisitions and divestments (Teece 2007). According to Helfat and Peteraf (2003), there are two forms of capability redeployment: sharing of a capability between the old and the new market, and inter-temporal transfer of capabilities from one market to another. There are numerous ways dynamic capabilities can influence the firm’s performance. Successful recognition and assessment of opportunities related to markets and technologies, as well as the design of new products and business models, can result in a competitive advantage and profitability (Teece 2007). Adapting the resource base to the changes in the business “ecosystem,” as well as shaping it (creating market change), may enhance profitability. Moreover, dynamic capabilities could improve the efficiency of the firm’s reaction to environmental dynamism, which positively affects performance. Dynamic capabilities may enhance inter-firm performance. They provide new decision options that could generate higher profitability (Wilden et al. 2013). Dynamic capabilities allow “the firm to take advantage of revenue enhancing opportunities and adjust its operations to reduce costs” (Drnevich and Kriauciu纳斯 2011).

According to Eisenhardt and Martin (2000), dynamic capabilities do not necessarily result in increased performance, since performance is not directly related to dynamic capabilities but to the configuration of resources affected by dynamic capabilities. Some other researchers also argue that the effect of dynamic capabilities on performance is indirect, with a mediating role of the firm’s operational capabilities (Helfat and Peteraf 2003; Zahra et al. 2006; Pavlou and El Sawy 2011). Moreover, there are costs associated with dynamic capabilities that could have negative effects on the firm’s performance (Zollo and Winter 2002; Winter 2003). Zott (2003) shows that differences in performance among firms are related to the costs of dynamic capabilities.

Considering the empirical validation of the concept of dynamic capabilities, Ambrosini and Bowman (2009), and Arend and Bromiley (2009) highlight limited empirical support. Vogel and Güttel
(2013) state that “the dynamic capability view still lacks consensual concepts that allow comparisons of empirical studies”. Some studies find empirical support of the dynamic capabilities approach (e.g., Zott 2003; Fang and Zou 2009; Drnevich and Kriauciunas 2011), while some papers confirm that the effect of dynamic capabilities on a firm’s competitive advantage/performance is contingent on specific factors, such as the firm’s organisational structure and the intensity of competition the firm faces (Wilden et al. 2013), or the degree of dynamism of the firm’s external environment, showing a weaker effect in the context of high and low environmental dynamism in comparison to in the context of a moderate one (Schilke 2014). In the assessment of empirical research on the relationship between dynamic capabilities and performance, Pezeshkan et al. (2015) found that the dynamic capabilities approach is confirmed empirically in 60 percent of studies. The differences in empirical support result from the type and nature of dynamic capabilities, the type of performance measures used in the analyses, whether dynamic capabilities are analysed independently or in interaction with other variables (contextual or organisational), as well as from the research design features (Pezeshkan et al. 2015).

With respect to the above-stated theoretical considerations and the results of empirical research, we formulate the second hypothesis of the present research:

H2. Dynamic capabilities positively influence the firm’s performance.

Although supporters of both external and internal orientation approaches for explaining a firm’s performance have found empirical validation of their views, some researchers hold that an integrated view could better explain the sources of a firm’s performance (Hansen and Wernerfelt 1989; Henderson and Mitchell 1997; Hoskisson et al. 1999; Spanos and Lioukas 2001). Following this approach, in the subsequent section of the study, we empirically analyse the importance of both external or industry factors, and of dynamic capabilities, as internal factors for the firm’s success.

3. Research Methodology and Results

3.1. Data Collection, Research Constructs and Their Measurement

The data for the independent and dependent variables were collected through a web-based questionnaire that was addressed to companies’ directors and/or managers. Although some e-mail addresses were provided by Amadeus databases, most of them were obtained directly by the Central office of the Croatian Chamber of Commerce.

In line with the previously postulated hypotheses, the questionnaire provided in Appendix A encompassed various elements of industry structure as well as the firm’s performance that the managers were asked to assess. Besides that, managers evaluated the firm’s abilities to integrate, build, and reconfigure internal and external competences to address rapidly changing environments (Teece et al. 1997), which is known in the literature as the firm’s dynamic capabilities.

All respondents, of which there were 118 in this study, were asked to answer questions using a five-point Likert scale. For items representing industry construct, a Likert scale ranging from “1—strongly disagree” to “5—strongly agree” was used. Porter’s five forces describing industry (industry rivalry—ind1, bargaining power of customers—ind2, bargaining power of suppliers—ind3, threat of new entrants—ind4, and threat of substitute products or services—ind5) were assessed by managers through five relevant questions, one for each of the forces. All five questions were formulated in a way so as to indicate the same direction (e.g., competition in our industry is quite strong; bargaining power of our buyers/suppliers is high, etc.). Therefore, as postulated by the theory, the higher the value on the Likert scale assessed by managers, the lower the level of the firm’s perceived profitability. All the items representing industry construct are based on relevant papers by Huang et al. (2015); Pecotich et al. (1999); Espallardo and Ballester (2009); and Leonidou et al. (2017).

The five-point Likert scale was also used to evaluate the items in the remaining two constructs (dynamic capabilities and performance), whereby the dynamic capabilities construct was based on
the framework of components of the capabilities (disaggregated for analytical purposes) proposed by one of the most prominent researchers in the field of dynamic capabilities—Teece (2007). For the items in dynamic capabilities and performance constructs, the description of the scale was somewhat different, i.e., the scale ranged from “1—much worse than competitors” to “5—much better than competitors”. Again, top managers were asked to evaluate three main aspects of dynamic capabilities (sensing opportunities and threats—dc1, seizing opportunities—dc2, and reconfiguring the organisational resource base—dc3) and four financial and non-financial performance indicators (return on assets—perf1, profit margin—perf2, sales growth—perf3, and market share—perf4).

3.2. Application of SEM Approach on Firm Performance Research Model

Structural Equation Modelling (SEM) is a statistical approach that simultaneously estimates the multiple regression equations in a single framework, i.e., it tests relationships between observed and latent variables, and as such, it is widely applied in different areas of economics, business and management. More recent research papers with the application of SEM in these areas are those of Cunningham et al. (2017), Putri et al. (2017), Khongmalai and Distanont (2017), Smaliukiene et al. (2017), and many others. Regardless of the area of the application of SEM, practitioners and theorists agree on five steps involved in testing SEM: model specification, identification, estimation, evaluation and (if needed) modification (Teo et al. 2013).

3.2.1. Model Specification

Relationships between the observed and latent variables are specified by researchers, and are represented by parameters or paths. Three types of parameters are to be specified: directional effects, variances and covariances. The directional effects in the structural model presented in Figure 1 are nine factor loadings and two path coefficients. Variances are estimated for indicator error related to the 12 manifest variables, error related to the unobserved endogenous variable (performance) and two unobserved exogenous variables (industry and dynamic capabilities). There is one covariance (non-directional relation between independent latent variables) in the analysed model.

Figure 1. Structural Performance Model—Standardised Estimate.
3.2.2. Model Identification

Structural models can be overidentified, underidentified, or just-identified, depending on whether the number of the parameters to be estimated is lower, higher or equal to the number of data points (i.e., variances and covariances of the observed variables). Since only the overidentified model is of scientific use, it is important in SEM to specify the model in a way that meets the criterion of overidentification.

As presented by Figure 1, there are 27 parameters in the model. On the other hand, the application of the formula \( p(p + 1)/2 \), where \( p \) stands for the number of manifest variables, revealed the total of \( 12 \times 13/2 = 78 \) data points. Thus, the analysed model is overidentified with 51\(^{\circ}\) of freedom.

Another important issue in SEM is the sample size. The size of the sample influences the ability of the model to be estimated correctly, as well as the specification error to be identified. One of the most commonly used methods in SEM is the Maximum Likelihood Estimation (MLE). In order to use MLE appropriately, Ding et al. (1995) recommend a minimum sample size ranging between 100 and 150 respondents. In addition, Hoelter’s critical N is often used as a standard sample size that would make the obtained fit significant. At the 5% level of significance, the value of Hoelter’s index for our model amounts to 121, which is satisfactorily close to the value of 118, the number of respondents in our sample. The appropriateness of the sample size is also in accordance with Ding et al. (1995) recommendation.

Before conducting SEM, the presence of outliers has to be tested. A common approach to detection of an outlier is to calculate the squared Mahalanobis distance, which measures the distance in standard deviation units between a set of scores for one case/respondents and the sample means for all the variables, i.e., centroids (Byrne 2016). The values of Mahalanobis distance for the first 10 cases are presented in Table 1\(^1\).

<table>
<thead>
<tr>
<th>Observation Number</th>
<th>Mahalanobis d-Squared</th>
<th>p1</th>
<th>p2</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>26.471</td>
<td>0.009</td>
<td>0.664</td>
</tr>
<tr>
<td>33</td>
<td>24.349</td>
<td>0.018</td>
<td>0.636</td>
</tr>
<tr>
<td>25</td>
<td>23.927</td>
<td>0.021</td>
<td>0.446</td>
</tr>
<tr>
<td>27</td>
<td>23.248</td>
<td>0.026</td>
<td>0.360</td>
</tr>
<tr>
<td>67</td>
<td>23.143</td>
<td>0.027</td>
<td>0.205</td>
</tr>
<tr>
<td>16</td>
<td>22.927</td>
<td>0.028</td>
<td>0.120</td>
</tr>
<tr>
<td>3</td>
<td>21.908</td>
<td>0.039</td>
<td>0.172</td>
</tr>
<tr>
<td>95</td>
<td>21.848</td>
<td>0.039</td>
<td>0.094</td>
</tr>
<tr>
<td>5</td>
<td>20.944</td>
<td>0.051</td>
<td>0.152</td>
</tr>
<tr>
<td>7</td>
<td>20.378</td>
<td>0.060</td>
<td>0.175</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation. Note: p1 (p2)—probabilities that the observation is far from the centroid.

All cases with a p1 value less than 0.05 can be considered outliers, and it is up to the researcher to decide what to do with them. Generally speaking, it is not acceptable to delete a case only because it is an outlier, as sometimes these cases are the most interesting ones. Therefore, it was decided to keep them in the analysis and, consequently, the sample consisted of 6.7% outliers.

An additional important assumption that must be checked in the SEM is that the data show a multivariate normal distribution. However, the prerequisite of this assessment is the need to evaluate univariate normality, which can be examined with skewness and kurtosis. Both of these two indicators should be below 3, since the skewness tends to influence tests of means, while kurtosis tends to have a severe impact on tests of variances and covariances. The results obtained for the data normality are presented in Table 2, from which it is clear that there is no deviation from normality.

\(^1\) In AMOS output, all the cases are sorted in accordance with their respective p1 value, from the smallest to the largest one. Thus, the presentation of the first 10 cases is suitable for this purpose.
Table 2. Assessment of univariate and multivariate normality.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Skew</th>
<th>C.R.</th>
<th>Kurtosis</th>
<th>C.R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>perf1</td>
<td>1.000</td>
<td>5.000</td>
<td>0.034</td>
<td>0.150</td>
<td>−0.053</td>
<td>−0.116</td>
</tr>
<tr>
<td>perf2</td>
<td>1.000</td>
<td>5.000</td>
<td>0.144</td>
<td>0.638</td>
<td>0.494</td>
<td>1.096</td>
</tr>
<tr>
<td>perf3</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.047</td>
<td>−0.207</td>
<td>−0.076</td>
<td>−0.169</td>
</tr>
<tr>
<td>perf4</td>
<td>1.000</td>
<td>5.000</td>
<td>0.078</td>
<td>0.348</td>
<td>−0.600</td>
<td>−1.331</td>
</tr>
<tr>
<td>dc1</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.498</td>
<td>−2.209</td>
<td>−0.249</td>
<td>−0.551</td>
</tr>
<tr>
<td>dc2</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.474</td>
<td>−2.100</td>
<td>−0.319</td>
<td>−0.708</td>
</tr>
<tr>
<td>dc3</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.146</td>
<td>−0.646</td>
<td>−0.231</td>
<td>−0.511</td>
</tr>
<tr>
<td>ind5</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.134</td>
<td>−0.594</td>
<td>−0.792</td>
<td>−1.755</td>
</tr>
<tr>
<td>ind4</td>
<td>1.000</td>
<td>5.000</td>
<td>0.127</td>
<td>0.565</td>
<td>−1.051</td>
<td>−2.331</td>
</tr>
<tr>
<td>ind3</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.054</td>
<td>−0.239</td>
<td>−1.123</td>
<td>−2.490</td>
</tr>
<tr>
<td>ind2</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.666</td>
<td>−2.953</td>
<td>−0.624</td>
<td>−1.384</td>
</tr>
<tr>
<td>ind1</td>
<td>1.000</td>
<td>5.000</td>
<td>−0.565</td>
<td>−2.505</td>
<td>−0.636</td>
<td>−1.410</td>
</tr>
<tr>
<td>Multivariate</td>
<td>7.702</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.282</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation; Note: skew–skewness; C.R.–critical ratio.

With respect to the multivariate normality, a normalised estimate of multivariate kurtosis (i.e., C.R. value) higher than 5 indicates that the data are non-normally distributed. In the conducted analysis, z-statistics (C.R.) of 2.282 is highly suggestive that the assumption of multivariate normality for the data in the analysed set is also fulfilled.

The presence of multicollinearity causes a problem in SEM because the results of some tests may be biased. The usual practice is to compute bivariate correlation or to run the multiple regression and inspect values of tolerance and variance inflation factor (VIF). The results of the multiple regression are shown in Table 3.

Table 3. Results of the values for tolerance and VIF from multiple regression analysis.

<table>
<thead>
<tr>
<th>Model</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tolerance</td>
</tr>
<tr>
<td>Const.</td>
<td>0.621</td>
</tr>
<tr>
<td>ind1</td>
<td>0.626</td>
</tr>
<tr>
<td>ind2</td>
<td>0.845</td>
</tr>
<tr>
<td>ind3</td>
<td>0.802</td>
</tr>
<tr>
<td>ind4</td>
<td>0.718</td>
</tr>
<tr>
<td>ind5</td>
<td>0.624</td>
</tr>
<tr>
<td>dc1</td>
<td>0.645</td>
</tr>
<tr>
<td>dc2</td>
<td>0.657</td>
</tr>
<tr>
<td>dc3</td>
<td>0.657</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation. Note: VIF–variance inflation factor.

VIF values for all the variables in the regression model are far below the critical level of 5; thus, there is no evidence of multicollinearity in the analysed data. Additionally, the values of Spearman correlation coefficients also confirmed the absence of multicollinearity, as its highest value (of 0.57) was quite below the undesirable level of 0.7. Some authors stress that this cut-off value could even go up to 0.85 before causing any significant problems in SEM (e.g., Kline 2011).

Before the assessment of the structural model, the reliability and validity of the measurement model must be examined. Item (construct) reliability can be assessed by factor loadings (Cronbach’s Alpha) values. As noted by Azwa Ambad and Wahab (2016), the individual item reliabilities use loadings of the items to their respective constructs, and in their standardised form, loadings should be greater than 0.5. The results of Table 6 show that all the items (except items ind3 and ind4) had satisfying loadings that were quite close to or higher than the desirable level. Furthermore, the variable/construct reliability can be assessed by Cronbach’s Alpha, which analyses the consistency
of the overall participants in answering the statement-items of a particular variable/construct. The value of this indicator should generally be larger than 0.6\(^2\). For the constructs used in our analysis (performance, industry, and dynamic capabilities), the values of Cronbach’s Alpha were 0.72, 0.64, and 0.75 respectively, as presented by Table 4, therefore confirming the reliability of the measurement model. In line with the common procedure, the next step is to investigate the validity of the measurement model, which is usually assessed with convergent and discriminant validity. Convergent validity refers to the propensity for all items to validate each other. As noted by Ylinen and Gullkvist (2014), convergent validity can be evaluated by examining composite reliability (CR) and average variance extracted (AVE), where C.R. indicates consistency of the constructs, while AVE measures the amount of variance attributed to the construct relative to the amount due to measurement error (Azwa Ambad and Wahab 2016). A composite reliability (C.R.) is calculated for every construct, and then compared with the cut-off value of 0.6 (Bagozzi and Yi 1988). The C.R. values for performance, industry, and dynamic capabilities constructs were 0.74, 0.66, and 0.75, respectively, confirming convergent validity. The average variance extracted should be higher than the minimum threshold of 0.5. However, according to Fornell and Larcker (1981), even if AVE is less than 0.5, but composite reliability is higher than 0.6, the convergent validity of the construct is still adequate. In our analysis, the obtained AVE values for performance, industry, and dynamic capabilities constructs were 0.42, 0.30, and 0.50 respectively. When taken together with the values of composite reliability (which were higher than 0.6 for each construct), we can state that convergent validity was established.

### Table 4. Reliability and convergent validity.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Ind1</th>
<th>Cronbach’s Alpha</th>
<th>Composite Reliability (CR)</th>
<th>Average Variance Extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>industry</td>
<td>ind1</td>
<td>0.64</td>
<td>0.66</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>ind2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ind3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ind4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ind5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dynamic capabilities</td>
<td>dc1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.504</td>
</tr>
<tr>
<td></td>
<td>dc2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>dc3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>performance</td>
<td>perf1</td>
<td>0.72</td>
<td>0.74</td>
<td>0.419</td>
</tr>
<tr>
<td></td>
<td>perf2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>perf3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>perf4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors’ calculation. Note: Factor loadings are presented in Table 6 and therefore are omitted here.

Discriminant validity for each construct was obtained by comparing the squared correlations between latent variables and the average variance extracted (AVE) scores for each of the pairwise constructs. For adequate discriminant validity, AVE should be larger than squared correlation. Since this condition was fulfilled for all three of the observed relationships (as presented in Table 5), it was concluded that the discriminant validity for the constructs had also been obtained. The assessment of the structural model is presented in following sections.

\(^2\) Some authors argue that Cronbach’s Alpha above 0.5 is also acceptable (Hinton et al. 2014; Chakrapani 2004).
3.2.3. Model Estimation

For the purposes of parameter estimation, IBM® SPSS® Amos 23 was used, and the Maximum Likelihood Estimation (MLE) procedure was applied. MLE is suitable for data that present a multivariate normal distribution, which was proven to be the case for the data in our sample. As noted by Byrne (2016), in reviewing the parameter estimates, it is interesting to observe the following three features: feasibility of parameter estimates, appropriateness of standard errors, and statistical significance of parameter estimates. Regarding the feasibility of parameter estimates, we can conclude that all parameter estimates show a correct sign and size, and are consistent with the underlying theory (Table 6). Standard errors are also of appropriate value. Finally, AMOS reports both the unstandardised and standardised values of the estimates, which are similar to the unstandardised B weights and standardised betas in the regression analysis. It also reports critical ratio (C.R.), which operates as a z-statistic in testing that the estimated parameter is statistically different from zero. Table 6 shows both the unstandardised and standardised values of estimates, as well as the C.R. values for all parameters included in the analysed model. For all of them, the C.R. exceeded the value of ±1.96, suggesting that all the parameters in the model were statistically significant. A detailed elaboration of each of the parameters/constructs analysed in the model is given in the segment Discussions of Results.

Table 5. Discriminant validity.

<table>
<thead>
<tr>
<th>Factor Correlation</th>
<th>Comparison of Squared Correlation with AVE</th>
<th>Discriminant Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ind &lt;-&gt; dyn.cap</td>
<td>−0.116</td>
<td>0.013 &lt; AVE</td>
</tr>
<tr>
<td>ind &lt;-&gt; perf</td>
<td>−0.312</td>
<td>0.097 &lt; AVE</td>
</tr>
<tr>
<td>dyn.cap &lt;-&gt; perf</td>
<td>0.621</td>
<td>0.386 &lt; AVE</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

3.2.4. Model Evaluation (Model Fit)

The main task of model fit is to provide the information about the degree to which the model fits the data. One of the measures to look at is the overall chi-square ($\chi^2$), which indicates whether the observed and implied variance–covariance matrices differ (Teo et al. 2013) or not. A statistically nonsignificant value of this measure is an indicator of a good model. However, as stressed by Byrne (2016), this index has proven to be unrealistic (i.e., to be significant) in most SEM empirical
research, therefore it must be considered in conjunction with other indices of model fit.\(^3\) Kline (2011) recommends reporting \(x^2\), RMSEA, GFI, and CFI indices. Still, in addition to presenting the indices suggested by Kline (2011), we report some additional indices as well (Table 7). Although the model yields a \(x^2\) value of 70.414 with a probability of 0.037, when this value is divided by the degrees of freedom, the result obtained is lower than the desirable level of 3, suggesting that the fit of the data to our model is adequate.

Table 7. Fit indices for the performance model.

<table>
<thead>
<tr>
<th>Fit Index</th>
<th>This Research</th>
<th>Recommended Values</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x^2) (p-value)</td>
<td>0.037</td>
<td>(\geq 0.05)</td>
<td>Byrne (2016)</td>
</tr>
<tr>
<td>CMIN/df</td>
<td>1.381</td>
<td>(\leq 3)</td>
<td>Gefen et al. (2000)</td>
</tr>
<tr>
<td>SRMR</td>
<td>0.063</td>
<td>(\leq 0.08)</td>
<td>Hu and Bentler (1999)</td>
</tr>
<tr>
<td>GFI</td>
<td>0.918</td>
<td>(\geq 0.9)</td>
<td>Rehman et al. (2015)</td>
</tr>
<tr>
<td>IFI</td>
<td>0.938</td>
<td>(\geq 0.9)</td>
<td>Koropp et al. (2014)</td>
</tr>
<tr>
<td>TLI</td>
<td>0.916</td>
<td>(\geq 0.9)</td>
<td>Lei and Wu (2007)</td>
</tr>
<tr>
<td>CFI</td>
<td>0.935</td>
<td>(\geq 0.9)</td>
<td>Lei and Wu (2007)</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.057</td>
<td>(\leq 0.06)</td>
<td>Hu and Bentler (1999)</td>
</tr>
</tbody>
</table>

Source: Authors’ compilation. Note: CMIN—minimum discrepancy; df—degrees of freedom; SRMR—Standardized Root Mean Square Residuals; GFI—Goodness of Fit Index; IFI—Index of Fit; TLI—Tucker-Lewis Index; CFI—Comparative Fit Index; RMSEA—Root Mean Square Error of Approximation.

The Standardised Root Mean Residual (SRMR) indicates the average value across all standardised residuals, and its value can range from zero to one. Even though the SRMR indicator does not represent a standard part of the AMOS output, with the usage of the three-step process (Byrne 2016), its value can be obtained, and in our case, it amounted to 0.063, suggesting that the model explains the correlation to within an average error of 0.063%. The obtained value was lower than the cut-off point of 0.08, implying the well-fitting characteristics of the model. GFI is an absolute index of model fit and is analogous to \(R^2\) in the regression analysis (Teo et al. 2013). For a good fit, a recommended value of 0.90 or higher should be obtained, which was achieved for our research model. One of the main advantages of the IFI index (known also as Bollen’s IFI) is that it is relatively non-sensitive regarding the sample size when assessing a model’s fit. Koropp et al. (2014) recommend a value of 0.90 or higher as an adequate model-fit indicator. TLI index is used to compare a research model to the null model (Teo et al. 2013). A model with a good fit will have a value of TLI index that approaches 1. Thus, the value of 0.937 confirmed the goodness of our model’s fit. CFI is one of the most widely used incremental fit indices, and compares the independence model with the specified research model (Kline 2011). Commonly, it is argued that a value of 0.90 or higher indicates an adequate model (Lei and Wu 2007; Koropp et al. 2014). RMSEA corrects the tendency of the chi-square to reject models with large numbers of variables or with a large sample sizes. Higher values of RMSEA indicate a poor fit. The value achieved in this research was below the proposed cut-off value of 0.06 (Hu and Bentler 1999), again confirming the appropriateness of the model. Summarising all the goodness-of-fit statistics presented earlier, it can be concluded that the model fits the sample data quite well.

3.3. Discussion of Results

The results of the estimated model are graphically presented in Figure 1. In order to facilitate the interpretation of the parameters, the parameter estimates are presented in their standardised form. The unstandardised value of parameters, together with their statistical significance and standard errors, can be found in Table 6. Factor loadings from the factors of the observed variables are, on average,
the highest for the dynamic capabilities (from $\beta = 0.75$ to $\beta = 0.65$). Although factor loadings for some other factors are not so high, all three measurement models of dynamic capabilities, performance, and industry were each measured well in the current data, and their reliability, convergent validity, and discriminant validity were earlier confirmed.

A squared value of factor loading indicates the proportion of variance in the manifest variable that is explained by that factor. For instance, the squared factor loading on “ind1” for “ind” indicates that “ind” explains 54.76% of the variance in “ind1” for “ind”. The remaining of the variance is explained by measurement error ($e_1$). Accordingly, construct industry seems to explain the highest proportion of variance in the observed variable industry rivalry, followed by the bargaining power of the buyers. Likewise, the construct performance explains the highest proportion of variance for the observed variables profit margin and ROA, while the construct dynamic capabilities explains the highest proportion of the variance for the observed variable seizing opportunities. The correlation between industry and dynamic capabilities is rather low ($-0.12$), thus indicating no relationship between them.

The paths from the industry to the performance indicate that industry has little impact on the firm’s performance ($\beta = -0.24$). However, a quick look at Table 6 reveals that, although slight, this impact is statistically significant. Moreover, the impact of all the variables included in the model is statistically significant. Furthermore, apart from being slight but significant, the impact of industry on the performance of firms is negative. Although not presented here, the results of the Spearman correlation coefficients confirm negative relationships among all the observed, directly measured variables of performance, and those variables representing the industry construct. The results obtained are entirely in accordance with Porter’s framework. Indeed, a closer examination of the data shows that, from the industry point of view, the strength of industrial competition (the first force of Porter’s model) plays the most important role in determining small Croatian firms’ performance. It seems that the majority of the sampled firms operate in industries with fairly intense competition, which, according to Hill and Jones (2010), arises from four main factors: (1) the industry’s competitive structure, which is defined by the number and size distribution of the firms within an industry; (2) demand (growth or decline) conditions in the industry—in growing demand industries, all the companies can sell more without reducing the market share of other competitors; (3) cost conditions—in industries with high fixed costs, firms must have high sales volume in order to be profitable; and (4) the height of industry exit barriers—high exit barriers prevent companies from exiting a particular industry easily. Similar findings have been obtained by Jiang and Kattuman (2010), who have found that intense competition would rapidly disperse any short-run quasi-rents enjoyed by any company, and force each to revert to its own ‘normal’ level of profitability. Furthermore, Acquaah (2003) has found that the effectiveness of corporate management capabilities has a larger influence on the sustainability of the firm’s abnormal profitability for firms in minimally competitive or monopolistic industries than the firms in highly competitive industries.

Bargaining power of buyers, as the second-most important influential factor on small Croatian firms’ performance, probably arises because of the nature and the size of the firms analysed. The analysed sample consisted only of small firms that do not have enough strength to impose “playing rules” on the market; rather, they are “playing by the rules” imposed by larger players. It is well known that the bargaining power of buyers arises when there are few large buyers and many small sellers, when the buyers of a company are large customers (i.e., they purchase large quantities), and when buyers can easily switch suppliers at low cost. These findings are similar to those of Gosman and Kohlbeck (2009), who found that, as sales to major customers increase, supplier gross margins and return on assets decrease. Moreover, as stated by Maloni and Benton (2000), exploitation of the supply chain by the powerful partner may lead to dissension and underperformance. Research by Schumacher (1991) has also found that highly concentrated buyers exhibit significant power to impair profitability, especially in oligopolistic consumer goods industries.
As for the rest of the Porter’s forces, it seems that small Croatian firms are facing moderate bargaining power of suppliers, moderate to low threat of new entrants, and moderate threat of substitute products or services. When all these variables are taken together as indicators for the industry latent variable, it emerges that industry construct has a statistically significant negative influence on the firm’s performance; hence, the first research hypothesis can be accepted.

Figure 1 reveals positive and statistically significant influence of dynamic capabilities on firm performance (0.59). It also indicates that dynamic capabilities have a stronger influence on the firms’ performance than industry. When taken together, these constructs explain 44% of the variance of the latent variable performance ($R^2 = 44$). Regarding dynamic capabilities, one can observe that sensing opportunities and threats and seizing opportunities play a very important role in determining Croatian firms’ success. Thus, superior performance can be seen in the firms that are able to identify the technological and market opportunities and threats, and take advantage of the opportunities. These firms are able to assess how technology will evolve, and how and when competitors, suppliers, and customers will respond (Teece 2007), as well as developments of other elements of the environment the firm competes in (i.e., the business “ecosystem”). They possess resources and processes for collecting and analysing information. They seize the sensed opportunities through investments in development and commercialisation that result in new products, services or processes. In this way, the firms are able to satisfy their customers and to develop mechanisms to capture value. Consequently, small Croatian firms that seize revenue-enhancing opportunities and/or change their activities in order to reduce costs achieve superior performance. Thus, the second research hypothesis is confirmed. When we compare the results of the research related to positive effects of dynamic capabilities to the firm’s performance with the results of the recent studies based on the sample of small and medium-sized companies, the results are partially in accordance with the results of Nedzinskas et al. (2013) when non-financial relative organisational performance (innovations developed and new processes created) are considered, but not in case of financial relative organisational performance (credit risk). The results correspond to the results of Naldi et al. (2014) with the difference in the performance measure (innovative performance), in encompassing only the capabilities of sensing and seizing, as well as in the non-linear relationship between the capabilities and the performance.

In comparing the results of this study with those that encompass the relationship between dynamic capabilities and performance of the firms operating in emerging economies, besides the above mentioned study of Nedzinskas et al. (2013), it can be seen that they correspond to the results of the research of Malik and Kotabe (2009), in which organisational learning, reverse engineering and manufacturing flexibility are taken as dynamic capabilities, and Zhou et al. (2017) with the difference of the inclusion of a mediating role for innovation in the relationship between dynamic capabilities (sensing and reconfiguration, but not integration capability) and the firm’s financial performance.

4. Conclusions

This research examines the influence of industries’ characteristics and dynamic capabilities on the firm’s performance. In order to fulfil the main aim of this research, structural equation modelling (SEM) was applied on a sample of 118 small Croatian firms operating in the manufacturing sector. Data were inspected for the presence of outliers, multivariate normality and multicollinearity, while the reliability and validity of the constructs were assessed by Cronbach’s Alpha, convergent and discriminant validity. The results of the conducted analysis supported the relationships hypothesised by the research model. More precisely, industry affects firm performance negatively, thus verifying Porter’s framework. Moreover, industry rivalry, followed by the bargaining power of the buyers, was proven to play, at the industry level, the most important role in determining a firms’ performance. On the other hand, significant and positive influence of dynamic capabilities on firm performance confirmed the importance of sensing opportunities and threats, and seizing opportunities in contributing to the firm’s prosperity and success.
The entrepreneurs and managers of small Croatian companies should focus on the processes important for recognising, collecting and analysing information related to changes in the market (responds of customers, competitors and suppliers), developments of technology as well as other elements of the business “ecosystem”. They should develop the ability to interpret this information in order to learn about the behaviour of the market participants, technological opportunities and changes related to all other subjects that could affect the firm and its customers. In order to develop capabilities of sensing opportunities and threats, managerial understanding and vision are required. In addition, they should evaluate both existing and new capabilities, and invest in technology. It is expected that, by adapting these strategies, small companies operating in the Croatian manufacturing industry could achieve superior performance.
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Appendix A

**QUESTIONNAIRE**

1. Name and identification number of the company (fill in or leave empty)
   Name: _______________ Identification number: _______________

2. E-mail if you want to receive the results of the survey (fill in or leave empty): ______________

3. National industrial classification number and foundation year: NACE 2007: ______ Year: ______
   If your company is engaged in a large number of activities, answer all the following questions only for your main or most important business.

**INDUSTRY**

4. Rate the extent to which you agree/disagree with the statements on the business activity (sector) you are active in using 1 to 5 response scales (1—strongly disagree; 5—strongly agree). Put zero (0) if you consider the statement of not being applicable.

<table>
<thead>
<tr>
<th>Industry</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>The intensity of rivalry in our industry is high.</td>
<td></td>
</tr>
<tr>
<td>The bargaining power of buyers in our industry is intense; therefore they can exert pressure to provide lower prices of our products.</td>
<td></td>
</tr>
<tr>
<td>Our suppliers can easily, due to their bargaining position, increase the price or reduce the quality of their products.</td>
<td></td>
</tr>
<tr>
<td>New companies can easily enter our industry, thus the threat from new potential entrants is high.</td>
<td></td>
</tr>
<tr>
<td>The substitutes available in our industry are high.</td>
<td></td>
</tr>
</tbody>
</table>

**DYNAMIC CAPABILITIES**

5. Rate the capabilities of your company compared with the most important competitors using 1 to 5 response scale (1—much worse than competitors; 5—much better than competitors). Put zero (0) if you consider the statement of not being applicable.
<table>
<thead>
<tr>
<th>Capability</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensing opportunities (identification and evaluation of new market and</td>
<td></td>
</tr>
<tr>
<td>technological changes arising from the changes in the environment)</td>
<td></td>
</tr>
<tr>
<td>Seizing opportunities (initiative in seizing opportunities and adequacy of</td>
<td></td>
</tr>
<tr>
<td>organisational structure and procedures in seizing opportunities)</td>
<td></td>
</tr>
<tr>
<td>Managing threats and reconfiguring the resources/competences of the company</td>
<td></td>
</tr>
<tr>
<td>(continuous adapting, renewing and reintegration of resources as an answer</td>
<td></td>
</tr>
<tr>
<td>to changes in the environment)</td>
<td></td>
</tr>
</tbody>
</table>

**PERFORMANCE MEASURES**

6. Rate the following elements of your company’s business results compared with the most important competitors using 1 to 5 response scale (1—much worse than competitors; 5—much better than competitors).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Rate</th>
<th>Factor</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return on assets (ROA)</td>
<td></td>
<td>Sales growth</td>
<td></td>
</tr>
<tr>
<td>Profit margin</td>
<td></td>
<td>Market share</td>
<td></td>
</tr>
</tbody>
</table>
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