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Abstract: This study investigated bank-specific and macroeconomic determinants of bank profitability in Azerbaijan, an oil-dependent economy in transition. A huge drop in oil prices, a significant devaluation of the national currency, and the financial distress were the main motivations of the study. We applied Panel Generalized Method of Moments to the data in the framework of dynamic model of the bank profitability. It was found that bank size, capital, and loans, as well as economic cycle, inflation expectation, and oil prices were positively related to the profitability, whereas deposits, liquidity risk, and exchange rate devaluation were negatively associated with it. We further found that the bank profitability demonstrated moderate persistence and ignoring the country-specific features could lead to bias and poor performance in estimations. The conclusions of this research would aid in setting banking policies towards increasing profitability. This may be supplemented by ensuring strong research departments within the banks tasked with analyzing and forecasting the main macroeconomic indicators. The novel features of the study include utilizing recent economic trends, accounting for country-specific features, and for the first time, examining the effects of the economic cycle on the bank profitability in Azerbaijan. In addition, the study featured proper addressing time series properties of the panel data, and performances of robustness checks for consistency of results.
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1. Introduction

Financial intermediaries such as banks, investment companies, mutual funds, credit unions, and insurance companies play a vital role in turning the wheels of economic growth, and their sustainability is an integral component of macroeconomic stability. Despite a recent trend of financial disintermediation and growth in market-based finance, the share of the banking sector in the financial system has increased, reinforcing the role of the financial system elements in the economy. The history of world financial crises has attested that the impact of financial development and banks' intervention
on economic stability and growth is acute; and the process of devising and implementing reforms is more complicated than expected.

Since the banking sector is characterized by profit-seeking economic agents, profits are always sought despite the concurrent economic health. As such, profits act as a buffer to withstand the impacts of an economic slowdown, and the more profitable a sector is the more resilient it will be to negative shocks. The resilience of the banking sector is even more crucial in transitional economies that are continuously restructuring their legal and macroeconomic environment to comply with the international policies introduced by the World Bank (WB) and International Monetary Fund (IMF). This resiliency translates into a stronger financial system.

In fact, a sustainable and well-functioning banking system is crucial to resist negative shocks and financial distress, particularly in the case of commodity dependent economies. Following the collapse of the Soviet Union, Azerbaijan underwent a profound economic transition, which was characterized by a severe economic recession, further aggravated by military aggression and political traumas up until 1995. During the macroeconomic recovery of 1996–2002, the country experienced stable economic growth and lower rates of inflation. The growing efficiency of the Azerbaijani commercial banks in 2003–2008 was accompanied by significant economic growth in the same period. Azerbaijani commercial banks demonstrated a satisfactory level of profitability despite the financial distress in the region up until the recent economic and financial turmoil. There were positive macroeconomic dynamics in 2011–2014: the number of profitable banks in Azerbaijan increased from 30 to 35 and their net profit constituted 370.5 million Manat by the end of 2014. Following substantial GDP growth over the last decade, tumbling oil prices in 2015 had a major bearing on Azerbaijan’s growth prospects. During an economic contraction by 3.8% in 2016 (the first negative growth in two decades), the national currency depreciated by a further 13.4%, following almost 100% devaluation of the national currency vis-à-vis USD in 2015.\(^1\) The financial sector of the country has particularly suffered from the decline in oil prices and subsequent rounds of devaluations. The Central Bank of Azerbaijan increased the charter capital requirement for commercial banks from 10 million Manat to 50 million Manat in 2015 (CBAR SB 2015). Banks’ profits were primarily affected by increases in loan loss provisioning and exchange rate movements of Manat, which resulted in a loss of 345 million Manat in 2015. The high level of non-performing loans, limited trust in the national currency, and an inadequate capital ratio have increased the vulnerability of the financial sector (see Ibrahimov 2016 inter alia). In 2016, the number of non-performing loans surged to 21% from 12%. The ratio of loans to the deposit portfolio of Azerbaijan’s banking sector increased to 138.2 points at the average, which is considerably higher than the acceptable global benchmark range of 80–90 points (CBAR SB 2018).

Therefore, 2016 and 2017 witnessed a number of strategic reforms in Azerbaijan, aimed at stabilizing the financial sector and creating a basis for private-sector-led economic growth. A promising step towards alleviating the uncertainty in the banking sector and sanitizing the sector was the establishment of the Financial Market Supervisor Authority (FIMSA) in early 2016.\(^2\) FIMSA has taken resolute steps to consolidate the financial sector by revoking the licenses of 11 unhealthy banks, while recapitalizing remaining banks and preparing the ground for the privatization of the International Bank of Azerbaijan in 2018. By the end of 2017, the number of banks in Azerbaijan decreased from 45 (in 2015) to 30. The closure of several other banks is not excluded in 2018, driven by poor asset quality and foreign exchange risks. Moreover, as outlined by the Strategic Roadmap for the development of financial services, additional infrastructure is being established to solve liquidity and capitalization issues of the financial institutions. In this framework, the International Bank of Azerbaijan, Bank Respublika, Xalq Bank, Kapital Bank, PASHA Bank, Rabitebank, Unibank, and Ziraat Bank Azerbaijan

---

\(^1\) [https://en.cbar.az/other/azn-rates?act=betweenForm&from%5Bday%5D=1&from%5Bmonth%5D=1&from%5Byear%5D=2015&to%5Bday%5D=31&to%5Bmonth%5D=12&to%5Byear%5D=2016&rateID=usd](https://en.cbar.az/other/azn-rates?act=betweenForm&from%5Bday%5D=1&from%5Bmonth%5D=1&from%5Byear%5D=2015&to%5Bday%5D=31&to%5Bmonth%5D=12&to%5Byear%5D=2016&rateID=usd).

created a Credit Bureau that will contain more information on borrowers (utilizing databases of banks, insurance and leasing companies) than the Centralized Credit Registry.\(^3\)

Following the loss of 1.7 billion Manat in 2016 (of which 1.3 billion Manat are losses from the International Bank of Azerbaijan), the Azerbaijani banking sector restored its profitability in 2017. The aggregate capitalization of banks has grown from 1.9 billion to 3.1 billion Manat. Yet the dollarization, one of the main culprits of the financial distress, remained high: 74.6% of deposits have been in foreign currency as of 1 September 2017.

Considering the recent financial distress and macroeconomic challenges in the country, especially caused by the huge drop in oil prices and the devaluation of the national currency as well as the importance of the banking system in the government’s ongoing effort to diversify the economy, it is essential to investigate the factors affecting the banking sector. Thus, the objective of this study is to examine the impacts of the bank-specific and macroeconomic indicators on the bank profitability in Azerbaijan.

To this end, by taking the availability and quality of the bank-specific data into consideration, we selected 22 banks, including the 10 largest banks\(^4\), in Azerbaijan over the quarterly period of 2012Q1–2017Q1 to conduct an empirical analysis. Note that the shares of the selected banks in total in terms of assets, equities, loans, and deposits were 93%, 88%, 92%, and 95%, respectively, in the first quarter of 2017.\(^5\) We adopted a dynamic model following the theoretical framework in the bank profitability literature and estimated it using Panel Generalized Method of Moments (PGMM). We found that bank size, capital, and loans as bank-specific variables together with economic cycle, inflation, and oil prices as macroeconomic indicators have statistically significant positive effects on the banks’ profit. However, liquidity risk and exchange rate devaluation are negatively related to the profitability. Moreover, it was found that the profitability exhibited moderate persistence and, thus, the banking sector is quite competitive. We did further robustness tests and revealed that deposits did not increase the banks’ profitability and country-specific features should not be ignored in the empirical analysis.

We think that the conclusions and policy recommendations derived from this study would be useful for bank-level decision-makers: they can consider bank-specific variables that positively and negatively affect profitability. Furthermore, we support establishing competitive research departments to analyze and forecast key macroeconomic indicators accurately.

We believe that our study contributes to the scarce literature on the Azerbaijani banking profitability in several ways. First, this is one of very few studies investigating bank profitability in Azerbaijan. We are aware of only four studies and three of them are dissertations. Second, in the empirical analysis we accounted for oil-dependency of the economy, a fact, which was ignored by the three studies and incompletely addressed in the fourth one. Third, to the best of our knowledge, this study first time examined the effects of the economic cycle on the bank profitability in Azerbaijan. Fourth, the study accounted for the recent economic and financial turmoil (decline of oil prices and the exchange rate devaluation). Fifth, it specified a proper modelling of banking profitability by addressing econometric estimation issues, such as unit root properties of the variables. Finally, we performed two types of robustness tests to ensure that the estimated coefficients are adequately representing bank profitability relationship and thereby increasing the confidence in the subsequent policy recommendations.

The rest of the paper is structured as follows. Section 2 describes the characteristics of the macroeconomy and banking sector in Azerbaijan, while Section 3 reviews the bank profitability studies. Section 4 discusses the determinants of bank profitability. The gathered data, selected model,
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\(^3\) [https://www.azernews.az/business/126953.html](https://www.azernews.az/business/126953.html).


\(^5\) The shares are calculated using the financial indicators of 27 banks, being available on [http://banco.az/az/indikator](http://banco.az/az/indikator) as of the first quarter of 2017.
and applied econometric methods are described in Section 5. We discuss the empirical results, including robustness tests, in Section 6, while Section 7 presents conclusions and policy suggestions.

2. Characteristics of the Macroeconomy and Banking Sector in Azerbaijan

In this section, we will briefly outline the main characteristics of the banking sector and macroeconomic environment of Azerbaijan, an oil-dependent country in transition, which differentiates it from other similar economies. Oil revenues play a major role in the development of the entire economy, including the banking sector. The banking sector grew significantly, alongside other sectors, when the economy experienced an oil boom due to higher oil prices during the pre-2008 crisis period. The banking sector crashed following the oil prices declined significantly since the second half of 2014. This shows that the oil sector and particularly the oil prices have certain implications for the banking sector.

The oil-related activities in the economy are heavily determined by international factors, such as oil prices. In other words, developments and business cycles in the oil sector are determined exogenously. This brings up another characteristic of Azerbaijan, which is that economic activities or economic cycles should be better represented by the non-oil sector rather than total GDP as the oil sector behaves exogenously. For example, Hasanov and Huseynov (2013), among others, considered the use of non-oil GDP instead of the total in their bank-related research. This also holds true when it comes to measuring the impact of economic cycles or activities on the bank profitability.

Thus, the above-mentioned two characteristics originate as a result of being an oil-dependent and should be taken into consideration separately in the empirical analysis.

Another important consideration of the macroeconomic environment for the bank profitability is the exchange rate. Azerbaijan, like other oil-dependent transitional economies such as Russia and Kazakhstan, followed the fixed exchange rate regime to prevent the local currency from appreciation over a long period until the oil prices crashed in 2015. One U.S. dollar was equal to 0.78 Manat on average during the pre-2015 period. A strong and appreciating national currency brought confidence and prosperity to the economy, including the banking sector both domestically and internationally. However, since it was very costly for the government to keep the fixed exchange rate when oil prices dropped sharply, the decision was to switch to the floating exchange rate regime. The Azerbaijani government devaluated the Manat against the U.S. dollar twice in 2015, which resulted in a significant value loss. First, it was implemented in February, when the Manat was devaluated by 34%, and then in December, when the devaluation was 17%. The Manat lost further value against the U.S. dollar in 2016 and the exchange rate was 1.8 in the first quarter of 2017 (the end of our sample), meaning that the Manat depreciated more than two times. Among other negative consequences, this huge devaluation also hurt the banking sector. Sahminan (2004) and Sahminan (2008), inter alia, discuss how and in which ways the devaluation of a national currency leads to failure of banks regardless of their sizes and profit margins. In fact, the number of banks was reduced from 45 in 2015 to 30 in 2017. The devaluation negatively impacted the banking sector in the following ways in Azerbaijan: (a) it directly increased the interest payment for loans that the Azeri banks borrowed in U.S. dollar and Euro from international financial institutions and foreign banks; (b) the loans that they provided in U.S. dollars became very costly for customers to pay back and, thus, very risky; (c) depreciation of the Manat led to a deposit run as the banks’ customers lost their confidence in the banking system. The first devaluation of the Manat in February 2015, had a dramatically negative impact on the compositions of deposits and loans and consequently the banks’ profitability. The Figure 1 demonstrates how Azerbaijani banks became sensitive to the exchange rate issue.

6 Although the exchange rate was fixed in nominal terms, the real exchange rate had been appreciating over time. Alongside the advantages of exchange rate appreciation, there are also certain disadvantages, which are beyond the scope of discussion in this study.
The main sources of banks’ funds (including their investment and loans) were not the deposits, which banks attracted from the customers, but the debts that they borrowed from the foreign banks and international financial institutions, such as the European Bank for Reconstruction and Development, the International Financial Cooperation, and German financial institutions. According to the Central Bank’s report, foreign debt and its ratio to assets have been increasing significantly since 2012 (CBAR 2015). Additionally, the share of deposits in total liabilities decreased, while foreign liabilities increased since 2012. According to the Statistical Bulletin of the Central Bank of Azerbaijan, deposits constituted only 49.9% of total liabilities of the banks in 2015 (CBAR SB 2015). Banks attracted deposits because it is one of the services that they usually should fulfill. This can be easily observed if one looks at the loan and deposit rates over time. There is a large gap between the two with loans being much higher than deposits. For example, the interest rate on loans offered by commercial banks ranged from 16% to 34%, while the deposit rate dropped to 8% in 2013 (e.g., see Bayramov 2014). The loan rate was high because there was a high demand for loans from the households and the private sector. The deposit rate was quite low because, again, the banks in Azerbaijan do not consider deposits as a main source of loans. We can also observe it by looking at the ratio of credits to deposits for Azerbaijani banks, which has been higher than 140% since 2012. Thus, it is expected that loans were positively associated with banks’ profitability, but it is hard to say the same thing for deposits. One might even expect a negative relationship as deposits are considered banks’ liabilities and they have to pay interest against them to deposit holders.

### 3. Literature Survey

Determinants of banking sector profitability can be traced to the pioneering studies by Short (1979), Bourke (1989), and Molyneux and Thornton (1992) on European banks. Since then, a number of studies have explored banking profitability in developed and developing economies. Some studies examined
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9. https://fred.stlouisfed.org/series/DDSI04AZA156NWDB.
bank performance measures in a group of transition economies, e.g., Drakos (2003), Roman and Sargu (2015), Fries and Taci (2002), Haselmann and Wachtel (2007), and Capraru and Ilnatov (2014). However, none of them included Azerbaijan in their panel set. In this regard, studies investigating banks’ profitability in Azerbaijan, a net oil exporter in transition, are very limited. Yet, identifying profitability factors in commercial banks and their contribution to economic growth becomes a turning point for natural-resource dependent economies attempting to diversify their economic activities. To the best of our knowledge, there have only been four studies analyzing bank profitability in Azerbaijan using bank-specific and macroeconomic indicators. Three of them are dissertations; only one is a peer-reviewed journal article. This in itself shows that the gap in this area is quite large. What follows is a constructive review of these four studies.

Seferli (2010) examined the effects of macroeconomic factors on the performance of the banking sector in Azerbaijan over the period 2003–2008, using data from 29 commercial banks. He applied an unbalanced panel with individual random effect to the 109 data points. The dependent variable was bank performance and the independent variables were GDP and inflation. We acknowledge that this is one of the pioneer studies examining bank performance in Azerbaijan. The author found the negative impacts of GDP and inflation to be statistically insignificant and significant, respectively. He did not provide explanations for why GDP and inflation have negative effects on bank performance. Finding a negative effect of GDP on banks’ performance was not consistent with the literature, as the author himself noted. This issue, alongside other findings of the study might be associated with some shortcomings. First, the author did not check the non-stationarity properties of the employed variables but the Azerbaijani GDP seemed to be non-stationary over time, as Figure 15 in Seferli (2010) illustrated. If the other variables are non-stationary too, a cointegration analysis should be conducted first. Then, an error correction model or simple regression should be estimated depending on whether there is a cointegrated relationship among the variables. Second, we think that the estimated specification suffered from the omitted variable bias problem. Specifically, bank performance is not only influenced by macroeconomic indicators but bank-specific indicators as well, such as bank capital, assets, and credit risk, which may play significant roles in determining profitability. However, the study only considered the bank performance as a function of GDP and inflation. Third, the bank profitability literature shows a dynamic relationship between bank performance and profitability. In other words, the past value of a bank’s performance usually has a significant impact on its present value. In this regard, one should estimate a dynamic specification of bank performance rather than a static one.

Nuriyeva (2014) investigated the profitability of 15 commercial banks in Azerbaijan over the period 2006–2012. The author measured the bank profitability using three main indicators, namely the return on assets, return on equity, and net interest margin, which commonly used in the literature. As for explanatory variables, the author used bank-specific and macroeconomic indicators. For bank-specific variables, she employed capital adequacy, asset quality, management quality, earning ability, bank liquidity, and bank size. As a macroeconomic variable, she used per capita GDP only. She employed a fixed-effects panel model. The author found that all the above-mentioned bank-specific variables had statistically significant positive effects on the return on assets with the exceptions of management quality and earning ability. For the former the impact was negative and statistically significant, while for the latter, the influence was also negative but not statistically significant. Moreover, she found that the GDP effect was negative and statistically significant. It has to be mentioned that this study is one of very few studies exploring the impact of bank-specific and macroeconomic indicators on bank profitability in Azerbaijan. Additionally, we appreciate that the author did an enormous amount of work investigating the impacts of a number of bank-specific and macroeconomic indicators on three different measures of banks’ profitability. Alongside all these merits, we have some concerns about the study. First, the study did not provide an explanation of why it expected and estimated a negative impact of GDP on bank profitability in Azerbaijan, which is counterintuitive to common sense in the literature. We think that this finding was associated with some issues in the analysis. For example, the study found that the natural logarithmic expression of GDP is stationary, i.e., integrated order of
zero, I(0), but the literature usually finds that the integration order of GDP is one, I(1) or the variable is trend-stationary. Second, the empirical studies usually use growth rates or the cyclic component of GDP rather than its level because the level of GDP is I(1), i.e., a non-stationary process. Third, we could not find explanation for the finding, i.e., why and how the GDP influences the banks’ profitability in a negative way. Lastly, the study estimated a static panel model, whereas the existing literature argues that bank profitability demonstrates persistence over time and, hence, a dynamic specification should be considered in the empirical estimations.

Ibrahimov (2016) explored the impacts of bank-specific and macroeconomic variables on the profitability of 41 banks over 2012–2015. The results from the static panel model estimations showed that bank size and bank capital both had a positive influence on the return on assets, whereas liquidity risk was negatively associated with it. As macroeconomic variables, exchange rate devaluation and oil prices exerted negative and positive effects on profitability, respectively. It is noteworthy that this is only the study investigating the impact of exchange rate as well as oil prices on the bank profitability in Azerbaijan. However, one should consider the results of this study with some caution. For example, the study did not perform a unit root test and usually variables such as oil prices and exchange rate are non-stationary over time. Second, the study only estimated static models of bank profitability. However, recent studies show that bank profitability persists over time as discussed above. The study did not consider any macroeconomic variable to measure the impact of economic activity or business cycles on the profits of the banks.

One of the most recent and comprehensive studies directed at transition countries of the former USSR was conducted by Djalilov and Piesse (2016) for the period of 2000–2013 using unbalanced data from 275 banks of 16 countries including Azerbaijan. They used capital, credit risk, cost, bank size, squared sum of bank market share (HHI), and lagged value of return on assets as bank-specific variables. GDP growth and inflation, their lagged values, government spending, and fiscal and monetary freedom were considered macroeconomic indicators. The study estimated specifications of different combinations of the above-mentioned variables employing Arellano and Bover (1995) type and random-effect type Generalized Method of Moments (GMM) estimators. The study found that the lagged value of return on assets, capital, bank size, and HHI had statistically significant positive impacts on the banks’ profitability while the credit risk exerted a negative effect. Regarding macroeconomic variables, government spending and fiscal and monetary freedom, as well as their squared terms, were found to be all negative and statistically significant, while GDP growth and inflation were both positive but statistically insignificant. We should mention that, compared to the first three studies, this research employed the correct specifications by including the lagged value of the return on assets and a relevant estimator, i.e., GMM, in the analysis. Our only the concern about this study, that might undermine robustness of its findings, is the conclusions from the unit root exercise. Interestingly, and opposite to other empirical studies, the study found that bank size, which was a natural logarithm of total assets, is a stationary variable. The same concern might also be true for government spending, fiscal freedom, and monetary freedom, which usually drift over time.

Alongside the study-specific shortcomings discussed above, we would also like to mention some missing points of the earlier studies, which are common for all of them. First, none of the earlier studies, in which the Azerbaijani banks were considered have accounted for country-specific features, except Ibrahimov (2016), who did it partially. That is, the country is not only characterized by being in transition, but also being an oil-dependent. Therefore, non-oil economic activity should be taken as a measure of economic activity or business cycle, while the impact of the oil sector should be accounted for separately. Second, none of the earlier studies, except Ibrahimov (2016), included the exchange rate in their analyses, which is one of the key macroeconomic indicators for the Azerbaijani economy, including the banking sector. Third, earlier studies did not conduct a robustness check to ensure that their findings are robust to different considerations, which is very important component of making proper policy recommendations.
We address all the above-mentioned common and study-specific shortcomings of the earlier research in our study. Hence, we hope that our research contributes to the existing literature considerably.

4. Determinants of Bank Profitability

Bank performance can be measured by return on assets (ROA) and/or the return on equity (ROE). In the literature, depending on the research question, either the former or the latter or both measures can be considered. Demirguc-Kunt and Huizinga (1998), Athanasoglou et al. (2008), Flamini et al. (2009), Bashir (2003), Sastrosuwito and Suzuki (2011), and Davydenko (2010) discuss how one can prefer ROA to ROE as the latter disregards risks associated with high leverage and financial leverage. Additionally, Rivard and Thomas (1997) suggest that a high-equity multiplier does not distort ROA and, hence, appears to be a better measure to represent the ability of the firm to generate returns on their portfolio assets. Therefore, many studies, including those for transition economies, select ROA as the measure of profitability (Demirguc-Kunt and Huizinga 1998; Athanasoglou et al. 2008, 2006; Dietrich and Wanzenried 2011; Djalilov and Piesse 2016; Nuriyeva 2014; Ibrahimov 2016; Curak et al. 2012; Petria et al. 2015; Capraru and Ihnatov 2014; Davydenko 2010). Thus, we select ROA as a measure of bank profitability, which is our dependent variable in the empirical estimations.

4.1. Bank-Specific Determinants

**Capital.** A strong capital structure is one of the major variables providing additional strength to foster profitability as well as withstanding financial instabilities. In this regard, a number of studies, including those for transition economies, found a positive impact of bank capitalization on profitability (Berger 1995; Athanasoglou et al. 2008; Demirguc-Kunt and Huizinga 1998; Petria et al. 2015; Nuriyeva 2014; Djalilov and Piesse 2016; Capraru and Ihnatov 2014; Fries and Taci 2002).

**Size.** Athanasoglou et al. (2008) discuss how, generally, it has been proven that the profitability effects of a growing bank size are expected to be positive. Conventional knowledge dictates that financially leveraged banks are more profitable as their size increases, but more susceptible at the same time due to risks resulting from debt markets. Hence, there is no consistency in the empirical evidence from previous studies analyzing the impact on profitability. Nuriyeva (2014), Djalilov and Piesse (2016), and Petria et al. (2015) found a positive impact of bank size on its profitability for transition economies including Azerbaijan. Most of the bank profitability studies use total assets to proxy bank size, following seminal papers such as Demirguc-Kunt and Huizinga (1998) and Athanasoglou et al. (2006, 2008). We follow the same approach.

**Liquidity risk.** According to the theory, an increased exposure to credit or liquidity risk results in decreased profitability and, thus, there is a consensus on the negative effect of the risk on the bank profitability (Athanasoglou et al. 2008 inter alia). This arises when an asset or a loan becomes irrecoverable in the case of outright default or delay in the servicing of the loan. Several influential studies, including those on transition economies, have found a negative association between the credit or liquidity risk and profitability (Athanasoglou et al. 2006, 2008; Djalilov and Piesse 2016; Petria et al. 2015; Capraru and Ihnatov 2014; Roman and Sargu 2015; Davydenko 2010) and conclude that increased exposure to credit risk is generally associated with diminishing bank earnings.

**Loans.** A higher loans to assets ratio is expected to affect profitability positively unless the bank takes on an unacceptable level of risk. A positive impact is expected as interest from loans is one of the main sources of a bank’s profit. Athanasoglou et al. (2008), Davydenko (2010), and Bashir (2003) find a positive effect of loans on profitability.

**Deposits.** On the one hand, deposits can become one of the main sources of banks’ funds that they invest to generate income. In this regard, deposits are positively related to bank profitability. On the other hand, deposits are liabilities for banks and, hence, a higher level of deposits may imply more payments for the deposit holders and thus less profit for the bank. Apparently, the effect of deposits on bank profitability is ambiguous and heavily depends on the bank and macroeconomic characteristics of the country considered. For example, Davydenko (2010) found a negative effect of
deposits on bank profitability in Ukraine, one of the transition economies. The same was also found by Demirguc-Kunt and Huizinga (1998) and Alper and Anbar (2011), while Sun et al. (2017) found a positive relationship.

4.2. Macroeconomic Determinants

The main macroeconomic variables that the bank profitability literature usually considers are measures of economic activity, price level, interest rate, and exchange rate. This list should be shortened or lengthened depending on the characteristics of the country or country group selected for analysis. In this regard, we employ the following macroeconomic variables in this research.

**Cyclical output.** Economic activity, which is measured by the growth rate or cyclical component of GDP, is believed to influence bank profitability positively (Athanasoglou et al. 2006, 2008; Dietrich and Wanzenried 2011; Flamini et al. 2009; Goddard et al. 2004; Trujillo-Ponce 2013; Davydenko 2010). As Athanasoglou et al. (2008) discuss, the bank profitability literature has not concentrated specifically on analyzing the impact of cyclical components of output, a proxy for business cycle, on profitability. Consequently, there are very limited studies, constituting a huge gap in the literature. Hence, we use cyclical components of output in this research, following Athanasoglou et al. (2008). Demand for loans and other bank services increases during cyclical upswings and decreases during downswings. We think that the cyclical component is better than the growth rate as the former reflects both upswings and downswings. Our main economic activity measure in this research is the cyclical non-oil GDP because of the country-specific features discussed above. At the same time, we will use the cyclical component of the total GDP for a robustness check.

**Inflation expectation.** A considerable number of studies argue that the extent to which inflation affects bank profitability depends on whether it is anticipated or not (Perry 1992; Flamini et al. 2009; Li 2007). A positive impact of inflation on bank profitability can be explained in two ways. First, if inflation is anticipated, then banks’ management can adjust their interest rates properly in the sense that their profit will be higher than what they will lose from the increase in costs caused by the inflation. The second way is asymmetric information about inflation expectation. This is more likely the case in transition economies including Azerbaijan. The banks’ management has more channels through which to learn about what the expected inflation would be than the banks’ customers do. This asymmetric knowledge situation means the management is in a better situation and benefits from the coming inflation. Thus, Demirguc-Kunt and Huizinga (1998) and Molyneux and Thornton (1992) found that inflation has a significantly positive impact on profitability due to the additional profits extracted from the asymmetric information. Also, Djalilov and Piesse (2016), Petria et al. (2015), Capraru and Ihnatov (2014), Athanasoglou et al. (2006), and Munteanu (2012) found positive impacts of inflation on bank profitability for European countries, where a number of transition economies are included. On the contrary, Seferli (2010), Fries and Taci (2002), Munteanu (2012), and Davydenko (2010) conclude that, with rising inflation, bank profitability declines.

**Change in exchange rate.** This is the change in the Manat price of U.S. dollars, meaning that an increase is a depreciation of the Manat. We believe that this is one of the macroeconomic indicators that influence the bank sector in Azerbaijan, for the reasons we discussed in Sections 1 and 2. Also, some earlier studies on transition economies considered the variable in their analyses. Ibrahimov (2016) and Bayramov (2014) found that the devaluation of the Manat had a significantly negative influence on the profitability of Azerbaijani banks. On the contrary, Davydenko (2010) concludes that the depreciation of hryvna increases the profitability of the Ukraine banks.

**Change in oil price.** It is worthless to argue that oil price dynamics are crucial for oil-exporting countries. It takes on more importance if an oil exporter is a price taker rather than a price setter in international oil markets like Azerbaijan. As discussed above, an increase in the oil price has positive implications for the entire economy, including its banking sector. Ibrahimov (2016) also finds a statistically significant positive effect of the oil price on the profitability of Azerbaijani banks.

Table 1 summarizes the variables we selected for our bank profitability analysis.
Table 1. Variables used in the empirical analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Notation</th>
<th>Description</th>
<th>Expected Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profitability</td>
<td>ROA</td>
<td>Net Profit / Total assets</td>
<td>+</td>
</tr>
<tr>
<td>Bank-specific factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital</td>
<td>BC</td>
<td>Total equity / Total assets</td>
<td>−</td>
</tr>
<tr>
<td>Size</td>
<td>BS</td>
<td>ln(Total assets) / Total loans</td>
<td>+ /−</td>
</tr>
<tr>
<td>Liquidity risk</td>
<td>LRISK</td>
<td>Deposits and short term funding / Total loans</td>
<td>−</td>
</tr>
<tr>
<td>Loans</td>
<td>ROTLTA</td>
<td>Total deposits / Total assets</td>
<td>+</td>
</tr>
<tr>
<td>Deposits</td>
<td>ROTDTA</td>
<td>Total assets / Total deposits</td>
<td>+ /−</td>
</tr>
<tr>
<td>Macroeconomic factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclical Non-oil GDP</td>
<td>CGDPN</td>
<td>Deviations of actual Non-oil GDP from its trend</td>
<td>+</td>
</tr>
<tr>
<td>Cyclical Total GDP</td>
<td>CGDP</td>
<td>Deviations of actual total GDP from its trend</td>
<td>+</td>
</tr>
<tr>
<td>Inflation expectation</td>
<td>INF</td>
<td>(ln(CPI)<em>t − ln(CPI)</em>{t−1}) × 100</td>
<td>+ /−</td>
</tr>
<tr>
<td>Change in exchange rate</td>
<td>ERD</td>
<td>ER_t − ER_{t−1}</td>
<td>+ /−</td>
</tr>
<tr>
<td>Change in oil price</td>
<td>OILP</td>
<td>OILP_t − OILP_{t−1}</td>
<td>+</td>
</tr>
<tr>
<td>TL/USD Exchange rate</td>
<td>ER</td>
<td>Increase in exchange rate means depreciation of lira</td>
<td></td>
</tr>
</tbody>
</table>

Note: ln—is a natural logarithm; Cyclical CGDPN and CGDP are the logarithmic deviations of Non-oil GDP and total GDP from their trend lines. Non-oil GDP and total GDP are seasonally adjusted as we use quarterly data. CPI indicates Consumer Price Index. ER is the Manat/USD exchange rate, i.e., the Manat price of the U.S. dollar.

5. Data, Model, and Econometric Methodology

5.1. Data

Our bank-specific data, i.e., net profit, total assets, total equity, total loans, total deposits, and short-term funding, came from 22 Azerbaijani banks over the quarterly period from the first quarter of 2012 to the first quarter of 2017. Note that the number of banks and time period are considered based on data availability and quality issues. Our panel covers the following banks: Pasha Bank, RabitaBank, Bank of Baku, Expressbank, Demirbank, Accessbank, ASB Bank, Muganbank, Nikoil Bank, VTB bank Azerbaijan, Bank BTB, Aatabank, Xalq Bank, AG Bank, NBC Bank, Bank Respublika, Kapital Bank, Bank Avrasiya, Azer Turk Bank, Unibank, Bank Silk Way, and Turanbank.10 As discussed in Section 1, the selected banks represent a significant portion of the banks in Azerbaijan, in terms of number, i.e., 22 out of 31, as well as their shares in total bank indicators. Hence, we believe that our selected sample is a better representation of the banking sector in Azerbaijan. The data are mainly gathered from the web page of the Azerbaijani banks (www.banco.az). This web page brings together all the main indicators of the banks on a quarterly basis.11

Regarding macroeconomic variables, we collected them over the quarterly period of the first quarter of 2012 to the first quarter of 2017, being consistent with the bank-specific variables. Total and non-oil GDP values, seasonally non-adjusted million Manats at 2005 prices, are taken from the State Statistical Committee of Azerbaijan Republic (SSCAR 2018).12 We collected Consumer Price

---

10 It is worth mentioning that the International Bank of Azerbaijan is currently undergoing a considerable restructuring and privatization process and does not disclose its financial performance, so we could not include it in our panel sample. Moreover, this is a government-owned bank and its fate is still under question.

11 Missing values of some indicators for some banks are either collected from their annual reports, balance sheets, web pages, CBAR reports, and statistical bulletins or calculated based on the available informations.

12 We calculated non-oil GDP as total GDP less the mining and quarrying sector, which is mainly the oil sector.
Index and Manat/USD exchange rate from the statistical bulletins of the Central Bank (CBAR SB 2018). The former is rebased to the year of 2005. Oil price is the U.S. dollar price per barrel of the Brent crude spot and we retrieved it from the United States Energy Information Administration (US EIA 2018).

5.2. Model

There is a consensus in the literature that bank profitability persists over time (for example, see Athanasoglou et al. 2008; Garcia-Herrero et al. 2009; Dietrich and Wanzenried 2011). Therefore, a proper model to estimate the impacts of bank-specific and macroeconomic variables on the bank profitability is one that includes the lagged value of the dependent variable. It is noteworthy that many studies on transition economies, including those on Azerbaijan, ignored this point (e.g., see Seferli 2010; Nuriyeva 2014; Ibrahimov 2016; Drakos 2003; Petria et al. 2015; Capraru and Ihnatov 2014; Athanasoglou et al. 2006). In this regard, we use a proper specification in the empirical analysis and, hence, we believe that our estimation results represent the dependence of bank profitability on its drivers in Azerbaijan more adequately than those of earlier studies. Thus, we can express our model as follows:

$$\Pi_{it} = c + \delta \Pi_{it-1} + \sum_{b}^{B} \alpha_{b} X_{it}^{b} + \sum_{m}^{M} \beta_{m} X_{it}^{m} + e_{it}, \quad (1)$$

where $\Pi_{it}$ is the profitability of bank $i$ at time $t$ and $\Pi_{it-1}$ is one period lagged profitability; $c$ is a constant term; $\delta$ indicates the speed of adjustment to equilibrium path; $X_{it}^{b}$ and $X_{it}^{m}$ are the vectors of bank-specific and macroeconomic variables; $e_{it}$ is the disturbance, which contains $v_{i}$ the unobserved bank-specific effect and $u_{it}$ the idiosyncratic error, where $v_{i} \sim \text{IIN}(0, \sigma_{v}^{2})$ independent of $u_{it} \sim \text{IIN}(0, \sigma_{u}^{2})$; $\delta, \alpha_{b}$ and $\beta_{m}$ are the coefficients to be econometrically estimated; $i = 1, 2, 3, \ldots, N$ and $t = 1, 2, 3, \ldots, T$.

If the value of $\delta$ ranges from 0 and 1, this indicates that the profit persists over time, but it will eventually go back to its normal (average) level. The bank sector is more or less competitive if the value is close to 0 and 1, respectively.

5.3. Econometric Methodology

In the empirical analysis, we will proceed as follows. First, we will check the stationarity of our variables using unit root tests. If the variables, and especially our dependent variable (ROA), are found to be non-stationary, then we will use a cointegration test as a next step to see whether the variables are cointegrated. If they are cointegrated, then we first estimate the long-run relationship and then the short-run dynamics among them. If our variables, particularly ROA, are stationary, then we will estimate Equation (1), i.e., the dynamic model. Table 2 summarizes the first and second generations of the panel methods that we can potentially employ in the empirical analysis.

We would like to discuss the test for the unit root a bit more as it is one of the important issues for the time series properties of the panel data (Campbell and Perron 1991). It is noteworthy that only very few bank profitability studies checked the stationarity of their variables. We think this is an important step because the non-stationarity of variables might yield spurious estimation results, as indicated in the cointegration and unit root theories (for example, see the discussion in Engle and Granger 1987). The studies that checked the stationarity of variables only employed Maddala and Wu (1999)’s Fisher-type test. However, we will use different types of panel unit root tests for robustness. Precisely speaking, in addition to Maddala and Wu (1999) test, which is an individual unit root test assuming heterogeneity, we will employ Levin et al. (2002) test, which is a common unit root test assuming homogeneity. Moreover, we will use Pesaran (2007), which is also an individual unit root test assuming heterogeneity and accounts for the cross-sectional dependency that might be exhibited in our data.
Table 2. Panel methods.

<table>
<thead>
<tr>
<th>PURT</th>
<th>PCT</th>
<th>Long-Run Estimation</th>
<th>Short-Run Estimation</th>
</tr>
</thead>
</table>

PURT = Panel Unit Root Test; PCT = Panel Cointegration Test; F-ADF = Maddala and Wu (1999) Fisher-ADF panel unit root tests; PDOLS = Panel Dynamic Ordinary Least Squares, PFMOLS = Panel Fully Modified Ordinary Least Squares, PMG = Polled Mean Group, CCEMG = Common Correlation Effect Mean Group; PECM = Panel Error Correction Model; GTSMS = General to Specific Modeling Strategy; PGMM = Panel Generalized Method of Moments.

Note again that if we conclude that our variables, especially ROA, are stationary, we will estimate Equation (1), which is a dynamic model as it includes the lagged value of the dependent variable. Therefore, the Least Squares estimation method produces inconsistent and biased estimates (see Baltagi 2001, inter alia). Another issue in estimating bank profitability using Equation (1) is endogeneity. One can argue that some variables in the right-hand side of Equation (1) are endogenous. For example, Garcia-Herrero et al. (2009) and Dietrich and Wanzenried (2011), inter alia, note that more profitable banks can increase their equity and size, which in turn will increase profitability. This feedback loop might also be true for profitability, loans, and deposits. The third issue in estimating Equation (1) is whether fixed effect or random effect should be selected for individuals, i.e., banks. In order to address all the above-mentioned issues, we employ Panel GMM (see Arellano and Bond 1991; Blundell and Bond 1998 for example), following Garcia-Herrero et al. (2009), Dietrich and Wanzenried (2011), Athanasoglou et al. (2008), Djalilov and Piesse (2016), Davydenko (2010), and Curak et al. (2012).

6. Empirical Results

Table 3 presents some descriptive statistics of our bank-specific and macroeconomic variables. The bank-specific variables are ratios, except for bank size, and the macroeconomic variables are either changes, growth rates, or deviation from the trend line, as documented in Table 1. Therefore, it is less likely that they are trending over time. In this regard, one should not expect that the trend is a part of the data generation process for them and, hence, we would not include it in the unit root testing. Nonetheless, we also perform unit root tests in the case of trends alongside the other two options, which are individual intercept only and no intercept and no trend.

Although we perform all three test options for robustness, one of the options can be preferred based on the mean value of a variable at hand given in Table 3. In this regard, the Individual Intercept and No Trend options would be more relevant for BS, BC, LRISK, ROTLTA, ROTDTA, INF and OILPD as their mean values are not close to zero. Likewise, the No Intercept and No Trend options would be preferable for ROA, CGDPN, CGDP and ERD as their mean values are very close to zero. This approach should be considered in making a final decision on the integration order of a given variable, i.e., whether it is stationary or not. Note, however, that in some circumstances making a decision is more difficult and requires further investigation to extract more information. Such information can be derived from a careful and detailed inspection of the graphical illustrations and unit root test results of a given variable across the banks as well as common sense consideration about the integration order of the bank specific and macroeconomic variables in the literature.

The panel unit root test results are reported in Table 4.
We further inspect the time series and unit root test results of BS and ROTLTA for each of the 22 banks. We briefly note that the same type of inspections and an additional panel Fisher-Phillips Perron test panel BS is that it can be considered a non-stationary variable, but this is ambiguous. As for ROTLTA, following an anonymous referee’s comment we applied unit root test with structural breaks. Only for OILPD and ERD, except BS, which is ambiguous.

Intercept and No Trend.

Following the discussion above, i.e., preferring the test results from the option of No Individual tests’ results for the variable in panel C support this consideration.

Table 3. Descriptive statistics.

<table>
<thead>
<tr>
<th>ROA</th>
<th>BS</th>
<th>BC</th>
<th>LRISK</th>
<th>ROTLTA</th>
<th>ROTDTA</th>
<th>CGDPN</th>
<th>CGDP</th>
<th>INF</th>
<th>ERD</th>
<th>OILPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.015</td>
<td>12.894</td>
<td>0.174</td>
<td>1.912</td>
<td>0.665</td>
<td>0.455</td>
<td>−0.001</td>
<td>0.000</td>
<td>1.494</td>
<td>0.050</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.459</td>
<td>14.999</td>
<td>0.683</td>
<td>16.594</td>
<td>1.635</td>
<td>0.946</td>
<td>0.062</td>
<td>0.034</td>
<td>6.409</td>
<td>0.357</td>
</tr>
<tr>
<td>Minimum</td>
<td>−0.075</td>
<td>10.842</td>
<td>0.015</td>
<td>0.396</td>
<td>0.175</td>
<td>0.055</td>
<td>−0.099</td>
<td>−0.057</td>
<td>−2.623</td>
<td>−0.074</td>
</tr>
<tr>
<td>SD</td>
<td>0.051</td>
<td>0.834</td>
<td>0.116</td>
<td>1.939</td>
<td>0.171</td>
<td>0.161</td>
<td>0.049</td>
<td>0.026</td>
<td>2.791</td>
<td>0.103</td>
</tr>
<tr>
<td>Obs</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
</tr>
</tbody>
</table>

Note: SD and Obs mean the standard deviation and number of observations, respectively. The statistics here are common sample values.

Table 4. Panel unit root test results.

Panel A: Individual Intercept and Trend

<table>
<thead>
<tr>
<th>ROA</th>
<th>BS</th>
<th>BC</th>
<th>LRISK</th>
<th>ROTLTA</th>
<th>ROTDTA</th>
<th>CGDPN</th>
<th>CGDP</th>
<th>INF</th>
<th>ERD</th>
<th>OILPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-ADF</td>
<td>80.340</td>
<td>80.489</td>
<td>59.674</td>
<td>69.546</td>
<td>48.668</td>
<td>88.083</td>
<td>13.184</td>
<td>5.429</td>
<td>318.455</td>
<td>207.156</td>
</tr>
<tr>
<td>LLC</td>
<td>−2.669</td>
<td>−1.464</td>
<td>−0.910</td>
<td>−0.334</td>
<td>−2.957</td>
<td>−3.602</td>
<td>3.367</td>
<td>7.167</td>
<td>−21.48</td>
<td>−13.86</td>
</tr>
</tbody>
</table>

Panel B: Individual Intercept and No Trend

<table>
<thead>
<tr>
<th>ROA</th>
<th>BS</th>
<th>BC</th>
<th>LRISK</th>
<th>ROTLTA</th>
<th>ROTDTA</th>
<th>CGDPN</th>
<th>CGDP</th>
<th>INF</th>
<th>ERD</th>
<th>OILPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-ADF</td>
<td>68.406</td>
<td>56.750</td>
<td>45.919</td>
<td>62.927</td>
<td>63.812</td>
<td>97.824</td>
<td>38.353</td>
<td>33.141</td>
<td>2.105</td>
<td>239.929</td>
</tr>
<tr>
<td>LLC</td>
<td>−1.861</td>
<td>−2.183</td>
<td>−4.288</td>
<td>−0.856</td>
<td>−1.106</td>
<td>−4.083</td>
<td>0.965</td>
<td>1.749</td>
<td>13.271</td>
<td>−17.359</td>
</tr>
<tr>
<td>P2007</td>
<td>−2.098</td>
<td>−1.457</td>
<td>−1.688</td>
<td>−2.223</td>
<td>−1.793</td>
<td>−2.644</td>
<td>2.610</td>
<td>2.610</td>
<td>2.610</td>
<td>2.610</td>
</tr>
</tbody>
</table>

Panel C: No Intercept and No Trend

<table>
<thead>
<tr>
<th>ROA</th>
<th>BS</th>
<th>BC</th>
<th>LRISK</th>
<th>ROTLTA</th>
<th>ROTDTA</th>
<th>CGDPN</th>
<th>CGDP</th>
<th>INF</th>
<th>ERD</th>
<th>OILPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-ADF</td>
<td>100.181</td>
<td>47.915</td>
<td>7.962</td>
<td>67.251</td>
<td>59.702</td>
<td>50.838</td>
<td>113.377</td>
<td>105.139</td>
<td>1.1367</td>
<td>294.585</td>
</tr>
</tbody>
</table>

Note: F-ADF is the Maddala and Wu (1999) Fisher-ADF panel unit root test. LLC is the Levin et al. (2002) panel unit root test. P2007 is the Pesaran (2007) panel unit root test. Superscripts a, b, and c denote rejection of the null hypothesis at the 1%, 5%, and 10% significance levels, respectively. Probabilities of Fisher-ADF are computed by using an asymptotic $\chi^2$ distribution, while all the rest of the tests assume asymptotic normality. Maximum lag length is set to three based on data-dependent rule and optimal length is specified automatically by Schwarz (SC) criterion.

For BS, ROTLTA, BC, LRISK, ROTDTA, INF, and OILPD, following the discussion above, we prefer the test results from the option Individual Intercept and No Trend. We notice that at least two of the three tests’ results are in favor of the stationarity of the variables, apart for the first two variables. We further inspect the time series and unit root test results of BS and ROTLTA for each of the 22 banks. Graphics illustrate that BS variable is upward trending for 18 out of 22 banks, meaning that it contains a stochastic or a deterministic trend. The deterministic trend is significant in nine banks’ BS unit root test equations, while for another nine banks it is not significant. For all of them, the null hypothesis of unit root cannot be rejected. For four banks’ BS, we can reject the null hypothesis. Our conclusion on panel BS is that it can be considered a non-stationary variable, but this is ambiguous. As for ROTLTA, we briefly note that the same type of inspections and an additional panel Fisher-Phillips Perron test show that it can be considered integrated order of zero that is a stationary variable. Moreover, all three tests’ results for the variable in panel C support this consideration.

For ROA, CGDPN, CGDP, and ERD, it can be straightforwardly concluded that they are stationary following the discussion above, i.e., preferring the test results from the option of No Individual Intercept and No Trend.

Thus, our conclusion for the unit root properties of the variables is that all of them are stationary, except BS, which is ambiguous.13 Athanasoglou et al. (2008), inter alia, note that if the dependent

---

13 Following anonymous referee’s comment we applied unit root test with structural breaks. Only for OILPD and ERD, breakpoint dummies were significant in the tests specification and thus the test results were meaningful, whereas we found that both variables are still stationary.
variable is stationary, bank size variable can still be included in Equation (1) although it is non-stationary. Thus, our research decision for BS is that we keep it in the estimations if it is statistically significant, i.e., if it contributes to the explanation of ROA, our dependent variable.

We estimate Equation (1) following the instructions provided by the references in Section 5.3. Table 5 documents the estimation results.

Table 5. GMM estimation results.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>ROA(_{t-1})</th>
<th>BS(_{t})</th>
<th>BC(_t)</th>
<th>ROTLTA(_t)</th>
<th>LRISK(_t)</th>
<th>CGDPN(_t)</th>
<th>INF(_{t-1})</th>
<th>OILPD(_t)</th>
<th>ERD(_{t-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>0.218 (^a)</td>
<td>0.006 (^a)</td>
<td>0.031 (^a)</td>
<td>0.012 (^a)</td>
<td>−0.002 (^a)</td>
<td>0.460 (^a)</td>
<td>0.011 (^a)</td>
<td>0.002 (^a)</td>
<td>−0.477 (^a)</td>
</tr>
<tr>
<td>SE</td>
<td>0.015</td>
<td>0.001</td>
<td>0.007</td>
<td>0.005</td>
<td>0.000</td>
<td>0.077</td>
<td>0.002</td>
<td>0.000</td>
<td>0.093</td>
</tr>
<tr>
<td>(J) (p-value)</td>
<td>0.032 (0.858)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(AR(1)) (p-value)</td>
<td>0.250 (0.000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(AR(2)) (p-value)</td>
<td>0.017 (0.738)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(JB) (p-value)</td>
<td>2.562 (0.089)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: SE = Standard Error; \(J\) = \(J\) statistic value of Sargan’s test for over-identifying restrictions in GMM dynamic model estimation; \(p\)-value = probability value; Superscript \(a\) denotes rejection of the null hypothesis at the 1% significance level; \(AR(1)\) and \(AR(2)\) are Arellano–Bond tests that average autocovariances in residuals of order 1 and 2 are 0 (H0: no autocorrelation); Number of observations in estimation is 418; Number of banks is 22. We do not report constant and bank-specific dummies here to save space, but they can be obtained from the authors upon request.

As can be seen in the table, all the bank-specific and macroeconomic variables in the estimated specification are statistically significant. Additionally, their coefficients have the expected signs. Moreover, the coefficient on the one-period lagged ROA is in the expected range, as discussed in Section 5.2. Furthermore, the post-estimation tests show that over-identification restriction is valid; there is no auto-correlation in the second order of the residuals and they are normally distributed at the 5% significance level. Based on these, we can conclude that the estimated model is well behaved and can be used for discussions and policy recommendations.

What follows is a discussion of the results obtained. According to the estimated coefficient on the one-period lagged ROA, the profitability of the bank sector in Azerbaijan persists in moderate magnitude as the coefficient is closer to zero than unity. This implies that departures from a perfectly competitive market structure is little meaning that the bank sector in Azerbaijan can be considered fairly competitive. We think that the finding is supported by the realities of the Azerbaijani bank sector in the sense that there are 31 banks operating in the country. This number is fairly large and indicates that the sector is quite competitive. Looking at the neighbor countries who have a similar land area and characteristics: Georgia, Armenia, and Turkmenistan had 17, 17, and 11 banks, respectively, in the first quarter of 2017. Moreover, it is noteworthy that the CBAR reports state that the banking system is quite competitive and there are too many banks in Azerbaijan compared to other similar economies (CBAR AR 2018). Comparing our findings with those obtained by the earlier research, three out of four studies investigating bank profitability in Azerbaijan did not include the lagged value of profitability in their estimation, as we discussed in Section 3. Consequently, we can only compare our findings with those of Djalilov and Piesse (2016). Their GMM-based estimation is around 0.68, which is higher than ours. There are a number of reasons for this difference. First, their estimated coefficient is not only representative of Azerbaijani banks, but representative of banks from eight transition economies, namely Armenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Moldova, Ukraine, and Uzbekistan. Second, we could not find information about how many and which Azerbaijani banks they considered in their research. Third, their data are annual and cover the period 2000–2013, while our data are quarterly and span 2012Q1–2017Q1. Fourth, there are some concerns about their econometrics, such as the unit root, as we discussed in the Literature Review section. Regarding findings for other transition economies, Davydenko (2010) found it 0.25 for Ukraine, Curak et al. (2012) found it to be 0.047 for Macedonia.
Table 5 indicates that bank size, as measured by the natural logarithm of total assets, has a statistically significant and positive impact on the profitability. In other words, more assets lead to more profit in the Azerbaijani banking sector. One explanation for this positive relationship is the theory of economies of scale. This theory suggests that gains from economies of scale will decrease over time as the economy approaches a higher level of sophistication in terms of technology, innovation, and productivity. In this regard, if we look at the current situation of the Azerbaijani banks, they are still a long way from such sophistication (see the discussion in Ibrahimov 2016, inter alia). This means that there is a gain from the economies of scale for the banks. This finding implies that Azerbaijani banks do not want to increase their size by means of their profits; inversely, they use all their assets to make more profit. Regarding the findings of earlier studies on Azerbaijani banks, although these studies suffer from some specification/estimation issues, Nuriyeva (2014) found it to be 0.036 for 43 banks over 2006–2012, Ibrahimov (2016) estimated it at 0.185 for 41 banks over 2012–2015; and Djalilov and Piesse (2016) found the coefficient range to be 0.070–0.191 for banks from the eight transition economies over 2000–2013.

Bank capital, measured by total equity over total assets, appeared to have a positive and significant influence on the bank profitability, as we expected. We discussed in Section 4.1 how a strong capital provides additional strength to foster profitability as well as to resist financial instabilities. The finding shows that Azerbaijani banks have enough funds and equity capital to support business operations and make a profit as well as minimize expected bankruptcy costs. Another explanation for the positive effect is that when banks have enough capital they gain more credibility and appear to have better future prospects, which would foster their business and operations and, thus, profits. The positive relationship between bank capital and profitability also implies, among other things, that regulatory interventions by the Central Bank of Azerbaijan over 2012Q1–2017Q1 were successful in the sense that the capital levels of the bank allowed them to make a profit. Just to compare our estimated coefficients with those of earlier studies on the Azerbaijani banking sector: Nuriyeva (2014), Ibrahimov (2016) and Djalilov and Piesse (2016) estimated it being 0.193, 0.065, and around 1.2, respectively.

We find that loans, measured in total loans to total assets, have a statistically significant and positive relationship with bank profitability. This is expected and thus we think it does not need more explanation. More loans means more interest, which is one of the main sources of banks’ profit. The positive finding implies that non-performing loans in the Azerbaijani banking sector are not strong enough to lower the profitability. The earlier studies on Azerbaijani banks did not measure the profitability effects of total loans to total assets.

According to the estimation results in Table 5, liquidity risk, measured as a ratio of total loans to total deposits and short-term funding, exerts a negative and statistically significant effect on the profitability. This is also a theoretically expected relationship. We think that this finding is reasonable for Azerbaijani banks, as discussed in Section 2: the loans to deposits ratio is quite high, with a mean value of 1.9. This shows that (a) banks’ loans are not sufficiently supported by their deposits and (b) they use borrowed money, which is reloaded at a higher interest rate. The high ratio also implies that there can be a high risk embedded in the banks’ activity because they do not have enough liquidity to cover any unexpected fund requirements. These are the points, among others, through which high-liquidity risk can lower the profitability in the Azerbaijani banking sector. Regarding the findings of the earlier studies on Azerbaijan, only Ibrahimov (2016) used this ratio, and his estimated coefficient was \(-0.001\).

Turning to the macroeconomic variables, all four variables have the expected signs and high statistical significance. We find that the bank profitability is pro-cyclical to the economic activity measured in the cyclical component of the non-oil GDP. This is quite reasonable finding and does not require a lot of explanation: the banks can provide more loans to and attract more deposits from the private sectors and households as well as expand their other services and operations during upswings. This is the opposite during downswings, such as the period of low oil prices that began in the second half of 2014. As to specific features of Azerbaijan, not only the private sector but also the households
are very prone to bank loans (see CBAR statistical bulletins) even when they have sufficient income to materialize their projects. As mentioned above, to the best of our knowledge, this is the first study investigating the bank profitability effects of the business cycle in Azerbaijan. Earlier studies used either GDP or GDP per capita or their growth rates. Seferli (2010) used total GDP and found its coefficient to be \(-0.001\) and statistically insignificant. Although the author himself stated that his finding is not theoretically expected, he did not provide explanation for the finding. Nuriyeva (2014) also found a negative coefficient for GDP per capita, i.e., \(-0.006\) but statistically significant. Like Seferli (2010), the study did not provide any explanation for the finding. Lastly, Djalilov and Piesse (2016) employed GDP growth rates and found mixed—that is, positive and negative—effects, but all statistically insignificant without any explanations.

According to Table 5, the inflation expectation is positively related to the bank profitability. This shows that the banks in Azerbaijan are able to manage the inflation expectation to increase their profits. It implies that banks increase their interest rates and the cost of other services more than just for offsetting the additional burden coming from inflation. When it comes to the question of how they accurately predict coming inflation, we do not think that it is a result of proper analysis and forecasting of inflation since they do not have well-established macroeconomic analysis departments to do this. As was discussed in Section 4.2, we think that this is a result of asymmetric information on inflation expectations. Precisely speaking, banks’ management have more personal channels to official agencies to learn about coming inflation rather than banks’ customers. Among the earlier studies, only Seferli (2010) and Djalilov and Piesse (2016) included inflation in their analysis. The former study found a statistically negative impact of inflation \((-0.058)\), while the latter found that the influence of lagged inflation was unstable across their specifications.

As we anticipated, the expected changes in the Manat’s exchange rate have a negative impact on bank profitability. Changes in the exchange rate were almost zero until the first quarter of 2015. This stability was a continuation of an earlier tendency, starting in the early 2000s, as a result of a fixed exchange rate policy with the strong Manat (on average, 1 USD = 0.78 Manat). Both households and the private sector in Azerbaijan adapted to such a stable and strong Manat environment and made their decisions, including those related to banks, accounting for this. However, all of a sudden, the CBAR devalued the Manat by by 34% in the first quarter of 2015, as discussed in Section 2. It was a big shock to the entire economy, including the banking sector. Additionally, it created uncertainty and then a lack of confidence in the national currency when the CBAR did the next round of devaluation in the fourth quarter of 2015, in which the Manat lost its value against the U.S. dollar by 17%. The Manat continued in its depreciation path, with 29% in the first quarter of 2016, then it appreciated by 5%, but depreciated again by 17% until the first quarter of 2017. The exchange rate was 0.78 in the first quarter of 2012, while it was 1.78 in the same quarter of 2017, meaning that the Manat lost its value more than twice during the period we consider in this research. Evidently, the entire economy was hurt hugely by the “great collapse” of the Manat. As for the banking sector, not only their profits but all the indicators were negatively influenced by this collapse. Turning to the earlier literature, only Ibrahimov (2016) included the exchange rate in his analysis of bank profitability. He found a negative effect of the Manat’s devaluation, with a coefficient of \(-0.056\) over the period 2012–2015. Our finding of \(-0.477\) is much bigger than his estimation. We think that this difference is reasonable as his research did not cover the aggressive devaluation of the Manat, which happened after 2015.

Lastly, we found that changes in oil prices had a positive and statistically significant impact on bank profitability. This finding is attributed to being an oil-dependent country and expected, as we discussed in Section 2. We do not think that the positive bank profitability effect of the oil prices need any explanation given the fact that the oil sector constitutes half of the economy. Moreover, oil revenues constituted, on average, 70% of total budget revenues, half of Azerbaijani investments,
and 30% of total GDP (TAXAZ 2015). Following the decline in oil prices since the second half of 2014, the government budget revenue decreased, and consequently, public expenditures were reduced significantly. As for earlier studies, none of them except Ibrahimov (2016) examined the impact of the oil sector (oil revenues, oil price, etc.) on the bank profitability. Ibrahimov (2016) estimated the effect of the oil prices on the bank profitability as being 0.001, while our coefficient is 0.002. We think that the difference between the estimated coefficients is related to the time period and number of banks selected, as well as some shortcomings in the empirical analysis of Ibrahimov (2016), such as not accounting for the non-stationarity of the variables and omitted variable bias as the lagged profitability was not included in the estimations.

Robustness Tests

In order to ensure that the obtained results reported in Table 5 are adequate representations of the bank profitability relationship and can be used for policy recommendations, we carry out a robustness analysis in this sub-section. We performed two types of robustness tests. The first is related to deposits (see our discussion in Section 2) while the second is about ignoring country-specific features.

We discussed some statistical evidence in Section 2 that led us to assume that the deposits may not be positively related to the profitability in the Azerbaijani banking sector. We econometrically test this assumption here. To do so, we estimate Equation (1) by including the ratio of total deposits to total assets, i.e., ROTDTA in it. At the same time, in order to avoid over-parameterization of the specification, and possible endogeneity and multicollinearity issues, we exclude ROTLTA from the specification. Table 6 presents the estimation results.

Table 6. GMM estimation results with ROTDTA.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>ROA_{t-1}</th>
<th>BS_{t}</th>
<th>BC_{t}</th>
<th>LRISK_{t}</th>
<th>CGDPN_{t}</th>
<th>INF_{t-1}</th>
<th>OILPD_{t}</th>
<th>ERD_{t-1}</th>
<th>ROTDTA_{t}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>0.238 ( a )</td>
<td>0.005 ( a )</td>
<td>0.021 ( a )</td>
<td>-0.002 ( a )</td>
<td>0.458 ( a )</td>
<td>0.011 ( a )</td>
<td>0.002 ( a )</td>
<td>-0.466 ( a )</td>
<td>-0.019 ( b )</td>
</tr>
<tr>
<td>SE</td>
<td>0.018</td>
<td>0.001</td>
<td>0.008</td>
<td>0.001</td>
<td>0.088</td>
<td>0.003</td>
<td>0.000</td>
<td>0.105</td>
<td>0.008</td>
</tr>
</tbody>
</table>

\( J \) (\( p \)-value) | 0.210 (0.647) | 0.241 (0.000) | -0.019 (0.708) | 5.050 (0.080) | 0.241 (0.000) | -0.019 (0.708) | 5.050 (0.080) |

Note: SE = Standard Error; \( J \) = \( J \)-statistic value of Sargan’s test for over-identifying restrictions in GMM dynamic model estimation; \( p \)-value = probability value; Superscript \( a \) and \( b \) denote rejection of the null hypothesis at the 1% and 5% significance levels, respectively; \( J \) = the Jarque–Bera statistic for the residuals’ normality; \( AR(1) \) and \( AR(2) \) are Arellano–Bond tests that average autocovariances in residuals of order 1 and 2 are 0 (H0: no autocorrelation); Accordingly, we replaced instruments related to ROTLTA with those of ROTDTA in the estimation procedure. Number of observations in estimation is 418; Number of banks is 22. We do not report constant and bank-specific dummies here to save space, but they can be obtained from the authors upon request.

As the table presents, the estimated coefficients for ROTDTA and the remaining variables are statistically significant. Additionally, the post-estimation tests indicate that over-identification restriction is valid. Additionally, the residuals of the estimated specification are distributed normally at the 5% significance level and have no auto-correlation issue in the second order. These show that the estimated specification is well behaved. If we compare the signs and magnitudes of the estimated coefficients from the two specifications, reported in Tables 5 and 6, it can be seen that they are almost the same. Thus, the main messages from the first robustness test are (a) the estimated coefficients of the basic specification, reported in Table 5, are robust to changes in the specifications; (b) it supports our discussion on deposits in Section 2, i.e., Table 6 reports a statistically significant and negative effect of the deposits to asset ratio on the profitability. Note that Davydenko (2010) also found a negative

---

14 Oil revenues here refer to the State Oil Fund transfers and State Oil Company tax payments.
effect of deposits on the bank profitability in the case of Ukraine. Moreover, some seminal studies such as Demirguc-Kunt and Huizinga (1998) found the same.

We mentioned in Section 2 that the impacts of the oil and non-oil sectors on profitability should be considered separately as country-specific features. Now, here as our second robustness test, we check what the consequences would be if we ignored the country-specific features in the empirical estimations of the profitability. To this end, we exclude both the cyclical component of the non-oil GDP and the change in oil price, i.e., CGDP\textsubscript{N} and OILPD\textsubscript{t} from Equation (1) and, instead, include the cyclical component of the total GDP. The estimation results are documented in Table 7.

Table 7. GMM estimation results with CGDP\textsubscript{N}.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>ROA\textsubscript{t−1}</th>
<th>BS\textsubscript{t}</th>
<th>BC\textsubscript{t}</th>
<th>ROTLTA\textsubscript{t}</th>
<th>LRISK\textsubscript{t}</th>
<th>INF\textsubscript{t−1}</th>
<th>ERD\textsubscript{t−1}</th>
<th>CGDP\textsubscript{t}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>0.209 \textsuperscript{a}</td>
<td>0.003</td>
<td>0.021</td>
<td>0.010</td>
<td>-0.002 \textsuperscript{b}</td>
<td>0.010 \textsuperscript{b}</td>
<td>-0.356 \textsuperscript{b}</td>
<td>0.350 \textsuperscript{a}</td>
</tr>
<tr>
<td>SE</td>
<td>0.030</td>
<td>0.002</td>
<td>0.014</td>
<td>0.009</td>
<td>0.001</td>
<td>0.005</td>
<td>0.150</td>
<td>0.120</td>
</tr>
</tbody>
</table>

\(J (p\text{-value})\) = 0.142 (0.706)
\(AR(1) (p\text{-value})\) = 0.114 (0.035)
\(AR(2) (p\text{-value})\) = -0.166 (0.001)
\(JB (p\text{-value})\) = 6.598 (0.037)

Note: SE = Standard Error; \(J\) = statistic value of the Sargan’s test for over-identifying restrictions in GMM dynamic model estimation; \(p\)-value = probability value; Superscript a and b denote rejection of the null hypothesis at the 1% and 5% significance levels, respectively; \(JB\) = is the Jarque–Bera statistic for the residuals' normality; \(AR(1)\) and \(AR(2)\) are Arellano–Bond tests that average autocovariances in residuals of order 1 and 2 are 0 (H0: no autocorrelation).

Accordingly, we replaced instruments related to CGDP\textsubscript{N} and OILPD with those of CGDP in the estimation procedure. Number of observations in estimation is 418; Number of banks is 22. We do not report constant and bank-specific dummies here to save space, but they can be obtained from the authors upon request.

In Table 7, the magnitudes of the respective coefficients are small compared to those reported in Table 5. Additionally, the significance levels of both the bank-specific and macroeconomic variables decrease. Moreover, the estimated model does not perform well as it suffers from non-normality and auto-correlation as Table 7 reports. Thus, the main findings from the second robustness test are that ignoring country-specific features can lead to bias and statistical insignificance in the estimated coefficients as well as poor model performance.

Our overall conclusion from the robustness tests is that the basic model, reported in Table 5, is quite robust and, hence, we can use it to make conclusions and policy recommendations in the next section.

7. Conclusions and Policy Recommendations

Recent financial distress, especially the drastic drop in oil prices and a significant depreciation of the Manat, made it important to investigate the factors affecting banks’ profitability in Azerbaijan. There were only four studies that examined this research topic. However, three of them have not included the above-mentioned issues in their analysis and the fourth addressed them but in an incomplete way. Therefore, there was a need for a research to properly investigate the effects of bank-specific and macroeconomic indicators, including the above-mentioned issues, on the bank profitability in Azerbaijan. To this end, we selected 22 Azerbaijani banks over the period of 2012Q1–2017Q1 based on data availability and quality. We applied a Panel Generalized Method of Moments to the data in the framework of a dynamic bank profitability model.

We concluded that the bank size, capital, and loans as well as the economic cycle, inflation expectation, and oil price increased the banks’ profitability. However, the liquidity risk and exchange rate devaluation lowered it. It was further concluded that the bank profitability in Azerbaijan exhibited moderate persistence, implying that departures from a perfectly competitive market structure were small and, hence, the banking sector is competitive. Robustness tests revealed that deposits were not positively associated with profitability and ignoring the country-specific features could lead to bias.
and poor performance. Our overall conclusion was that the bank profitability in Azerbaijan is shaped by both bank-specific and macroeconomic determinants.

We believe that the above conclusions and the related policy recommendations would be useful in the decision-making process for the banking sector. For example, the study can provide a clear outlook of bank profitability as a function of bank-specific and macroeconomic indicators. By knowing this, bank-level decision-makers can focus on capital, size, and loans to increase their profitability. At the same time, they should consider that bank profitability in Azerbaijan is sensitive to liquidity risk and therefore, any risk-related activities will disadvantage it. Bank-level policy-makers should also think about how they can manage deposits effectively to switch them from cost-generating to profit-generating activities. Regarding macroeconomic variables, bank-level decision-makers cannot manage them as these variables are beyond their control. However, they should be supportive and put more investment/effort into establishing strong research departments inside the banks to properly analyze and forecast the macroeconomic changes. This would allow them to better manage effects coming from the economic activity, expected inflation, and oil price changes as well as to set preventive measures to protect banks’ profits from further devaluation of the Manat.

Our study provided insights for a more recent time, which covers the oil prices drop and the Manat depreciation. Other novel features of our paper were that it accounted for country-specific features, examined the effects of the economic cycle on the profitability, properly addressed econometric issues such as unit root properties of the data, and performed robustness checks.
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