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Abstract: This study aims to examine the effect of the bank-specific and macroeconomic determinants of profitability for the banking sector of Pakistan. To incorporate the issues of endogeneity, unobserved heterogeneity, and profit persistence, we apply a generalised method of moments (GMM) technique under the Arellano–Bond framework to a panel of Pakistani banks that covers the period 2003–2017. The results of a dynamic panel data approach reveal that capital adequacy accelerates the profitability of the banking sector in Pakistan. Capital adequacy helps the financial system to absorb any negative shock by reducing the number of bank failures and losses. Conversely, our empirical investigation reveals that the liquidity ratio, business mix indicators, interest rates, and industrial production deteriorates the bank profitability. Liquidity risks enhance the probability of default risks and transmit into the unpaid loans and hence the lower return. Our empirical evidence further reveals that Pakistani banks are not getting any benefit of the economies of scale in terms of financial performance.
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1. Introduction

Financial intermediaries play important financial roles in the economic and financial systems through offering a mechanism for payments (Allen and Gale 2004), matching the supply and demand of financial markets (Adrian and Shin 2008; Beck 2001), tackling complex financial instruments (Matherat 2008; Levine 1996), providing the transparency in markets, conducting risk transfer (Scholtens and Van Wensveen 2000), and handling the risk management roles (Allen and Santomero 2001; Scholtens and Van Wensveen 2000). In most economies, banks are the most important financial intermediaries which provide a range of services (also see Allen and Santomero 2001). The contemporary economic and financial operating system of these economies requires the efficiency of their banks to ensure their economic growth (Seven and Yetkiner 2016; Papadopoulos 2010). Conversely, the inefficiency and insolvencies in the banks lead to the financial crisis (also see Thakor 2018). Despite the bank disintermediation in some other economies, the role of banks remains central in financing economic activities at different levels (Athanasoglou et al. 2008). Apart from economic growth, a profitable banking system enables an economy to observe adverse shocks better and contribute to the economic and financial stability. Therefore, the academicians, management of banks, regulatory
authorities, and researchers are highly interested in investigating the internal and external determinants of bank profitability.

In the Pakistani financial system, the banking system holds a key position since the regulatory structure allows commercial banks to serve different types of financial market activities (Zheng et al. 2019). Since 1970, commercial banks in Pakistan have dominated the financial system. However, these banks were unable to efficiently achieve their national socio-economic goals which lead to the nationalisation process in the bank sector of Pakistan (also see Khan and Hanif 2019). By the late 1990s, the public sector held almost 90 percent of the share in the banking industry and the multinational banks held the rest of the share since there were no domestic banks during that period. During this period, it was realised that the nationalised banking sector and non-banking financial institutions had deteriorated the operational performance of the financial system of Pakistan. As a result, the regulatory bodies made some significant changes in the Pakistani banking sector after 1997. In particular, these regulatory bodies restructured the banking policy, management and supervisory processes by following the best banking practices of developed economies. The economic analysts and the senior management of the banks are concerned with accomplishing the profitability objectives for the financial institutions. The profitability of commercial banks also posits a significant impact on the growth of the economy. These structural changes accelerated the economic growth of Pakistan in recent decades. This indicates that the operational structure and performance of the Pakistani banking sector depends upon the institutional, regulatory, macroeconomic and bank-specific factors.

In the last two decades, the operating environment of Pakistani banking sectors has experienced some significant episodes of transformation. Pakistani banks have shifted their lending from the government sector to the private sector in recent years. The financial sector of Pakistan is going through a couple of transitions. For instance, new groups are buying out the Pakistan operations of different foreign banks. In this way, the number of listing banks are increasing. These transformation episodes influence the determinants of profitability of the banking sector. Furthermore, the existing empirical literature on the determinants of bank profitability might be subject to the issue of profit persistence, and the estimated coefficients might be biased and inconsistent (Bourke 1989; Demirguc-Kunt and Huizinga 2001; Molyneux and Thornton 1992; Short 1979; Athanasoglou et al. 2008). Therefore, we apply a generalised method of moments (GMM) technique under the Arellano–Bond framework to a panel of Pakistani banks that covers the period 2003–2017. This paper aims to research the determinants of commercial banks’ profitability in Pakistan from 2003 to 2017. Recently, different studies (Tan 2016, 2017; Tan and Floros 2012a, 2012b, 2012c; Tan et al. 2017) applied one-step and two-steps GMM estimators to investigate some determinants of bank profitability. Our study contributes to the existing empirical literature through a couple of ways. To the best of our knowledge, it is the first study to apply the GMM technique under the Arellano–Bond framework to analyse the micro and macro determinants of the Pakistani banking sector.

The remainder of the paper is structured as follows. Section 2 provides the context to the existing literature, which relates to the profitability of the bank to its determinants. Section 3 elaborates the research method, variables, data and method of analysis. We present and discuss the results of this research in Section 4. We conclude this study in the final section.

2. Literature Review and Empirical Conjectures

Existing empirical literature articulates bank profitability as a function of internal and external determinants (Athanasoglou et al. 2008). The organisation can measure profitability through a wide range of financial ratios. The most manifesting ratios as envisaged from prior literature are the return on assets, return on equity, net interest margin and return on investment (Flamini et al. 2009; Naceur and Goaied 2008; Vallegado and Saona 2011). The research scholars have been interested in determining the impacts of the macro or microeconomic factors to increase the profitability levels. Internal determinants can be termed as the micro or bank-specific determinants of the profitability of the banking sector. Conversely, external determinants are not linked with the operational efficiency of the bank management.
(Staikouras and Wood 2004) and reflect the legal and economic environment of an economy which affects the operational and financial performance of financial institutions (Naceur and Omran 2011). In this framework, the existing empirical research proposes several explanatory variables. One strand of empirical literature focuses on the cross-country analysis (Bikker and Hu 2002; Bourke 1989; Demirgüç-Kunt and Huizinga 2001; Molyneux and Thornton 1992; and Short 1979). In particular, Bikker and Hu (2002) emphasise the linkages between the profitability and the business cycle. Another strand of literature focuses on the individual country analysis, including the USA and some emerging economies (Barajas et al. 1999; Berger et al. 1987). All of these studies use both internal and external determinants for bank profitability. Interestingly, the results of these studies vary significantly due to the different economic and legal environment as well as the use of different datasets. Despite this, we can categorise the empirical literature on the determinants of bank profitability based on some common elements.

2. Internal Determinants of Bank Profitability

Existing research reveals that liquidity, risk management, leverage, management of expense, deposit liability size, bank credit portfolio constitution and size, the policy adopted for the interest rate, risk-related exposures, quality of the management, as well as the age and size of the banks, ownership structure and the concentration of the banks, structural affiliation and the productivity of the labour are the most apparently employed internal factors, and these indicators measure the bank-specific performance. Nevertheless, other factors may contribute to the profitability levels within an organisation. These factors are inclusive of multi-dimensional reporting, the acknowledgement of the operating and income expenses, and capital allotment (Gounder and Sharma 2012). The profitability levels depend upon the variables above and they show different impacts on the different period of times. One strand of empirical literature focuses on internal determinants, including the capital, bank size, risk management, and expense management. The economic theory reveals that bank profitability might be subject to economies or diseconomies of the scale (also see Kosmidou 2008). The internal determinant, the bank size, accounts for the economies or diseconomies of scale (Shepherd 1972). This aspect is exciting for the case of Pakistan due to some structural changes over the last two decades (Badunenko and Kumbhakar 2017). Smirlock (1985) reports a positive and significant association between the bank’s size and profitability. Mule et al. (2015) also report a positive association between the return on equity, profitability and firm size. They further reveal that the unit changes in the size of the firm are directly proportional to the return on investment. Similarly, Demirgüç-Kunt and Huizinga (2001) further suggest that other legal, economic, financial, and other determinants (including corruption) of bank profitability depend upon the size of the institution.

Interestingly, Short (1979) argues that institutional size is closely linked with the capital adequacy since the larger financial institutions can quickly get less expensive capital which finally contributes towards the higher profitability. Niresh and Velnampy (2014) reveal that the firm size has no profound effect on the profitability of the firm. Conversely, some studies disagree with this nexus of size adequacy and profitability (see Berger et al. 1987; Shepherd 1972).

Turning now to the capital structure, there is enough evidence that the capital structure evaluates the number of financial resources involved in making total financial obligations for a company. In this framework, capital structure plays a critical role for any firm by providing an opportunity to increase the organisational profitability and the overall value of an organisation. Existing empirical literature reveals mixed evidence, including positive (Abor 2005; Nikoo 2015; Umar et al. 2012; Salteh et al. 2012;

---

1 The production capacity of the bank, the numerous services the bank provides, the quality and quantity of the services that the banks may offer to its prospects at a given time determines the size of the banks (Sritharan 2015).

2 Bikker and Hu (2002) also reveal the similar theoretical justification on the linkage between size, capital adequacy and profitability.

3 See Modigliani and Miller (1958) for further details on capital structure.
Arbabiyan and Safari 2009), negative (Ramadan and Ramadan 2015; Abdel-Jalil 2014; Memon et al. 2012; Muritala 2012; Soumadi and Hayajneh 2012; Salim and Yadav 2012; Manawaduge et al. 2011; and Chakraborty 2010) and no association (Al-Taani 2013; Ebaid 2009).

Risk management is an integral part of the banking operation and affects the operational efficiency of the banking sector (Jizi and Dixon 2017). Incapability to perform the credit risks evaluation and assessment leads to the financial crises (Njanike 2009). On these lines, Athanasoglou et al. (2008) reveal that low liquidity and weak asset quality lead towards banking failures. Higher risk puts pressure on the management and ultimately, higher ups decide to diversify their portfolio and raise their liquid holdings to mitigate the risk. In this framework, the risk is bifurcated into credit risk and liquidity. Tan and Floros (2012c) extended this literature by incorporating stock market volatility. They applied the GMM difference and system estimator and revealed that the higher level of stock market volatility enhances the return on equity in the Chinese banking sector. Depending upon the specific nature of the Pakistani banking sector, we included both types of risk as the micro determinants. The higher the amount of credit and liquidity risks is transmitted into the unpaid loans, the lower the return. In this theoretical framework, existing empirical literature reveals that credit risk (Miller and Noulas 1997) and liquidity risks (Molyneux and Thornton 1992) deteriorate bank profitability. The economic theory states that the profitability and risks have a positive association. Higher liquidity reduces the level of risk and hence the profitability. In this balance structure, the working capital strategy appears less risky in context. For further evidence on liquidity and profitability, see Aduda and Gitonga (2011), Boahene et al. (2012), Gakure et al. (2012), and Kolapo et al. (2012). In the current globalised scenario, the presence of adequate liquidity is significant to assure long-term sustainability. In this context, liquidity is one of the widely used bank-specific determinants of profitability. Chandra (2001) argues that organisations having higher liquidity levels are safe and demonstrate strong financial strength.

Nevertheless, the higher level of liquidity enhances financial issues and deteriorates the operational and financial profitability. Eljelly (2004) provides empirical evidence on this nexus. Indicating a negative association between liquidity and profitability, Eljelly (2004) reveals that longer cycles of cash conversions intensify this negative association. Considering the Pakistani context, we further include the business mix indicator as a bank-specific indicator (BMI). The BMI represents a wide range of business activities, and its linkage with profitability is comparatively new. Existing empirical investigations have mixed and unconvincing evidence on the linkage between BMI and profitability. The generalisability of much published research on this issue is problematic. This substantial difference is expected due to the different estimation techniques, sample period and different countries. Applying revenue diversification, credit portfolio, structure and level of capital, funding and efficiency as the profitability factors, Birindelli et al. (2015) reveal a positive association between the business mix indicators and banks’ profitability. However, the net profit margins of the banks decline. Therefore, the banks should focus on the feed-based services to get a competitive advantage and add a new revenue stream into their operations (Ransbotham and Kiron 2017).

Conversely, Tan (2016) reported contradictory evidence from the Chinese banking sector. Using a one-step GMM system estimator, Tan (2016) could not find any evidence on the impacts of the competition and risk on bank profitability (also see Tan et al. 2017; and Tan 2017). Together these empirical pieces of evidence provide essential insights into this nexus that the enhanced product diversification increases the selling options for the organisation and this, in turn, raises the level of the profit margins.

Turning now towards the operational expenses of banks, the existing literature reveals that banking expenses are important profitability determinants. The better management of bank expenses shows the efficiency of bank management. Operationally, efficiency is the ability of the organisation to efficiently
utilise the available resources and generate valuable outcomes through assessing the organisational bottom line. Efficiency ratios, including the return ratio and the margin ratio, evaluate how a company effectively manages and utilises its liabilities and assets, respectively. In particular, these ratios analyse the organisational turnover of receivables, inventory turnover, fixed assets turnover, and the account payable turnover (Hays et al. 2009). In this context, Bourke (1989) and Molyneux and Thornton (1992) reveal that efficient management accelerates bank profitability. Based on this discussion, we propose the following empirical conjecture.

**Empirical Conjecture 1.** Bank-specific factors have a significant impact on the profitability of the banking sector of Pakistan.

### 2.2. External Determinants of Bank Profitability

Several lines of evidence suggest that the inflation rate, the long-term interest rate, and the growth rate of money supply are the key macroeconomic determinants of bank profitability (Athanasoglou et al. 2008). Revell (1979) investigates the association between inflation and profitability by comparing the inflation rate with the wage rate and the operating expenses speed. Inflation and interest rates are closely related (see Anari and Kolari 2016), and the interest rate fluctuations posit a critical impact on the profitability of the banks. Applying two-step GMM estimators, Tan and Floros (2012a) also revealed that there is a positive association between the banking sector profitability, cost efficiency, financial sector development, and inflation in China. The level of the banking spread distribution serves as a crucial indicator of the financial sector efficiency. Institutional, regulatory and macroeconomic factors associate some mandatory costs to the banking operations (Agenor and Flamini 2016).

Furthermore, the internal features also put other costs that banks consume for themselves. In this context, the management efficiency of the costs affects the profitability of the banks. Therefore, banks need to focus on the interest rate indicators of the banks. Analysing the 13 OECD data from 1985 to 1990, Bartholdy et al. (1997) reveal that explicit deposit insurance reduces the level of the deposited interest rates by 25 points. Conversely, Barth et al. (1997) reveal that there is no significant association between the bank concentration, the presence of the (explicit) deposit and the deviance in the banking authority to the return on equity. Beckmann (2007) reveals a negative association between the return on assets and the interest rate. Monetary value also affects the performance of the commercial banks (Akomolafe et al. 2015). Amidu and Wolfe (2008) reveal that money supply and economic indicators affect the lending behaviours of commercial banks in Ghana.

In particular, the bank lending deteriorates the inflation and prime rates of the central banks. The institutional background and the economic conditions of the banks also influence bank profitability. These factors influence the cyclical interest rate and inflation outputs. However, the factors including industry size, the ownership status and the market concentration differ from industry to industry depending on the market conditions (Athanasoglou et al. 2008). Overall, there seems to be some evidence to indicate that the external factors impact the performance of the banks. Gompers and Lerner (1998) affirm that the economies with higher GDP attract the entrepreneurs to invest and launch their ventures. In these economic conditions, the entrepreneurs look for venture funds. In this nexus, interest rates influence the costs of borrowing and demonstrate a significant effect on the return on equity.

Interestingly, Tan and Floros (2012b) reveal a negative relationship between GDP growth and bank profitability. They applied a one-step GMM estimator to test the persistency of the banking sector in China. Based on this discussion, we propose the following empirical conjecture.

---

6 The margin ratios are concerned with the conversions of the sales dollars into profits. Nevertheless, the returns ratios are used to inculcate the firm’s profitability by way of the shareholder’s returns.

7 There are two main categories of loan rates, including (1) the interest rates added on the banks, and (2) the depositor’s interest rate. The term spread refers to the creation of a distinction between the loan rate and the deposit rate.
Empirical Conjecture 2. Macroeconomic factors have a significant impact on the profitability of the banking sector of Pakistan.

3. Data and Variable Construction

We collected data from 20 commercial banks out of the 36 banks listed on the Pakistani Stock Exchanges (PSX) from 2003 to 2017.\(^8\) We selected these banks out of the 36 listed banks depending upon the availability of the data on the micro and macro determinants of the profitability. The financial statements of a bank provide a wide range of data on the microeconomic factors. Therefore, we extract the microeconomic factors from the income statement and balance sheets of the respective bank. We used the updated version of the International Financial Statistics to collect the data on macroeconomic variables. Existing literature discusses the suitability of different financial statement variables that can be used to measure the profitability of financial firms, including banks. Marimuthu (2008) reveals that several variables can be used to calculate the profitability of banks. However, the ROA appears as the most appropriate and important one since it covers the operational efficiency of the assets. Similarly, Al-Matari et al. (2014) compares different financial statement components and reveals that ROE efficiently evaluates the profitability and financial performance of banks. We used business mix indicator (BMI), capital adequacy (CA), credit risk (CR), liquidity risk (LR), management efficiency (ME), size (SZ), industrial production (IP), interest rate (IR) and money supply (MS) as the independent variables for this empirical investigation. Based on the existing theoretical and empirical literature, we further categorised these variables into microeconomic and macroeconomic independent variables. We used IP, IR, and MS as the independent macroeconomic variables. However, the rest of the independent variables were used for the microeconomic analysis. We used the following equations to calculate the microeconomic variables, where required:

\[
\text{Business mix indicator} = \frac{\text{Operative Income}}{\text{Total Assets}} \quad (1)
\]

\[
\text{Capital Adequacy} = \frac{\text{Total Equity}}{\text{Total Assets}} \quad (2)
\]

\[
\text{Credit Risk} = \frac{\text{Impaired Loans (NPL)}}{\text{Gross Loans}} \quad (3)
\]

\[
\text{Liquidity Risk} = \frac{\text{Total Loans}}{\text{Customer Deposits}} \quad (4)
\]

\[
\text{Management Efficiency} = \frac{\text{Total Cost}}{\text{Income}} \quad (5)
\]

We calculated the MBI by applying Equation (1) for all 20 banks over the period ranging from 2003 to 2017. For this purpose, we extracted the operating income and total assets from the financial statement data of individual banks. We calculated capital adequacy by using Equation (2) on the financial statement data for the selected banks. We used the data on the non-performing loans in Equation (3) to determine the credit risk. Then, we extended our analysis by calculating the liquidity risk and management efficiency by applying Equations (4) and (5), respectively. We also calculated the size of banks by taking the natural logarithm of total assets of individual banks. We used all these calculated variables as the independent microeconomic variables for this empirical investigation. For the second distinct part, we applied independent macroeconomic variables, including industrial production,

---

interest rates, and money supply. We retrieved this data from the International Financial Statistics (IFS) dataset published by the International Monetary Fund. The annual data on industrial production are available, and we used the series from 2003 to 2017.


We present our empirical conjectures in three different equations as follows. First, we included all the microeconomic and macroeconomic variables in Equations (6) and (7). However, the existing empirical literature suggests that there is an overlapping effect of the microeconomic and macroeconomic variables when used in this setting. Therefore, we present different models for the case of microeconomic and macroeconomic variables in Equations (7)–(11), respectively:

\[
ROA_{i,t} = a_0 + a_1 ROA_{i,t-1} + a_2 CA_{i,t} + a_3 CR_{i,t} + a_4 ME_{i,t} + a_5 LR_{i,t} + a_6 BM_{i,t} + a_7 SZ_{i,t} + a_8 IR_{i,t} + a_9 MS_{i,t} + a_{10} IP_{i,t} + \epsilon_{i,t}
\]  

(6)

\[
ROE_{i,t} = b_0 + b_1 ROE_{i,t-1} + b_2 CA_{i,t} + b_3 CR_{i,t} + b_4 ME_{i,t} + b_5 LR_{i,t} + b_6 BM_{i,t} + b_7 SZ_{i,t} + b_8 IR_{i,t} + b_9 MS_{i,t} + b_{10} IP_{i,t} + \epsilon_{i,t}
\]  

(7)

\[
ROA_{i,t} = \xi_0 + \xi_1 ROA_{i,t-1} + \xi_2 CA_{i,t} + \xi_3 CR_{i,t} + \xi_4 ME_{i,t} + \xi_5 LR_{i,t} + \xi_6 BM_{i,t} + \xi_7 SZ_{i,t} + \epsilon_{i,t}
\]  

(8)

\[
ROE_{i,t} = \lambda_0 + \lambda_1 ROE_{i,t-1} + \lambda_2 CA_{i,t} + \lambda_3 CR_{i,t} + \lambda_4 ME_{i,t} + \lambda_5 LR_{i,t} + \lambda_6 BM_{i,t} + \lambda_7 SZ_{i,t} + \epsilon_{i,t}
\]  

(9)

\[
ROA_{i,t} = \varphi_0 + \varphi_1 IR_{i,t} + \varphi_2 MS_{i,t} + \varphi_3 IP_{i,t} + \epsilon_{i,t}
\]  

(10)

\[
ROE_{i,t} = \gamma_0 + \gamma_1 IR_{i,t} + \gamma_2 MS_{i,t} + \gamma_3 IP_{i,t} + \epsilon_{i,t}
\]  

(11)

ROA and ROE are the dependent variables, \( i \) is a symbol representative of the cross-section, and \( t \) represents the time. ROA, ROE, CA, CR, ME, LR, BM, SZ, IR, MS, and IP represent the return on assets, return on equity, capital adequacy, credit rating, management efficiency, liquidity risk, business mix indicator, size of the bank, interest rate, money supply and industrial production, respectively. The return on assets measures the returns earned through the total assets provided by the owners and creditors. However, the return on equity measures the return earned on the assets provided by owners (See Hoggett et al. 2018). We defined these variables in the Section Data and Variable Construction. We used panel data due to a couple of advantages over other types of datasets (also see Busu 2019). Panel data include many observations from different banks over a different period. This setting also decreases the multicollinearity between the explanatory variables. With greater estimation efficiency, panel data overcome the problems of omitted variables since these variables might be eliminated by taking the difference in the variables which is constant over time (also see Aali-Bujari et al. 2017). In our setting, the return on assets and the return on equity are lagged dependent variables. One of the possible reasons for the lagged dependence can be the fact that operational returns are a mean revert in the long-run due to the partial adjustment. Theoretically, less-profitable companies imitate profitable companies through a couple of techniques—consequently, profitable companies lose their competitive advantage in the long-run.

Similarly, the less profitable companies adopt the best investment strategies and become more profitable in the long run (also see Tongkong 2012). In this context, the estimates from ordinary least squares are subject to bias (Aali-Bujari et al. 2017). However, the alternative estimation techniques of standard fixed effects are also subject to the Nickell bias (Nickell 1981), particularly in the small \( T \) and large \( N \) context. Our dataset is in the same context, and Nickell (1981) identifies some severe difficulties with the one-way fixed effects. This difficulty mainly arises since the demeaning process, which subtracts the variables’ mean value of dependent and each independent from the respective set of variables, creates a correlation between regressor and residual.

---

9 For further details, see Beaver and Ryan (2000).
There might be autocorrelation in the residuals of Equations (6) and (7). We should carefully model this autocorrelation and dynamic data-generating process to arrive at unbiased and consistent estimates. For this purpose, Anderson and Hsiao (1981) suggest using lags of explained variables as an instrument where these lags are uncorrelated with the residuals. In our framework, we can also use the alternative measures of profitability as an instrument variable in the instrumental variable estimation. Furthermore, some exogenous variables work well as an instrument in this dynamic panel data estimation (see Song et al. 2019; and Dan Dang 2019). Cameron and Trivedi (2010) reveal that the model error under Arellano/Bover or Blundell/Bond should be serially uncorrelated. However, sometimes the model errors are serially correlated, which we observed during our initial data analysis. Cameron and Trivedi (2010) suggest adding more lags of the dependent variables as the regressors, which eliminate any serial correlation in the error. For this type of estimation, dynamic panel data estimation is suggested which allows the error term to follow a moving average process of low order. In particular, dynamic panel data estimation allows predetermined variables for more complicated structures. We applied dynamic panel data in the Arellano and Bond (Arellano and Bond 1991) framework.

5. Empirical Results and Discussion

5.1. Descriptive Statistics and Correlation Analysis

A critical review of Table 1 reveals that management efficiency has the highest level of deviation in all three categories, including overall, between and within. Equation (5) shows that management efficiency is the ratio of cost and income. This gap indicates the operational efficiency of management and the highest level of variation \( M = 2.91; \) \( SD = 5.60 \) originates within the banks. This might be due to the seasonal variation in the banking operations, which might be subject to the cyclical change in the banking behaviour of the developing economies.

Looking at the macroeconomic indicators, we observed that the interest rates are highly volatile \( M = 8.72; \) \( SD = 3.82 \) due to the demand pressure over the last couple of decades (Shah et al. 2010; Akhtar 2007; Subayyal and Shah 2011). We also observe a slight variation in the money supply from 2003 to 2017 \( M = 2.74; \) \( SD = 0.40 \). In this context, Khan et al. (2007) reveals that the government sector borrowing and private sector borrowings are the two main categories of asset sides of the money supply. This variation might be due to the change in these asset classes from 2003 to 2017. Looking at the macroeconomic indicators, we observed that the interest rates are highly volatile \( M = 8.72; \) \( SD = 3.82 \) due to the demand pressure over the last couple of decades (Shah et al. 2010; Akhtar 2007; Subayyal and Shah 2011).

We also observed a slight variation in the money supply from 2003 to 2017 \( M = 2.74; \) \( SD = 0.40 \). Similarly, Khan et al. (2007) reveals that government sector borrowing and private sector borrowings are two main categories of asset sides of the money supply. This variation might be due to the change in these asset classes from 2003 to 2017. However, we observe a lower level of change in industrial production \( M = 1.14; \) \( SD = 0.05 \), which might be since the financial sector observes more attention compared to the real sector. Turning now to the range value of microeconomic and macroeconomic indicators, Table 1 reveals that all financial statement variables except the size of the banks have the negative values in their minimum range which is consistent with the theory. We also examine the data normality through the kurtosis and skewness. Rosli et al. (2016) notify that the data are revealed as normal if the value of skewness is between +1.96 and −1.96. The kurtosis is affirmed in the normal ranges if the value is the range from +2 to −2. We ensured that our data were normally distributed.

\[ \text{For further details, see Section 9.4.8 The xtdpd command from Chapter 9 Linear Panel-Data Methods: Extensions.} \]

\[ \text{11 This variation is expected to change between the small and large banks. However, we include the size of banks as a control variable.} \]

\[ \text{12 For further details, see Mordi (2010).} \]
We noticed that the money supply and management efficiency had the highest skewness values of 1.951 and 1.765, respectively. Conversely, the interest rate and size have the lowest skewness values of −0.431 and 10.714, respectively. These values indicate that the skewness lies between the standard ranges from +2 to −2 (Rosli et al. 2016). We ensured that the data were normally distributed.

Table 1. Descriptive statistics (overall, between, and within).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Categories</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microeconomic Indicators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROA</td>
<td>Overall</td>
<td>0.0074</td>
<td>0.0172</td>
<td>−0.0719</td>
<td>0.0372</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0121</td>
<td>0.0281</td>
<td>−0.0297</td>
<td>0.0468</td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0125</td>
<td>−0.0475</td>
<td>0.0441</td>
<td></td>
</tr>
<tr>
<td>ROE</td>
<td>Overall</td>
<td>0.0580</td>
<td>0.9556</td>
<td>−14.7427</td>
<td>2.3472</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.3593</td>
<td>−1.3600</td>
<td>0.2777</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.8888</td>
<td>−13.3246</td>
<td>2.3172</td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Overall</td>
<td>2.9487</td>
<td>0.0678</td>
<td>2.7385</td>
<td>3.0713</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0576</td>
<td>2.8266</td>
<td>3.0299</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0378</td>
<td>2.8117</td>
<td>3.0427</td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>Overall</td>
<td>0.0922</td>
<td>0.0808</td>
<td>−0.0310</td>
<td>0.5432</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0584</td>
<td>0.0262</td>
<td>0.2310</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0572</td>
<td>−0.1225</td>
<td>0.4123</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>Overall</td>
<td>0.1144</td>
<td>0.1055</td>
<td>0.0001</td>
<td>0.6305</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0710</td>
<td>0.0173</td>
<td>0.2969</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0796</td>
<td>−0.0963</td>
<td>0.4480</td>
<td></td>
</tr>
<tr>
<td>ME</td>
<td>Overall</td>
<td>2.9134</td>
<td>5.7729</td>
<td>−12.2772</td>
<td>53.8965</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>1.4427</td>
<td>1.0964</td>
<td>6.0914</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>5.5984</td>
<td>−11.4364</td>
<td>55.6083</td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>Overall</td>
<td>0.5374</td>
<td>0.1207</td>
<td>0.1888</td>
<td>0.8934</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0716</td>
<td>0.3473</td>
<td>0.6516</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0984</td>
<td>0.3226</td>
<td>0.8266</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>Overall</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0022</td>
</tr>
<tr>
<td></td>
<td>Between</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0010</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Within</td>
<td>0.0003</td>
<td>−0.0005</td>
<td>0.0017</td>
<td></td>
</tr>
<tr>
<td>Macroeconomic Indicators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR</td>
<td></td>
<td>8.7250</td>
<td>3.3823</td>
<td>1.8700</td>
<td>13.1200</td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td>2.7386</td>
<td>0.4041</td>
<td>1.8800</td>
<td>3.8200</td>
</tr>
<tr>
<td>IP</td>
<td></td>
<td>1.1357</td>
<td>0.0483</td>
<td>1.0600</td>
<td>1.2400</td>
</tr>
</tbody>
</table>

Note. N, n, and T are 300, 20, and 15, respectively. ROA, ROE, CA, CR, ME, LR, BMI, IR, MS, and IP represent the return on assets, return on equity, capital adequacy, credit rating, management efficiency, liquidity risk, business mix indicator, interest rate, money supply and industrial production, respectively.

We further extended our empirical investigation by conducting a correlation analysis. For this purpose, we applied the Pearson correlation and presented the correlation coefficient along with its statistical significance in Table 2. First, we made sure that the independent variables were not highly correlated with each other, which created the problem of multicollinearity (see Willis and Perlack 1978; Mansfield and Helms 1982). Multicollinearity increases the variance of estimated coefficients, and this enhanced variance makes these estimates very sensitive to the minor changes in the model. We extended our empirical investigation by conducting a correlation analysis. For this purpose, we applied the Pearson correlation and presented the correlation coefficient along with its statistical significance in Table 2. First, we made sure that the independent variables were not highly correlated with each other, which created the problem of multicollinearity (see Willis and Perlack 1978; Mansfield and Helms 1982). Multicollinearity increases the variance of estimated coefficients, and this enhanced variance makes these estimates very sensitive to the minor changes in the model. We further extended our empirical investigation by conducting a correlation analysis. For this purpose, we applied the Pearson correlation and presented the correlation coefficient along with its statistical significance in Table 2. First, we made sure that the independent variables were not highly correlated with each other, which created the problem of multicollinearity (see Willis and Perlack 1978; Mansfield and Helms 1982). Multicollinearity increases the variance of estimated coefficients, and this enhanced variance makes these estimates very sensitive to the minor changes in the model.13 Table 2 is quite revealing in several ways. Column 3 of Table 3 reveals some of the critical results. In particular, Column 3 indicates that the size of banks has the highest level of correlation with capital adequacy ($\rho_{\text{size,ca}} = −0.6082; p < 0.05$). Equation (2) reveals that capital adequacy is a ratio between the total equity and total asset. This indicates the owner’s interest in the total worth of business which should

---

13 For further details on multicollinearity, see (Yoo et al. 2014).
be theoretically associated with the total assets of the company. However, this number is not expected to create serious concerns about multicollinearity.

Table 2. Correlation analysis.

<table>
<thead>
<tr>
<th></th>
<th>ROA</th>
<th>ROE</th>
<th>Size</th>
<th>CA</th>
<th>CR</th>
<th>ME</th>
<th>LR</th>
<th>BMI</th>
<th>IR</th>
<th>LMS</th>
<th>IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROA</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROE</td>
<td>0.40*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>0.45*</td>
<td>0.15*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>-0.10</td>
<td>0.03</td>
<td>-0.60</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>-0.66*</td>
<td>-0.21*</td>
<td>-0.26*</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ME</td>
<td>0.05</td>
<td>0.07</td>
<td>-0.07</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>-0.17*</td>
<td>-0.09</td>
<td>-0.23*</td>
<td>0.10</td>
<td>0.02</td>
<td>0.01</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>-0.45*</td>
<td>-0.26*</td>
<td>-0.16*</td>
<td>0.15*</td>
<td>0.39*</td>
<td>-0.36*</td>
<td>0.25*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR</td>
<td>-0.12</td>
<td>0.23*</td>
<td>-0.01</td>
<td>0.05</td>
<td>0.09</td>
<td>0.14*</td>
<td>-0.04</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LMS</td>
<td>0.06</td>
<td>0.01</td>
<td>-0.20*</td>
<td>0.05</td>
<td>-0.03</td>
<td>-0.16*</td>
<td>0.03</td>
<td>0.12</td>
<td>-0.27*</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>-0.11</td>
<td>-0.16*</td>
<td>-0.09</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.27*</td>
<td>0.08</td>
<td>0.52*</td>
<td>0.07</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note. * indicates significance at the 5 percent level of significance.

Table 3. Panel unit root tests.

<table>
<thead>
<tr>
<th></th>
<th>Levin–Lin–Chu Test</th>
<th>Hadri LM Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td></td>
<td>t-Statistics</td>
<td>p-Value</td>
</tr>
<tr>
<td>ROA</td>
<td>-15.8812</td>
<td>0.0000</td>
</tr>
<tr>
<td>ROE</td>
<td>-5.4712</td>
<td>0.0000</td>
</tr>
<tr>
<td>Size</td>
<td>-4.288</td>
<td>0.0000</td>
</tr>
<tr>
<td>CA</td>
<td>-5.0845</td>
<td>0.0000</td>
</tr>
<tr>
<td>CR</td>
<td>-6.3695</td>
<td>0.0000</td>
</tr>
<tr>
<td>ME</td>
<td>-80.1401</td>
<td>0.0000</td>
</tr>
<tr>
<td>LR</td>
<td>-4.4801</td>
<td>0.0000</td>
</tr>
<tr>
<td>BMI</td>
<td>-15.5373</td>
<td>0.0000</td>
</tr>
<tr>
<td>IR</td>
<td>-5.5764</td>
<td>0.0000</td>
</tr>
<tr>
<td>MS</td>
<td>-10.8296</td>
<td>0.0000</td>
</tr>
<tr>
<td>IP</td>
<td>0.1755</td>
<td>0.5697</td>
</tr>
</tbody>
</table>


Turning now towards the macroeconomic variables, Column 9 to 11 present the correlation coefficient along with its statistical significance of the macroeconomic variables, including interest rates, money supply and industrial production. Interest rates have a moderate level of correlation with industrial production ($\rho_{IR,IP} = -0.52; p < 0.05$). However, this number is below the suggested benchmark for multicollinearity (see Haitovsky 1969). Correlation analysis reveals that all independent variables can be used in the regression analysis and the estimated coefficients are not subject to any sensitivity.

It can be seen from the correlation analysis that returns on the asset has a statistically significant correlation with the credit rating ($\rho_{ROA,CR} = -0.52; p < 0.05$), however, the direction of this relationship...
is not clear. Credit rating might be affected due to the return on assets which is expected to create the issue of endogeneity. To prevent the potential consequences of endogeneity, we applied dynamic panel data estimation to obtain the unbiased and consistent estimate in this setting of our banking, as well as financial and economic variables (Chenhall and Moers 2007; Van Lent 2007). Interestingly, the return on assets and the return on equity are correlated ($\rho_{\text{ROA,ROE}} = 0.40; p < 0.05$) which makes sense in terms of accounting since the equity is an integral part of the total size of the banking business.

5.2. Panel Unit Root Tests

Nelson and Plosser (1982) initially pointed out the issue of a unit root in the aggregated time series data. Later, the procedure of the unit root test became the necessary procedure for any economic analysis (Nelson and Plosser 1982; Huang et al. 2008). In panel data analysis, the panel unit root test is necessary to identify the stationary properties of the variables. Several panel unit root tests can be applied. We apply the Levin–Lin–Chu (LLC) and Hadri LM tests to ensure the robustness of the results (Levin et al. 2002; Hadri 2000). Table 3 presents the result of the panel unit root test for each variable. Column 1 and 2 of Table 3 show the results of the Levin–Lin–Chu panel unit root test. Similarly, Column 3 and 4 of Table 3 present the results of the Hadri LM panel unit root test. In Table 3, there is a piece of clear evidence that ROA, ROE, Size, CA, CR, ME, LR, BMI, and IR are statistically significant at the 5% level of significance which reveals that these variables are stationary at the level. However, we found contradictory results for the case of MS and IP. Due to these conflicting results, we estimated Equations (6), (7), (10), and (11) in both forms to avoid any over-differencing problem. However, we ensured that all variables used in the dynamic panel estimation is stationary at the level.

5.3. Dynamic Panel Data Estimation

Table 4 presents the dynamic panel data estimates from Equations (6)–(11). Column 1 and 2 of Table 4 present the dynamic panel data estimation of all the (bank-specific and macroeconomic) determinants using ROA and ROE as a measure of profitability, respectively. Column 3 and 4 of Table 4 presents the dynamic panel data estimation of bank-specific determinants using ROA and ROE as a measure of profitability, respectively. Column 5 and 6 presents the dynamic panel data estimation of macroeconomic determinants using ROA and ROE as a measure of profitability, respectively.

The dynamic panel data estimates of Equations (6) and (7) reveal that none of the variables affect the bank profitability in Pakistan. More specifically, the bank size ($\alpha_7 = -0.2710; p > 0.05$), capital adequacy ($\alpha_2 = 0.3090; p > 0.05$), credit rating ($\alpha_3 = -0.2850; p > 0.05$), management efficiency ($\alpha_4 = -0.0019; p > 0.05$), liquidity ratio ($\alpha_5 = -0.1290; p > 0.05$), and business mix indicator ($\alpha_6 = -115.5000; p > 0.05$) have no impact on the return on assets of the banking sector of Pakistan. These findings are consistent with the Kosmidou (2008). The economic theory reveals that bank profitability might be subject to economics or diseconomies of the scale. The internal determinant, bank size, accounts for the economies or diseconomies of scale (Shepherd 1972). For the case of the Pakistani banking industry, none of the effect is dominating. Furthermore, the production capacity of the bank, the numerous services the bank provides, the quality and quantity of services that the banks may offer to its prospects at a given time, determines the size of the banks (Sritharan 2015).

---

14 Unit root tests are also a necessary procedure for the panel data analysis. See Levin et al. (2002) for the further details on the asymptotic and finite-sample properties for the case of the panel unit root.

15 In the case of contradictory results, we ensured that the variables must be stationary at least under one criterion.
Table 4. Impact of bank-specific and macroeconomic determinants on financial performance—Arellano-Bond Framework.

<table>
<thead>
<tr>
<th></th>
<th>ROA</th>
<th>ROE</th>
<th>ROA</th>
<th>ROE</th>
<th>ROA</th>
<th>ROE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>SZ</td>
<td>−0.2710</td>
<td>−12.8400</td>
<td>0.0088</td>
<td>−0.2580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−0.82)</td>
<td>(−0.52)</td>
<td>(0.17)</td>
<td>(−0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>0.3090</td>
<td>16.3600</td>
<td>0.4030 **</td>
<td>20.6700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1.03)</td>
<td>(0.73)</td>
<td>(3.17)</td>
<td>(1.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>−0.2850</td>
<td>−17.1000</td>
<td>−0.0322</td>
<td>−7.4970</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−1.10)</td>
<td>(−0.88)</td>
<td>(−0.63)</td>
<td>(−1.27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ME</td>
<td>−0.0019</td>
<td>−0.1440</td>
<td>−0.0009</td>
<td>−0.1100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−0.72)</td>
<td>(−0.74)</td>
<td>(−0.95)</td>
<td>(−1.03)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>−0.1290</td>
<td>−3.9410</td>
<td>−0.0784 **</td>
<td>−1.4140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−1.47)</td>
<td>(−0.60)</td>
<td>(−3.03)</td>
<td>(−0.47)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>−115.5000</td>
<td>−78.7350</td>
<td>−30.0900</td>
<td>−47.7850 *</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−1.32)</td>
<td>(−1.20)</td>
<td>(−1.66)</td>
<td>(−2.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR</td>
<td>0.002170</td>
<td>0.08950</td>
<td>−0.0005 **</td>
<td>−0.0419</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1.01)</td>
<td>(0.56)</td>
<td>(3.09)</td>
<td>(1.92)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LMS</td>
<td>0.0014</td>
<td>−0.0138</td>
<td>0.0012</td>
<td>−0.0818</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.25)</td>
<td>(−0.03)</td>
<td>(1.08)</td>
<td>(0.54)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>0.00680</td>
<td>−0.0581</td>
<td>−0.0151 *</td>
<td>−1.4430</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.24)</td>
<td>(−0.03)</td>
<td>(−2.17)</td>
<td>(−1.54)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.9130</td>
<td>43.49</td>
<td>0.00540</td>
<td>2.8950</td>
<td>0.0085 *</td>
<td>0.6530</td>
</tr>
<tr>
<td>(0.86)</td>
<td>(0.55)</td>
<td>(0.03)</td>
<td>(0.16)</td>
<td>(2.25)</td>
<td>(1.28)</td>
<td></td>
</tr>
</tbody>
</table>

Sargan Test

<table>
<thead>
<tr>
<th></th>
<th>Test-statistics</th>
<th>(p-values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.253</td>
<td>0.3793</td>
</tr>
</tbody>
</table>

AR(1)

|       | −5.6717 | −7.8577 | −5.3995 | −8.8993 | −8.6928 | −10.5770 |
|-------| (z, p-value) |
|       | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

AR(2)

|       | −1.3398 | 1.5516 | −1.3947 | 0.84651 | −1.1889 | 2.3983 |
|-------| (z, p-value) |
|       | 0.1803 | 0.1208 | 0.1631 | 0.3973 | 0.2345 | 0.1650 |

| N     | 260 | 260 | 280 | 280 | 260 | 260 |

Note. * and ** indicate significance at 10% and 5% t-statistics in parentheses.

Then, we extend our analysis on the return on equity as a measure of the financial performance of the Pakistani banking sector. These results also indicate that bank size (β7 = −12.8400; p > 0.05), capital adequacy (β2 = 16.3600; p > 0.05), credit rating (β3 = −17.1000; p > 0.05), management efficiency (β4 = −0.1440; p > 0.05), liquidity ratio (β5 = −3.9410; p > 0.05), and business mix indicator (β6 = −78.7350; p > 0.05) do not affect the return on equity of the banking sector of Pakistan. Again, we find the similar evidences on the bank size where none of the effect is dominating (Kosmidou 2008; Shepherd 1972). These results of consistent with the contemporary research (Athanasoglou et al. 2008) indicate that bank-specific and macroeconomic variables should be not included in a single equation due to the overlapping effect. There is a possibility that the estimated standard errors of these estimates are greater than the true standard error and the estimated test-statistics falls under the non-rejection region.

Therefore, we extended this analysis from Equations (8)–(11). Column 3 and 4 of Table 4 present the results of bank-specific determinants of bank profitability. The most striking result to emerge from the data is that capital adequacy (ξ2 = 0.4030; p < 0.05) accelerates the profitability of the banking sector in Pakistan (Ogboi and Unuafe 2013). Capital structure plays a critical role for any firm by providing an opportunity to increase the organisational profitability and the overall value of an organisation. One of the possible reasons for this positive impact is the fact that capital structure decisions are critical for the banks. These decisions provide them with an opportunity to boost up their profit margins and combat with the stiff market competition (Abor 2005; Nikoo 2015; Umar et al. 2012; Salteh et al. 2012;
Generally, the capital adequacy ratio is considered safe, and it is more likely that banks meet their financial obligations. Theoretically, this leads to the profitability of the banks. Capital adequacy helps the banking system and regulators to absorb any negative shock in the financial and economic system. In a similar vein, capital adequacy also helps in mitigating the number of bank failures and losses (Almazari 2013). This evidence is consistent with the existing empirical literature (Ogboi and Unuafe 2013; Abor 2005; Nikoo 2015; Umar et al. 2012; Salteh et al. 2012; Arbabiyan and Safari 2009). There is no empirical evidence from the bank-specific analysis that bank size ($\xi_7 = 0.0088; p > 0.05$), credit rating ($\xi_3 = -0.0322; p > 0.05$), management efficiency ($\xi_4 = -0.0009; p > 0.05$) and business mix indicator ($\xi_6 = -30.0900; p > 0.05$) have an impact on the return on assets of the banking sector of Pakistan. These results contrast with the existing literature (Bourke 1989; Molyneux and Thornton 1992; and Birindelli et al. 2015). Furthermore, this analysis reveals that the liquidity ratio ($\xi_8 = -0.0784; p < 0.05$) deteriorates the financial performance of the Pakistani banking sector. These results are consistent with the theory and empirical evidence (Molyneux and Thornton 1992).

In the banking sector, liquidity risks transmit into the unpaid loans and hence the lower return. Equation (4) further suggests that the liquidity risk is the ratio of total loans and customer deposits. The higher liquidity risk puts pressure on the total amount of recovery. In particular, the higher liquidity risk will enhance the probability of default on the loans. Therefore, the higher liquidity risk deteriorates the financial performance of the Pakistani banking sector. The insignificant results of the bank size reveal that we have no evidence that Pakistani banks are availing any benefit of the economies of scale (Mamatzakis and Remoundos 2003). This might be due to the intense competition in the Pakistani banking sector (Bhatti and Hussain 2010). The next section of this empirical investigation is about the impact of bank-specific indicators on the return on equity for the banking sector of Pakistan. We find no empirical evidence that bank size ($\lambda_3 = -0.2580; p > 0.05$), capital adequacy ($\lambda_1 = 20.6700; p > 0.05$), credit rating ($\lambda_3 = -7.4970; p > 0.05$), management efficiency ($\lambda_4 = -0.1100; p > 0.05$), and liquidity ratio ($\lambda_5 = -1.4140; p > 0.05$) have an impact on the return on equity of the banking sector of Pakistan. These results are consistent with the existing literature (Abor 2005; Nikoo 2015; Umar et al. 2012; Salteh et al. 2012; Arbabiyan and Safari 2009). However, this component of the dynamic panel data investigation reveals that the business mix indicator ($\lambda_6 = -47.7850; p < 0.10$) deteriorates the return on equity through enhancing the selling options for the organisation when diversification increases. This phenomenon, in turn, raises the level of the profit margins.

Turning now to the macroeconomic variables, our results indicate that the interest rate ($\varphi_1 = -0.0005; p < 0.05$) and industrial production ($\varphi_3 = -0.0151; p < 0.10$) deteriorate the return on assets of the banking sector of Pakistan. However, we could not find any pieces of evidence on the linear relationship between money supply ($\varphi_2 = 0.0012; p > 0.05$) and the financial performance of the banking sector of Pakistan. Our results further reveal that the interest rate ($\gamma_1 = -0.0419; p > 0.05$), money supply ($\gamma_2 = -0.0818; p > 0.05$), and industrial production ($\gamma_3 = -1.4430; p > 0.05$) have no impact on the return on equity of the banking sector of Pakistan. Our results are consistent with the existing empirical literature (Akomolafe et al. 2015; Beckmann 2007). For the estimates of all Equations from (6) to (11), we provided the values of the Sargan Test and Arellano–Bond test. The Sargan test indicates that there was no evidence of over-identifying restrictions. The AR (1) and AR (2) values reveal that the first-order autocorrelation is negative and statistically significant at 1 percent level of significance. However, the second-order autocorrelation is insignificant (See Table 4). These results indicate that our estimates are consistent.

Overall, these findings suggest that the managers should carefully take capital decisions since these decisions provide them with an opportunity to lift their profit margins. The managers should develop effective policies to ensure the reduction in the level of non-performing loans. Furthermore, the government needs to formulate stringent strategies that influence the banks to increase the number of assets and the capital base. Looking at the product lines, the banks should enhance their number of products that will eventually raise their profit margins. Furthermore, these findings reveal that the
regulatory bodies and the State Bank of Pakistan should develop a robust mechanism to control the interest rates. This study is limited to the credit risk, liquidity risk, management efficiency, capital adequacy and the business mix indicator that works as the determinant of bank’s profitability. Hence, this study is limited to the banking sector of Pakistan and carefully implemented on other components of the financial system. These results are based on the financial statement data and accounting measures. However, accounting data are prepared in the standardised procedures, which may leave out qualitative aspects. Besides, accounting ratios may not represent the current situation of the profitability of the banking sector.

6. Limitations and Future Research

This research has some limitations. The profitability of a financial sector can be measured through a wide range of gauges. However, this research focuses on the credit risk, liquidity risk, management efficiency, capital adequacy and the business mix indicator. Furthermore, we only included the banking sector of Pakistan. These indicators are calculated through the financial ratio formulas using the data obtained from financial statements. However, accounting data were prepared in standardised procedures, which may leave out qualitative aspects. In addition, accounting ratios may not represent the current situation of the profitability of the banking sector. To develop the full picture of the profitability, further studies are needed that include other gauges of the profitability including the net profit margin and net interest margin. Future research should include the non-banking components of the financial sector of Pakistan. The profitability behaviour of the Islamic banking sector might be different in Pakistan due to the religious affiliation of the customers.

7. Conclusions

The objective of this study was to evaluate the impact of bank-specific and macro-economic determinants of the profitability of the banking sector of Pakistan. For the bank-specific analysis, we collected the data from the financial statements of 20 banks ranging the period from 2003 to 2017. For the macro-economic analysis, we retrieved the data from the International Financial Statistics (IFS) dataset published by the International Monetary Fund. We applied a generalised method of moments (GMM) technique under the Arellano–Bond framework to a panel of Pakistani banks. The results of this empirical investigation reveal that capital adequacy accelerates the profitability of the banking sector of Pakistan. This indicates that capital structure decisions are crucial for the management of banks. In this way, the bankers can boost their profit margins and combat with the stiff market competition. The higher proportion of equity also helps the banking system to soak up any negative shock in the financial and economic system. Conversely, our empirical investigation reveals that the liquidity ratio, business mix indicators, interest rates, and industrial production deteriorates the bank profitability. Enhancing the probability of the default risk, the liquidity risks transmit into the unpaid loans and hence lower the return.
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