A Fusion Visualization Method for Disaster Information Based on Self-Explanatory Symbols and Photorealistic Scene Cooperation
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Abstract: Scientific and appropriate visualizations increase the effectiveness and readability of disaster information. However, existing fusion visualization methods for disaster scenes have some deficiencies, such as the low efficiency of scene visualization and difficulties with disaster information recognition and sharing. In this paper, a fusion visualization method for disaster information, based on self-explanatory symbols and photorealistic scene cooperation, was proposed. The self-explanatory symbol and photorealistic scene cooperation method, the construction of spatial semantic rules, and fusion visualization with spatial semantic constraints were discussed in detail. Finally, a debris flow disaster was selected for experimental analysis. The experimental results show that the proposed method can effectively realize the fusion visualization of disaster information, effectively express disaster information, maintain high-efficiency visualization, and provide decision-making information support to users involved in the disaster process.
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1. Introduction

China is a disaster-prone country. There are more than one million casualties caused by sudden natural disasters each year, and the comprehensive economic losses have reached hundreds of billions of CNY (USD is equivalent to 6.78 CNY) [1]. In China, natural disasters are characterized by their different types (e.g., landslide, flood, debris flow, etc.), their wide geographical distribution, their high frequency of occurrence, the heavy losses they incur, and their serious social impact [1,2]. The Sendai Framework for Disaster Risk Reduction 2015–2030 (SFDRR) and National Comprehensive Disaster Prevention and Mitigation Plan of China (2016–2020) highlight the need to strengthen scientific and technological support capacity for disaster prevention and mitigation, to improve the effectiveness of disaster simulation, and to enhance people’s awareness of disaster prevention and mitigation [3–6]. It can be seen that strengthening research on scientific issues pertaining to disaster prevention and mitigation plays an extremely important role in enhancing disaster emergency decision-making and formulating comprehensive prevention strategies. However, disaster management is a very complex process, which mainly includes four stages—prevention, preparedness,
response, and recovery [7–11]. Emergency response, especially, requires instantaneity or near instantaneity and involves lots of users with different professional backgrounds. How to clarify scene objects, improve the effective scientific visualization of disaster information, and increase the effectiveness and readability of disaster information transmission in short emergency response time have all become scientific problems that urgently need solving [12–17]. The paper “Strong Ground Motion Prediction Using Virtual Earthquakes”, published in the journal Science in January 2014, highlighted that constructing a virtual environment can provide a new approach to disaster emergency decision-making [12]—decision makers can practice formulating emergency response plans, emergency rescue, and evacuation. Therefore, constructing a virtual geographical environment (VGE) to both realize the fusion visualization and sharing of disaster knowledge and assist in disaster analysis and emergency decision-making is a fundamental trend in current disaster prevention and mitigation [18–21].

The first decision to make before creating a VGE is to choose an appropriate method to represent scene objects [22,23]. The choice of visualization will have an impact on all the later phases of development, efficiency, cognition, and usability. Visualization is characterized by a continuum, and there are multiple visual expression modes between realistic and abstract expressions. Therefore, it is necessary to choose an appropriate visual expression mode considering the application requirements and technical limitations [23–25].

The existing research on visual expression mainly includes two aspects. Some studies have focused on photorealistic rendering (e.g., urban planning, tourist location, and flight simulation), which requires scene objects to be highly lifelike, thus enriching the quantity and quality of visual information [17,26,27]. However, it is difficult to obtain high-resolution and high-precision data in short response times during a disaster emergency process. More often, users prefer to focus on the disaster information that is transmitted by scene objects rather than pursue the highly realistic experience of disaster scenes, because disaster information can be useful in assisting decision-making, analysis and exploration. Furthermore, a more highly realistic disaster scene requires high-performance computer hardware and software; this is prone to generating excessive visual noise, which causes the information of disaster scenes to be overloaded, thus making users face complex information processing tasks [28,29]. Other studies have emphasized the method of visualization based on visual variables (e.g., color, motion, direction, and size); the users are attracted to, then guided to focus on, the area of interest by designing symbols and adding annotations [30–34]. Nevertheless, symbols are less capable of facilitating mental mapping than photorealistic expression, and it is difficult to promote risk awareness. Alternatively, a disaster scene involves so many scene objects (e.g., terrain, simulation, and thematic information) that the visualization of a single symbol cannot fully express the disaster information on the macro scale, and the direct overlay of symbols and scenes may lead to poor scene modeling and incorrect spatial semantic relationships.

This paper proposes a fusion visualization method for disaster information based on self-explanatory symbols and photorealistic scene cooperation. The aim is to promote visualization and cognitive efficiency of the scene, with a certain degree of realism. We mainly focus on the choices of visualization methods for different disaster scene objects (e.g., when self-explanatory symbols or photorealistic expressions are used), dynamic fusion construction of disaster scene based on a series of objects, and revealing the advantages of self-explanatory symbols and photorealistic scene cooperation in maintaining the balance between the effectiveness of disaster information transmission and the efficiency of scene rendering. Specifically, we address the following problems:

1. How to select reasonable visualization methods for different scene objects and realize their cooperation;
2. How to dynamically construct a disaster scene based on different scene objects;
3. How to evaluate the advantages of self-explanatory symbols and photorealistic scene cooperation method compared with the traditional single visualization method.
The remainder of this paper is organized as follows: Section 2 introduces the idea of scene division and describes the method of the self-explanatory symbol and photorealistic scene cooperation. Using a debris flow disaster as an example, Section 3 describes the development of a prototype system and experimental analysis. Section 4 presents the conclusions of this study and provides a brief discussion of future work.

2. Methodology

2.1. Disaster Scene Division and Semantic Description

Disaster scenes involve many objects, and the spatial relationship of these objects is complicated, so it is necessary to divide the disaster scene from the top to the bottom and give a semantic description. Geographic ontology can conceptualize and clearly define scene objects and express their relationship in a unified and formal way [35]. Taking a debris flow disaster as an example, a debris flow disaster scene is divided into three parts from the conceptual level, including a basic geographic scene, a simulation information scene and a thematic information scene, which are gained via a literature review, expert research and reference to national or industry standards [36–39]. Each element contains the corresponding data, which is clearly defined. Then, geographic ontology is used to describe the concept of each element and its spatial semantic relationship. Finally, web ontology language (OWL) is used to express the structure of the debris flow scene in a formal way. Figure 1 shows the concept hierarchy of the geographical ontology in a debris flow disaster scene.

2.2. Fusion Visualization of Self-Explanatory Symbols and Photorealistic Scene Cooperation

2.2.1. Continuous Hierarchy of Non-Photorealistic and Photorealistic Expression

Figure 1. Concept hierarchy of the geographical ontology in a debris flow disaster scene.
2.2. Fusion Visualization of Self-Explanatory Symbols and Photorealistic Scene Cooperation

2.2.1. Continuous Hierarchy of Non-Photorealistic and Photorealistic Expression

Visualization is characterized by a continuum. According to the degree of abstraction of the real world, one side is a non-photorealistic visualization and another side is a photorealistic visualization, as shown in Figure 2. There is no single correct means of visualization when abstracting the real world, and the combination of different visualization methods may give very surprising results. In the process of expressing disaster information, rich semantic information is better than photorealistic visualization, and the combination of non-photorealistic visualizations (such as language, symbols, and color) and photorealistic visualization can reveal more disaster semantic information while ensuring a certain degree of realism.

![Figure 2](image)

**Figure 2.** Continuous hierarchy of non-photorealistic and photorealistic expression.

2.2.2. Self-Explanatory Symbols and Photorealistic Scene Cooperation

To illustrate the principles of the self-explanatory symbol and photorealistic scene cooperation, a cube model is designed based on three indicators: The difficulty in obtaining disaster information, the influence of visualization efficiency, and the necessity of augmented expression. Every disaster object can be placed in this cube. Figure 3 shows the structure of the cube model of the self-explanatory symbol and photorealistic scene cooperation.

1. The difficulty in obtaining disaster information. This indicator mainly refers to the difficulty and rapidity of obtaining disaster information in an emergency.
2. The influence of visualization efficiency. This indicator mainly refers to the influence of disaster information objects on the rendering frame rate.
3. The necessity of augmented expression. Semantic information is more important than photorealistic expression in the emergency state. Therefore, some disaster information behind the surface needs to be augmented expression.

When visualizing disaster information, we need to consider the difficulty of disaster information acquisition first. If the acquisition is difficult, then it is necessary to replace it with other simple models or symbols. Second, the visualization efficiency and augmented expression need to be considered. Photorealistic expression may lead to a lack of semantic information and a low rendering
rate. Therefore, the combination of language, symbols, and photorealistic expression of disaster evolution can make the disaster scene easy to read and understand.

Digital elevation models (DEMs) and remote sensing images can be quickly obtained by unmanned aerial vehicles (UAVs) after a disaster occurs, and these data are characterized by high efficiency and high resolution. The construction of a virtual 3-dimensional (3D) scene using the level of detail (LOD) not only has a sense of reality and high rendering efficiency but also contributes to perception of the entire disaster scene on a large scale. Aiming to assist scientific decision-making, it is necessary to access disaster simulation information to predict the trend of the disaster during the emergency response process. Decision-makers are more concerned about disaster information (e.g., range, evolution time, inundation) behind the evolution process than they are with having photorealistic expression of the disaster. Hence, feature visualization is adopted to display the disaster process, augment the transmission of disaster information, and maintain a certain degree of realism, because real disaster evolution processes can facilitate mental mapping.

Because social statistic data (such as population and property data) can be easily obtained and have a low impact on the scene visualization efficiency, these data can be expressed in the form of language after spatialization. Residential buildings and roads at risk are always the focus of decision-makers, rescuers, and the public after a disaster occurs. However, it is difficult to obtain these data and achieve a high degree of realism in reproduction, and photorealistic scene objects tend to lack semantic information. Using a simplified LOD model with emergency color to visualize such objects, the effective and augmented transmission of disaster information can be realized with a guarantee of certain realism. Dangerous and important facilities are widely distributed, so a symbol is a better method to present their geographical location and augment the ability of disaster information transmission.

2.2.3. Fusion of Scene Objects with Spatial Semantic Constraints

During the construction process of a disaster scene, different scene objects are modeled and the relationship between different scene objects are considered, then the 3D disaster scene can be quickly constructed through a combination of different objects [40]. Based on this, this paper proposes a method of disaster object fusion with spatial semantic constraints, as shown in Figure 4. To guide the fusion process and render the objects in the correct spatial position and direction, and seamlessly integrate the objects with each other, the spatial semantic rules—which include spatial location, attribute category, and spatial topology—are proposed.
(1) Spatial location

Spatial location mainly includes spatial position and orientation, as shown in Figure 5. Spatial location processes the registration of geographic locations and orientation between different disaster elements. Spatial position includes the plan and elevation; the elevation can be specified in the object construction as the plan position, and it can also be calculated in real-time according to its plane position and the terrain model. Spatial orientation includes heading, pitch, and roll, which are used to match the orientation relationship between objects. Because all of the models are surface models, there is no need to consider the pitch and roll angle; only the heading angle is necessary.

\[
A = \arctan\left(\frac{\cos(90 - B_{\text{lat}}) \cdot \cos(90 - A_{\text{lat}}) \cdot \sin(90 - B_{\text{lat}}) \cdot \sin(90 - A_{\text{lat}}) \cdot \cos(B_{\text{lon}} - A_{\text{lon}})}{\sin C}ight)
\]

\[
C = \arccos\left(\frac{\cos(90 - B_{\text{lat}}) \cdot \cos(90 - A_{\text{lat}})}{\sin(90 - B_{\text{lat}}) \cdot \sin(90 - A_{\text{lat}}) \cdot \cos(B_{\text{lon}} - A_{\text{lon}})}\right)
\]

\[
A_{\text{lat}} \begin{cases} 360^\circ + A & \text{Point B is in the first quadrant} \\ 180^\circ - A & \text{Point B is in the second quadrant} \\ 180^\circ - A & \text{Point B is in the third quadrant} \\ \end{cases}
\]

Point B is in the first quadrant

Point B is in the second quadrant

Point B is in the third quadrant

Figure 5. Spatial position and orientation.
(2) Attribute category
The attribute category regards the non-spatial disaster information as an attribute of the disaster object based on semantic relations. Considerable non-spatial disaster information (e.g., degree of risk, population at risk, inundation, etc.) is classified and stored in the database. This information is then used to achieve fusion of these data and disaster objects according to their spatial locations and semantic relationships. In the case of debris flow, we can query the debris flow velocity, depth, and evolution time during the debris flow evolution process. An example of the fusion of disaster information with an attribute category constraint is shown in Figure 6.

![Figure 6. Fusion of disaster information with attribute category constraints.](image)

(3) Spatial topology
The spatial topological relationship in a 3D space is more complicated than in a 2-dimensional (2D) space, and it is necessary not only to consider the relationship of 3D and 3D, but also to consider the relationship of 3D and 2D models, and of 3D and 1D models, in the spatial topological relationships. Therefore, this paper considers three spatial topological relationships, which include adjacent, disjoint, and overlap, as shown in Formula (1).

\[
R(A, B) = T(A, B) + D(A, B) + O(A, B)
\]  

In the above formula, \(R\) denotes the spatial topological relationship between models A and B. \(T\) denotes that model A is adjacent to model B, which means that two models have the same surface, but the interiors do not intersect (such as the debris flow surface and terrain surface). \(D\) indicates that model A is separate from model B; that is, they do not have a common point (like two different buildings). \(O\) specifies the order of the joint between models. In addition, this paper uses the 2D coordinates of an object and a 3D terrain model to calculate the 3D coordinates at the corresponding level in real time and to solve problems of model suspension and deep burial.

2.2.4. Disaster Scene Cognition and Visualization Efficiency Evaluation
There are many types of research on geographical cognition, especially in the field of cartography, and these studies attempt to improve the researcher’s ability to understand maps by changing the color, size, and shape of symbols [41–44]. This paper proposes cognition and visualization efficiency to evaluate the advantages of self-explanatory symbols and photorealistic scene cooperation. Figure 7 shows the design of cognition and visualization efficiency of disaster scene experiments.
Figure 7. The design of the cognition and visualization efficiency of disaster scene experiments.

1) Construction of the VGE of a disaster
The VGE of a disaster is the basis of the experiment. We achieve the rapid construction of the VGE under multisource disaster information based on spatial semantic constraints by modeling the virtual terrain scene, residential building and road models, simulation data, and thematic data.

2) Cognition of the disaster scene experiment
First, two groups of participants with the same background knowledge and the same number of people are chosen. The participants observe the same disaster scene constructed by two different visualization methods and answer the preset questions. Finally, the answer accuracy and finish time are analyzed from two groups.

3) Rendering efficiency of the disaster scene experiment
We use the roaming method to test the influence of different visualization methods on the rendering frame rate; the same roaming route, roaming height, and roaming time are set for two different disaster scenes.

3. System Implementation and Experimental Analysis

3.1. Study Area and Data Processing
In this paper, the debris flow in Qipan gully, Wenchuan county (30°45' N–31°43' N, 102°51' E–103°44' E), Sichuan Province, China, was selected as the study area in which to perform the experimental analysis. The resolution of image data from the study area was 1 m, and the resolution of DEM from the study area was 10 m. Simulation data of debris flow were provided by Yin et al. [45], and the thematic data were provided by the Sichuan Bureau of Surveying, Mapping, and Geoinformation. Disaster data classification and processing are shown in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Content</th>
<th>Data Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic geographic data</td>
<td>Terrain data/image data</td>
<td>.tif</td>
</tr>
<tr>
<td>Debris flow Simulation data</td>
<td>Location/range/depth/velocity Residential</td>
<td>.txt</td>
</tr>
<tr>
<td></td>
<td>buildings/roads/important facilities/dangerous facilities/population</td>
<td>.shp/.txt/.3ds</td>
</tr>
<tr>
<td>Thematic analysis data</td>
<td></td>
<td>.json/.glTF/.png</td>
</tr>
</tbody>
</table>
3.2. Prototype System Implementation and Fusion Visualization of the Disaster Information

Based on the above, the OWL language was used to describe the semantics and the relationship of scene objects. The plugin-free browser/server (B/S) prototype system was implemented using Node.js v6.11.2, HTML5, CSS, JavaScript, and the Cesium open-source library. The interface of the prototype system is shown in Figure 8. The system was mainly used to achieve efficient fusion visualization of the debris flow disaster information and to test the influence of the proposed method on the cognition and rendering efficiency. The prototype system was run and tested on ThinkPad T440. The processor was an Intel(R) Core(TM) i7-4510U CPU @ 2.00 GHz, with 8 GB memory and NVIDIA GeForce GT720M’s graphics card. The browser was Google Chrome 70.0.3538.110.

![Prototype system and study area](image_url)

**Figure 8.** Prototype system and study area.

Based on the prototype system platform, the DEM was overlaid on the image to construct a very realistic LOD virtual 3D scene. To realistically and vividly visualize the spatial–temporal evolution process of debris flow and transmit disaster information (e.g., mud depth and inundation), the visual color of debris flow was adopted in gray, which was in line with public perception, and the mud depth value at each moment and the continuous gray ribbon exhibited one-to-one mapping. To satisfy the requirements of simplicity, intuitiveness, and more semantic information, the residential building at risk was represented by a simplified LOD model with emergency warning colors (such as red, yellow and green). The degree of risk of roads plays a significant role during the process of evacuation and rescue; therefore, red and green were used to indicate that roads were either intact or damaged. Disaster symbols with attributes were adopted to represent the location and accessibility of important facilities and dangerous facilities. Personnel evacuation and rescue were represented by more detailed personal symbol models and vehicle models, combined with roads at risk for display. Self-explanatory symbols and photorealistic scene cooperation not only enables users to quickly and intuitively understand debris flow disasters but also ensures the integrity of disaster scenes with the lack of data. Moreover, a high rendering efficiency and the effective transmission of disaster information can be maintained and then provide decision-making support for emergency management.

After defining the visualization methods of scene objects, this study used spatial semantic constraint rules, such as the spatial location, attribute category, and spatial topology, to constrain and guide the fusion of different scene objects and then achieve the construction of the debris flow disaster scenes. Based on the coordinate values of the DEM grid in WGS84, through mud depth value extraction, mesh construction, and spatial position and orientation calculations, a series of
processes were used to achieve the combination and fusion of various scene objects with spatial location semantic constraints, as shown in Figure 9. Attribute category semantics constrained the expression of non-spatial information in the debris flow disaster scene. Figure 10 shows an example of attribute information fusion of residential buildings at risk. The spatial topology semantics constrained the terrain surface, the boundary of debris flow, and the bottom of the building. Additionally, the elevation of disaster symbols, road models, and residential building models were calculated in different terrain LOD levels so that the spatial topological relations of the scene objects could be correctly expressed. Figure 11 shows the fusion visualization of the debris flow disaster scene with spatial semantic constraints.

![Figure 9. Construction of debris flow scenes with spatial location constraints.](image)

![Figure 10. Attribute information fusion of residential buildings in risk.](image)
3.3. Cognition and Visualization Efficiency of the Disaster Scene Experiments

3.3.1. Cognition Efficiency of the Disaster Scene Experiments

Important facilities, dangerous facilities, and residential buildings at risk were selected as identification objects in the cognitive contrast experiment of debris flow, and were represented by self-explanatory symbols and models with more detailed texture. To avoid the cognitive differences of participants caused by professional background and knowledge, we invited 30 participants, aged 22 to 30 years old, with professional backgrounds in geographic information systems (GIS)-related majors. The participants were randomly assigned to group A and group B. Group A was used to observe scene 1, which was constructed by self-explanatory symbols, photorealistic terrain scenes, and photorealistic debris flow evolution; scene 1 is shown in Figure 12a. Group B was used to observe scene 2, which was constructed by models with more detailed texture, photorealistic terrain scene, and photorealistic debris flow evolution; scene 2 is shown in Figure 12b.

![Fusion visualization of debris flow disaster scenes with spatial semantic constraints.](image-url)

**Figure 11.** Fusion visualization of debris flow disaster scenes with spatial semantic constraints.

![Tests of the difference between scene 1 and scene 2 on cognition efficiency: (a) Scene 1; and (b) scene 2.](image-url)

**Figure 12.** Tests of the difference between scene 1 and scene 2 on cognition efficiency: (a) Scene 1; and (b) scene 2.
(1) Implementation process
Participants observed and identified important facilities, dangerous facilities, and residential buildings at risk, and answered the following questions in turn during the observation process. Experimental scene objects are shown in Table 2:

Table 2. Experimental scene objects.

<table>
<thead>
<tr>
<th>Test Groups</th>
<th>Visualization Types</th>
<th>Important Facilities</th>
<th>Dangerous Facilities</th>
<th>Degree of Risk of Residential Buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Self-explanatory symbols</td>
<td>Schools, hospitals, shelters</td>
<td>Gas station, thermal power plant</td>
<td>High, medium, low</td>
</tr>
<tr>
<td>B</td>
<td>Detailed texture, annotations</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. What is the total number of important facilities, including the number of schools, hospitals, and shelters?
2. What is the total number of dangerous facilities, such as the number of gas stations and thermal power plants?
3. How many levels does the degree of risk of residential buildings have? Which of these risk levels has the largest number of residential buildings?

The above process started by clicking the left mouse button and ended by clicking the right mouse button and then counting stopped. The time spent identifying each object and the total time of the entire test process were automatically recorded by the system. The entire experimental process and requirements were explained to the participants in 3 minutes before the start of the test. After the experiment, participants were asked to observe the two scenes at the same time and evaluate their intuitive feelings.

(2) Evaluation criteria
This paper evaluated the experimental results from the answer accuracy and finish time, as shown in Table 3. The answer accuracy reflects the effectiveness of disaster information transmission, and the finish time reflects the participants' cognitive efficiency when processing disaster information.

Table 3. Evaluation criterion.

<table>
<thead>
<tr>
<th>Evaluation criterion</th>
<th>Index</th>
<th>Describe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Scene object identification and question and answer accuracy</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>The average time taken to finish the cognitive experiment</td>
</tr>
</tbody>
</table>

(3) Experimental results analysis
The average accuracy, finish time, and variance of the two groups were calculated according to the answer accuracy and finish time of each participant in groups A and B, as shown in Table 4.

Table 4. Evaluation index.

<table>
<thead>
<tr>
<th>Evaluation Index</th>
<th>Group A</th>
<th>Group B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy (%)/variance</td>
<td>91.93/94.49</td>
<td>80.20/159.03</td>
</tr>
<tr>
<td>Average finish time (s)/variance</td>
<td>62.20/332.45</td>
<td>168.93/3361.78</td>
</tr>
</tbody>
</table>

The above results show that the average accuracy of group A participants was higher than 90%, and the average finish time was approximately 1 minute. The average accuracy of group B participants was approximately 80%, and the average completion time was approximately 3 minutes. This shows
that the amount of disaster information in scene 1 was less than in scene 2 and that the self-explanatory symbol has a stronger ability to transmit information than the model with detailed texture. In addition, the average accuracy, average finish time, and variance of group A were lower than those of group B. These findings prove that the experimental results of group A were more stable and indicate that scene 1 had lower requirements for the participants’ cognitive abilities and would be more suitable for people with different knowledge backgrounds (such as the various types of users involved in disaster emergency response).

After the experiment, we asked participants to evaluate their intuitive experiences about scene 1 and scene 2. Most participants believed that scene 1 had less information than scene 2, and they were more easily attracted to the photorealistic model.

3.3.2. Rendering Efficiency of the Disaster Scene Experiment

This paper tested the visualization efficiency of scenes 1 and 2 to quantify the influence of the photorealistic expression on the rendering rate. We roamed through scene 1 and scene 2 along a certain path. The scene roaming direction was the same as the direction of the debris flow routing. The elevation of the roaming flight path was 800 m, and the flight time was 60 s.

In Figure 13, the green curve represents scene 1, in which the self-explanatory symbols were loaded. The red curve represents scene 2, in which the models with detailed texture were loaded. The frame rate represented by the green curve is higher than that of the red curve, which indicates that loading self-explanatory symbols had an obvious advantage in improving scene rendering efficiency compared with photorealistic visualization.

4. Conclusions and Future Work

Aiming to improve the low efficiency of scene visualization, disaster information recognition, and sharing difficulties, this paper proposed a fusion visualization method for disaster information based on self-explanatory symbols and photorealistic scene cooperation. First, the disaster scene was divided from the top to the bottom, and the geographic ontology was used to describe the concept of each scene object and its spatial semantic relationship. Second, a cube model was designed based on three indicators: The difficulty in obtaining disaster information, the influence of visualization efficiency, and the necessity of augmented expression. Furthermore, the cube was used to illustrate the principles of self-explanatory symbols and photorealistic scene cooperation. Third, to ensure the standardization of the scene, spatial semantic constraint rules were constructed to guide the fusion of scene objects. Finally, a debris flow disaster that occurred in Qipan gully was selected for experimental analysis. In this study, a debris flow scene based on spatial semantic constraints was constructed, and the difference among the self-explanatory symbols and photorealistic scene cooperation and
photorealistic visualization on the cognition efficiency and rendering rate was tested. The experimental results show that the proposed method can efficiently realize the fusion visualization of disaster information. Additionally, this method can also effectively express disaster information and maintain high-efficiency visualization, and provide decision-making information support to users involved in the disaster process.

Despite the achievements described above, this paper has some shortcomings. For example, due to the lack of photorealistic data, only residential buildings at risk, dangerous facilities, and important facilities were used to test the influence of self-explanatory symbols and detailed models on the cognition efficiency and rendering rate. Therefore, more scene object comparisons should be considered in future work. In addition, our experiments regarding cognition efficiency of the disaster scene in this paper should be modified to utilize eye-tracking measurements in future work.
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