Crime Prediction with Historical Crime and Movement Data of Potential Offenders Using a Spatio-Temporal Cokriging Method
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Abstract: Crime prediction using machine learning and data fusion assimilation has become a hot topic. Most of the models rely on historical crime data and related environment variables. The activity of potential offenders affects the crime patterns, but the data with fine resolution have not been applied in the crime prediction. The goal of this study is to test the effect of the activity of potential offenders in the crime prediction by combining this data in the prediction models and assessing the prediction accuracies. This study uses the movement data of past offenders collected in routine police stop-and-question operations to infer the movement of future offenders. The offender movement data compensates historical crime data in a Spatio-Temporal Cokriging (ST-Cokriging) model for crime prediction. The models are implemented for weekly, biweekly, and quad-weekly prediction in the XT police district of ZG city, China. Results with the incorporation of the offender movement data are consistently better than those without it. The improvement is most pronounced for the weekly model, followed by the biweekly model, and the quad-weekly model. In sum, the addition of offender movement data enhances crime prediction, especially for short periods.
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1. Introduction

Since criminal activities are closely related to the social and built environment [1–3], the rapid change of the latter two may alter the spatial and temporal crime pattern, which in turn, brings new challenges to the city management. Efficient and accurate crime prediction at a suitable spatio-temporal scale is a pressing need of the police for situational crime prevention efforts. Benefited from its general applicability and predictive ability, machine learning has been used in various disciplines, including criminology. Both scholars and practitioners have been trying to take advantage of various machine-learning algorithms to predict crime patterns and tailor situational crime prevention strategies [4–8]. Some of them solely use historical crime data [7,9–11], while many consider additional factors for the sake of improving the accuracy of crime prediction [12]. The latter approach is theoretically sound because the distribution of crimes often has complex relationships with the social/built environment (e.g., nearby buildings, facilities, residents and activities, the perception of crime) [13–19].
Existing criminology theories provide insights into the selection of the additional factor, such as the activity of potential offenders. Routine activity theory expounds that the “potential offender” is one of the causes of criminal opportunities [20]. Crime Pattern theory suggests that crime happens where the motivated offender and victim co-exist at the same time [1]. Offenders are likely to commit crimes near their routine activity nodes and paths because of their familiarity with the places [21–24]. Furthermore, general strain theory indicates that the strain of previous offenders may increase recidivism because they may experience difficulties in finding positive values when getting back to society, and their activity nodes usually do not change much [25]. The perception of crime can also affect the activity of people and then affect the crime patterns [17–19]. People are likely to be more active in the spaces they feel safe, such as the places under the surveillance of police for deterring the movement of potential criminals. It means that the activity patterns of previous offenders can be similar to those of current offenders, which are closed to the crime spots. Therefore, the inclusion of the data from the offenders’ perspective, especially those with a high temporal resolution, may improve the accuracy of crime prediction.

Although offenders’ data do exist, they are usually drawn from criminal records or correctional population records, which do not contain precise locational information, let alone the routine activity nodes or paths. Data with finer temporal resolutions recorded by the police are often not accessible. No published crime prediction research has considered the offender movement data with fine spatio-temporal resolutions.

To fill the identified research gap, this study uses the Spatio-Temporal Cokriging (ST-Cokriging) algorithm to assess the possible influence of the activity of potential offenders on the crime patterns and enhance the crime prediction accuracy. The algorithm is proposed by Yang et al. (2020), which is designed to use both historical crime data and auxiliary environmental variables to predict criminal activities [26]. In this algorithm, the traditional cokriging method was extended from the spatial domain to space–time domain with the primary variable and secondary co-variable. Spatial, temporal, and spatio-temporal covariances were modeled in a rigorous statistical approach. Research gaps have been filled for issues such as challenges of incorporating multi-source data that come from the modeling of cross-covariance between different datasets, estimation of valid spatio-temporal structure, and justifications of the use of environment variable(s). We adopted this novel method and applied it to a more comprehensive dataset with the availability of potential offender data. The primary variable representing historical crime risk is constructed with the historical theft and robbery data of 2017 in the XT district, ZG city of China. The covariate representing the routine activities of potential offenders is extracted from the police’s stop-and-question operations data. Weekly, biweekly, and quad-weekly models are implemented, respectively. The comparisons of the prediction results with and without the covariate were made to demonstrate the contribution of the offender movement data to crime prediction.

2. Related Work

2.1. Crime Prediction Methods

Kernel density estimation used to be a popular crime prediction method [9,10], but more and more recent studies start to explore machine learning algorithms. Short et al. (2008) used the biased random walk model [27]. Mohler et al. (2011) used the self-exciting point process model [6]. Bogomolov et al. (2014) used logistic regression, support vector machine (SVM), neural network, decision tree, and random forest to predict eleven types of crime hot spots in London [4]. Castelli et al. (2017) used geometric semantic operators to predict the per capita growth rate of violent crime in cities [5]. Saltos and Cocea (2017) used instance-based learning, regression model and decision tree to predict the frequency of criminal activities and anti-social behavior [7]. Wang et al. (2012) used natural language processing and semantic analysis to identify crime hotspots [8].
As an important prediction method in geostatistics, Cokriging interpolation has been widely used in hydrology, ecology, mechanical design, and social sciences [28–32]. Some efforts have been taken to expand Cokriging by combining the dimension of both space and time, i.e., the ST-Cokriging. Most of the previous studies focus on the measurement of soil moisture data [33], precipitation data [34], and traffic flow data [35]. Although the study of the ST-Cokriging method used for crime prediction is still rare, Yang et al. (2020) applied this method to criminology for the first time and got good results [26]. This study extends the ST-Cokriging method with high spatio-temporal offender movement data to predict crimes.

2.2. Role of Offenders in Criminal Activities

Additional factors of social environment, demographics, economics, and human flow are also used in crime predictions [12]. Castelli et al. (2017) combined the socio-economic data and law enforcement data of American cities since 1990 to predict the urban crime rate and achieved good results [5]. Kang and Kang (2017) proposed a feature-level data fusion method to combine different datasets of crime statistics, demography, and meteorology to predict crimes in Chicago, Illinois [12]. Recently, social media data showing public activities is widely applied. Lan et al. (2019) used a yearlong geotagged tweets dataset as a measure of the ambient population and verified the significant effect on theft crime [36]. Wang et al. (2012) used Twitter data for automatic crime prediction by extracting the spatio-temporal information about different events from the Twitter posts [8]. Gerber (2014) combined a monthly Twitter dataset and 19 types of crime data to predict the daily crime patterns in Chicago, Illinois and found that adding Twitter data can improve the accuracy of crime prediction significantly [37]. Chen et al. (2015) added geotagged tweets and categorized weather data to predict crime patterns [38]. Clearly, the inclusion of additional factors can enhance the effectiveness of crime prediction models. However, offenders’ data have not been included in any prediction research.

The role of potential offenders in criminal activities has long been recognized by routine activity theory [20], crime pattern theory [1], and general strain theory [39]. Cohen and Felson (1979) summarize three factors that contributed to the crime opportunities: potential offenders, suitable targets, and the absence of capable guardians [20]. Criminal activities are likely to happen when a motivated offender encounters a suitable target, and the power of crime prevention is absent at that time. This is especially true for property crimes, including thefts and robberies [14,40–42]. Crime pattern theory suggests that the routine activity space of offenders can be broken down into several activity nodes and linking routes. Offenders are more likely to commit crimes near their activity nodes and routes because their familiarity with the place can enhance the reward and lower the risk [1]. However, it is very hard to get the accurate activity patterns of the real offenders in the predictive period. So, the previous offenders, which are always seen as potential offenders because of their criminal experiences, can be used as an alternative. General strain theory proposed by Agnew (1992) suggests that three kinds of strains could result in crime: “failure to achieve positively valued goals”, “removal of positively valued stimuli”, and “presentation of negatively valued stimuli” [39]. These three factors can bring negative emotions and push the individual into crime. Related work has situated this theory as an explanation for recidivism, proving that the previous offenders in high strains are more likely to re-offend [25]. Thus, the activity of potential offenders could play an important role in the formation of crimes.

Other influence factors include the perception of crime. Scholars have explored the distribution of fear of crime in GIScience [17] and confirmed the correlation between the perception data and the crime hotspots [18]. To decrease the fear of crime, people are more likely to stay in places with lower crime levels [19]. However, perception data are typically collected through survey, in long intervals. Therefore, the limited data on the perception of crime are not ideal for crime prediction, especially in high-temporal resolutions.

Offenders’ perspective has been recognized by both scholars and practitioners [43]. Most offenders’ data are criminal records from the police/court or correctional population records from the jail/prison with little spatio-temporal information. These data can be used to analyze the behavioral characteristics of
offenders, such as psychological attributes [44–46], motivation [47], previous criminal experiences [45,46], and the temporal and spatial characteristics of criminal activities [45,46,48]. Some studies tried to use the limited spatio-temporal information of offenders provided by the police or cellular companies to identify why certain places experience more crimes [21–24]. These places are mainly the current home of the criminals [27,49,50], the former residence of offenders [51], and the homes of their friends where they frequented [27]. One obvious drawback of this type of data is the sample size, which is usually less than 20 individuals [52]. Thus, a pressing need for offenders’ data at a fine spatio-temporal scale is emerging [27,53] but has not been accommodated. This research represents the first effort on the topic.

In this study, besides the historical crime data, we derive a variable representing the activity pattern of potential offenders from the police stop-and-question operations data at precise spatio-temporal scales. It should be pointed out that only aggregated offender movement data are used such that trajectories of the individuals remain confidential. Historical crime risk is used as the primary variable in the ST-Cokriging model, and the potential offenders’ activity data constitute the covariate.

3. Study Area and Data

3.1. Study Area

The research area of this study is the XT district of ZG city in southern China, which covers an area of 7.42 km\(^2\) with 180,000 residents. There exist two distinct parts (north and south) delineated by the inner ring road of ZG city. The two parts have obviously different built and social environments. The northern part is mostly occupied by factories with dense road networks, and the population is mostly local residents. China’s Household Registration system, or Hukou, can be used to separate migrants and local people. Only people with local Hukou are entitled to urban benefits and services. The southern part is the fringe area of the city center, where many commercial facilities, urban villages, and affordable housing are located. Consequently, temporary residents including migrant workers tend to live there, and the built environment is more complex than the northern part. These migrants with Hukou are registered in other cities and are treated as outsiders, and they are not eligible for the benefits and services for the local residents.

3.2. Data

The area is divided into 2604 grids, and the dimension of each grid is 50 m. All data used in this study are organized in this grid format.

3.2.1. Historical Crime Risk (Primary Variable)

The precise historical theft and robbery data in the XT district, ZG city of China from 2 January 2017 (the first Monday of the data) to 3 December 2017 (the last Sunday of the data) are used in this study for the weekly, biweekly, and quad-weekly basis. The data from 2 January 2017 (Monday) to 5 November 2017 (Sunday) are used to calculate the historical crime risk variable (the primary variable). The data from 6 November 2017 (Monday) to 3 December 2017 (Sunday) are used for the crime prediction. We choose thefts from person and robberies from person for two reasons. (1) The vast majority of crimes in the study area fell into these two categories. There were about 3200 crime cases in the XT district from 2 January 2017 to 5 November 2017. The proportion of theft from person and robbery from person is about 55%, while those of burglary, fraud, and assault are about 8%, 7%, 9%, respectively. (2) The covariate showing the potential offenders’ activity is derived from the stop-and-question operations of the police on the street, and thefts and robberies are often considered as street crimes [36,54].

Figure 1 shows the temporal distribution of thefts and robberies for a weekly, biweekly, and quad-weekly basis. The crime counts dropped rapidly near the Spring Festival (28 January 2017). One possible reason could be that the temporary residents (mostly migrants who do not have the local Hukou) might be out of the town and visit relatives in their hometowns, so both potential offenders and victims
as expected, the area at the south of the inner road experiences a much more severe crime problem than the north. The complex built and social environments in the south region result in the concentration of historical crime risk value (hereafter historical crime risk) is the primary variable in the crime prediction models.

The primary variable, historical crime risk is built by preprocessing the theft and robbery data with kernel density estimation (KDE) \([59]\). We set the \(Z(x)_k\) as the kernel density at the crime point \(x\):

\[
Z(x)_k = \sum_{i=1}^{n} \frac{1}{nh} k\left(\frac{x - X_i}{h}\right),
\]

where \(h\) is the threshold value of the distance decay of \(x\). \(n\) is the number of crime points whose distance from \(x\) is not greater than \(h\). \(k\) is the spatial weight function:

\[
k(x) = \begin{cases} 
3\pi^{-1}(1 - x^T x)^2, & x^T x < 1 \\
0, & x^T x \geq 1 
\end{cases}
\]

The normalization of crime risk value is needed to avoid the error in prediction results caused by the inconsistency of dimensions between the primary variables and the covariate. Since the crime distribution does not follow the normal distribution \([60]\), this study chooses the Min-Max Scaling normalization method, which can scale these data equally to the range of \([0,1]\):

\[
Z(x)_n = \frac{Z(x)_k - Z(x)_{\text{min}}}{Z(x)_{\text{max}} - Z(x)_{\text{min}}}
\]

where the \(Z(x)_n\) is the normalized crime risk value at \(x\), \(Z(x)_{\text{max}}\) and \(Z(x)_{\text{min}}\) are the maximum value and the minimum value respectively of the crime risk value in the whole study area. The normalized historical crime risk value (hereafter historical crime risk) is the primary variable in the crime prediction models.

Figure 1 shows the spatial distribution of the normalized historical crime risk in the XT police district (2 January 2017 to 3 December 2017).

The temporal distribution of weekly, biweekly, and quad-weekly crime counts in the XT police district decreased \([55]\). With the return of these temporary residents after the major holiday, the crime counts kept increasing until the end of April. From May to July, the crime counts dropped again because of the prolonged rainy days. People are unlikely to go outside in inclement weather, and street crime was suppressed \([56–58]\). From mid-September to early December, the crime counts were lower than the earlier stage. One of the possible explanations is that the local police department initiated proactive crime prevention strategies, which deterred the potential criminals and suppressed crime opportunities.
crime generators/attractors, which in turn promotes the convergence of potential offenders and victims. On the contrary, the relatively homogeneous land use and population composition in the north do not create many crime opportunities.

3.2.2. Potential Offenders (Covariate)

Following the general strain theory, we select the previous offenders’ activity nodes, which were derived from the stop-and-question activities of the police, as the indicator of the potential offenders. The recidivism chance of them is high, and their activity nodes usually do not change much [25,39,61–63]. So, the activity patterns of these previous offenders can be seen as those of the real offenders. The data from 11 September 2017 to 3 December 2017 are used to calculate the KDE of the potential offenders for a weekly, biweekly, and quad-weekly basis. They are also used to assess the correlation between potential offenders and real crime patterns. The data from 6 November 2017 to 3 December 2017 are used to build the covariate for the prediction.

The past offenders’ activity nodes are derived from the stop-and-question activities of the police. During their patrol, police officers may check the Identification Card of suspicious individuals, and every stop-and-question is recorded in the police information system. If this individual was identified as a criminal suspect or a previous offender, this record is highlighted. The precise time and location of the stop-and-question are recorded as well. Individuals who are considered as a criminal suspect or a previous offender can be classified into several groups: (1) Public disorder offenders: people who committed an offense on the social order and social stability; (2) Drug-related offenders: people who engaged in drug trafficking, drug purchasing, drug abuse, and other drug-related activities; (3) Fugitives: people who are running away or hiding to avoid being caught by the police; and (4) Other past criminals: people who served their time in prison/jail.

Similarly, the counts of the potential offenders and the percentage of them in the total people who were checked are analyzed on a weekly, biweekly, and quad-weekly basis (Figure 3). During the period from 11 September 2017 to 3 December 2017, 150 previous offenders were identified through stop-and-question. There are 81 public disorder offenders, 24 drug-related offenders, 7 fugitives, and 46 other past criminals. The general trend of both the counts and the percentage of the potential offenders peaked in the middle days of September, October, and November. Then, the counts increased significantly in early December, while the percentage was also improved slightly. The possible reason is that people begin to increase outdoor social activities toward the end of the year, and the chances of theft and robbery increase, too.

Figure 2. The spatial distribution of the historical crime risk in the XT police district (2 January 2017 to 3 December 2017).
Figure 3. The temporal distribution of the potential offenders in the XT police district on a weekly, biweekly, and quad-weekly basis (11 September 2017 to 3 December 2017).

KDE is performed for the covariate after the Min-Max Scaling normalization. Figure 4 shows the spatial distribution of the potential offenders’ activity in the study area. The hot spots tend to be located near bus stations and urban villages. Such association between crime attractors and crime generators such as bus stops and urban villages and offender movement has been long established in the literature on crime pattern theory and routine activity theory [55,64]. Furthermore, this distribution is similar to that of crime hot spots in Figure 2. The similarities between the spatio-temporal distributions of the primary variable and the covariate further suggest the reasonability of using the previous offenders’ activity nodes as an alternative to locating the potential offenders’ activity nodes. Note that in the prediction models, the normalized spatial density values of the potential offenders’ activity are enlarged 10 times to enhance the influence of the covariates on the crime prediction, so the range of values is enlarged from [0,1] to [0,10] in the prediction.

Figure 4. The spatial distribution of the potential offenders in the XT police district (11 September 2017 to 3 December 2017).
3.2.3. Correlation between the Primary Variable and the Covariate

We further calculate the correlation between the historical crime risk and the potential offenders’ distribution in the same period for the weekly, biweekly, and quad-weekly basis to verify the reasonability of covariate choice. Since the period of the primary variable (historical crime risk before the prediction period) and that of the covariate (distribution of potential offenders in the prediction period) is mismatched, the correlation between the historical crime risk in one period and the potential offenders’ distribution in the following period are also tested to check their possible collinearity. Since the distributions of the two variables do not follow the normal distribution, the Spearman Rank Correlation method [65,66] is used for the correlation analysis.

Table 1 shows the Spearman Rank Correlation coefficients of the correlation between the crime distribution and the potential offenders’ distribution in the same period. The coefficients increase from 0.029 to 0.256, from 0.156 to 0.355, and from 0.287 to 0.470 for a weekly, biweekly, and quad-weekly basis, respectively. The average values are 0.145, 0.284, and 0.379 for a weekly, biweekly, and quad-weekly basis, respectively. All of these coefficients are significant under the confidence level of 0.01, indicating that the potential offender distribution holds a significant influence on the crime distribution at any temporal scales in the same period. Based on the coefficients, the correlation between the potential offender distribution and the crime distribution exists, although it is generally weak. Moreover, the coefficient increases with the expansion of the time unit from week to quad-weeks, which means the coarser time scale results in a stronger correlation.

We also test the correlation between the crime distribution in one period (taken as the primary variable) and the potential offenders’ distribution in the following period (taken as the covariate) to check their collinearity, which is also shown in Table 1. The coefficients increase from 0.005 to 0.311, from 0.133 to 0.261, and from 0.365 to 0.374 for a weekly, biweekly, and quad-weekly basis, respectively. The average values are 0.183, 0.190, and 0.370 for a weekly, biweekly, and quad-weekly basis, respectively. All of the coefficients are significant under the confidence level of 0.01, indicating that their correlation persists in the mismatched period and can be used to predict crimes. What’s more, all the coefficients are lower than 0.5, which means that the collinearity between the primary variable and the covariate is not too strong to affect the model accuracy. Similarly, the coarser time scale results in a stronger correlation, proving that the collinearities for quad-weekly basis are stronger than those for the weekly and biweekly basis.
Table 1. The Spearman Rank Correlation between historical crime distribution and potential offenders’ distribution.

<table>
<thead>
<tr>
<th>Potential Offenders’ Distribution</th>
<th>Periods (in the year 2017)</th>
<th>09.11</th>
<th>09.18</th>
<th>09.25</th>
<th>10.02</th>
<th>10.09</th>
<th>10.16</th>
<th>10.23</th>
<th>10.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>The same period (weekly)</td>
<td>0.096 **</td>
<td>0.220 **</td>
<td>0.059 **</td>
<td>0.200 **</td>
<td>0.256 **</td>
<td>0.029 **</td>
<td>0.097 **</td>
<td>0.200 **</td>
<td></td>
</tr>
<tr>
<td>The following period (weekly)</td>
<td>0.311 **</td>
<td>0.285 **</td>
<td>0.005 **</td>
<td>0.197 **</td>
<td>0.134 **</td>
<td>0.085 **</td>
<td>0.291 **</td>
<td>0.161 **</td>
<td></td>
</tr>
<tr>
<td>The same period (biweekly)</td>
<td>0.326 **</td>
<td>0.156 **</td>
<td>0.355 **</td>
<td>0.298 **</td>
<td>0.261 **</td>
<td>0.228 **</td>
<td>0.147 **</td>
<td>0.133 **</td>
<td></td>
</tr>
<tr>
<td>Potential Offenders’ Distribution: The same period (quad-weekly)</td>
<td>0.287 **</td>
<td>0.228 **</td>
<td>0.147 **</td>
<td>0.470 **</td>
<td>0.365 **</td>
<td>0.374 **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potential Offenders’ Distribution: The following period (quad-weekly)</td>
<td>0.278 **</td>
<td>0.356 **</td>
<td>0.421 **</td>
<td>0.359 **</td>
<td>0.386 **</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: ** indicates a significant correlation at the 99% confidence level.
4. Research Method: ST-Cokriging

4.1. Mathematical Principles

In this study, ST-Cokriging is used for the crime prediction. ST-Cokriging is an extension of the Cokriging system to the spatio-temporal domain [26]. Cokriging is a multivariate variant of the Kriging operation [67], which adds a secondary covariate(s) into the calculations to enhance the accuracy of predictions and solved problems of making accurate predictions of a response based on spatial interpolation [68–70]. Compared with other common models used in crime prediction, such as Risk Terrain modeling [71], this new ST-Cokriging algorithm can consider spatial, temporal, and spatio-temporal correlations of crime, together with a contributing variable as the covariate. Integration of the spatio-temporal trends of crime and the spatial pattern of the covariate contributes to the increased prediction accuracy.

The proposed Cokriging predictor is

\[
Z(s_0, t_0) = \sum_{i=1}^{T} \sum_{j=1}^{N} \alpha_{ij} Z_1(s_{ij}, t_{1i}) + \sum_{k=1}^{M} \beta_k Z_2(s_k, t_2),
\]

where \(Z(s_0, t_0)\) is the predictive crime risk value at the location \(x_0\) and at time \(t_0\); \(Z_1(s_{ij}, t_{1i})\) is the real crime risk value at the location \(s_{ij}\) and at time \(t_{1i}\); \(Z_2(s_k, t_2)\) is the density of potential offender at the location \(s_k\) and at time \(t_2\). \(\alpha_{ij}\) and \(\beta_k\) are the weight coefficients of the primary variable and the covariate to be calculated from the linear system where \(j = 1, \ldots, N; i = 1, \ldots, T; k = 1, \ldots, M\). Two sets of the weights \(\alpha_{ij}\) and \(\beta_k\) are under two constraints:

\[
\sum_{i=1}^{T} \sum_{j=1}^{N} \alpha_{ij} = 1; \quad \sum_{k=1}^{M} \beta_k = 0.
\]

These can be calculated by solving the linear system, which is optimally determined using the spatial best linear unbiased predictor.

The detailed mathematical formulation of ST-Cokriging has been stated in the previous research [26]. In this study, we use a similar framework, but more correlated data of potential offenders. The cross-covariance calculation and spatio-temporal structure have been updated according to the input of new data. Detrending of the historical crime risk data is achieved by subtracting the mean value of the previous crime risk from the crime risk in the specified period, because the ST-Cokriging needs the data to fit the Gaussian distribution and meet the secondary stationary assumption.

In this study, we use an ArcGIS Addin in Python to implement the modeling process (the version of ArcGIS is 10.4.1). This tool is available on Github (https://github.com/gis-yang/Crime-prediction). It has many functions and can be used to build the fitted models of spatial and temporal semi-variograms, generate the spatio-temporal covariance matrixes, and finally calculate the parameters \(\alpha_{ij}\) and \(\beta_k\) and output the value of \(Z(s_0, t_0)\).

The primary variable was used as a training dataset since the historical crime data are the target activities to be predicted. We first input the historical crime data into this Crime-prediction Addin to estimate the fitting models of spatial and temporal semi-variograms. The Ordinary Least Square (OLS) fitting method is used. All of the spatial and temporal semi-variograms for the weekly, biweekly, and quad-weekly-based period can fit well the exponential model curve (Figure 5). The exponential model results are outputted as TXT format. Then, we input the text files of the spatial and temporal semi-variogram for the weekly, biweekly, and quad-weekly based period and get the spatio-temporal covariance matrixes file (also a TXT format file). Finally, we input the primary variable, the covariate and the spatio-temporal covariance matrixes file, and the ST-Cokriging model results are outputted as raster maps, too. We can get the final prediction of crime risk results after standardization and handling outliers.
The fitted models of the spatial semi-variogram are

\[
\gamma_s^{\text{weekly}}(h) = 0.999 \times 10^{-2} \left[ 1 - \exp\left( -\frac{h}{2.6} \right) \right],
\]

(6)

\[
\gamma_s^{\text{biweekly}}(h) = 0.120 \times 10^{-1} \left[ 1 - \exp\left( -\frac{h}{2.35} \right) \right],
\]

(7)

\[
\gamma_s^{\text{quad-weekly}}(h) = 0.140 \times 10^{-1} \left[ 1 - \exp\left( -\frac{h}{2.35} \right) \right].
\]

(8)

The fitted models of the temporal semi-variogram are

\[
\gamma_t^{\text{weekly}}(l) = 0.889 \times 10^{-2} \left[ 1 - \exp\left( -\frac{l}{0.452} \right) \right] + 0.220 \times 10^{-2},
\]

(9)

\[
\gamma_t^{\text{biweekly}}(l) = 0.796 \times 10^{-2} \left[ 1 - \exp\left( -\frac{l}{0.475} \right) \right] + 0.163 \times 10^{-2},
\]

(10)

\[
\gamma_t^{\text{quad-weekly}}(l) = 0.606 \times 10^{-2} \left[ 1 - \exp\left( -\frac{l}{0.489} \right) \right] + 0.291 \times 10^{-2},
\]

(11)

where \(\gamma_s^{\text{weekly}}\), \(\gamma_s^{\text{biweekly}}\), and \(\gamma_s^{\text{quad-weekly}}\) are the spatial semi-variogram models for the weekly, biweekly, and quad-weekly aggregations, respectively. \(\gamma_t^{\text{weekly}}\), \(\gamma_t^{\text{biweekly}}\), and \(\gamma_t^{\text{quad-weekly}}\) are the temporal
semi-variogram models for the weekly, biweekly, and quad-weekly aggregations, respectively. There is a nugget effect for the temporal semi-variogram.

4.2. Accuracy Evaluation

Three accuracy evaluation methods are used in the research: the Pearson Correlation Coefficient (PCC), Root Mean Squared Error (RMSE), and Predictive Accuracy Index of Raster (PAI<sub>fi</sub>). PCC and RMSE are common indicators for the measurement of the model accuracy. The formulas are as follows:

\[
PCC = \frac{\sum_{i=1}^{n} (Z(x_i, t_0) - \overline{Z}(x_i, t_0)) (Z_1(x_i, t_0) - \overline{Z_1}(x_i, t_0))}{\sqrt{\sum_{i=1}^{n} (Z(x_i, t_0) - \overline{Z}(x_i, t_0))^2} \sum_{i=1}^{n} (Z_1(x_i, t_0) - \overline{Z_1}(x_i, t_0))^2},
\]

(12)

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Z(x_i, t_0) - Z_1(x_i, t_0))^2},
\]

(13)

where \(Z(x_i, t_0)\) is the predictive crime risk value at the location \(x_i\) at time \(t_0\), and \(Z_1(x_i, t_0)\) is the real crime risk value at the same location and time. \(\overline{Z}(x_i, t_0)\) and \(\overline{Z_1}(x_i, t_0)\) are their average, respectively. \(n\) is the count of the grids in the study area. The higher PCC shows a higher correlation between the predictive result and reality. RMSE is the difference between the prediction value and the real crime risk value. The lower RMSE shows better prediction and smaller errors. The model with the higher PCC and the lower RMSE is with high accuracy.

The PAI<sub>fi</sub> is used to examine the prediction accuracy. Similar to the PAI (Predictive Accuracy Index) [9], PAI<sub>fi</sub> assesses the accuracy of prediction based on the proportion of predictive crime in the real hot spots. The main difference is that PAI<sub>fi</sub> uses crime risk measured in density instead of crime count to calculate the accuracy. The use of density is necessary because the spatial interpolation is a density-based approach rather than count-based.

We first sort the grids in descending order by the value of real crime risk (including the grids valued 0). Then, we choose the first \(b\%\) grids (\(b_1, b_2, \ldots, b_i, \ldots, b_m\)) as the real crime hot spots, and those without the covariate are compared. All results are normalized for a better comparison.

\[
PAI_{R_b} = \frac{\sum_{i=1}^{m} Z(x_{bi}, t_0)}{\sum_{i=1}^{m} Z(x_i, t_0)} / \frac{\sum_{i=1}^{m} Z_1(x_{bi}, t_0)}{\sum_{i=1}^{m} Z_1(x_i, t_0)},
\]

(14)

where the PAI<sub>R_b</sub> shows the value of PAI<sub>R</sub> in the first \(b\%\) grids. \(Z(x_{bi}, t_0)\) and \(Z_1(x_{bi}, t_0)\) are the predictive crime risk value and the real crime risk value at the location \(x_{bi}\) in the range of the first \(b\%\) grids at the time \(t_0\), respectively. The PAI<sub>R</sub> value shows the overlap ratio of the predictive crime pattern and the real crime pattern. The closer this value is to 1, the more accurate the prediction.

In order to validate the predicting performance of the ST-Cokriging system with multi-source variables, we build two sets of models; one set only uses the primary variable as the control group, and the other one uses both the primary variable and the covariate as the case group. The comparison of the PCC, RMSE, and PAI<sub>R</sub> can tell us whether adding the covariate can improve the crime prediction accuracy as we expect and how much improvement can be achieved.

5. Results

5.1. Predictive Hot Spots

We build three groups of predictive models for the weekly (6 November 2017 to 12 November 2017), biweekly (6 November 2017 to 19 November 2017), and quad-weekly (6 November 2017 to 3 December 2017) basis, respectively. Models with the covariate (the density of potential offenders) and those without the covariate are compared. All results are normalized for a better comparison.

Figure 6 shows the real crime pattern and the prediction with/without the covariate for the weekly, biweekly, and quad-weekly models. Figure 6a–c displays the real crime patterns at three
different temporal scales. The crime hot spots are mainly concentrated in the southern region, and the crime concentration changes with the temporal scale change, but the hottest spots stay the same. Figure 6d–f shows the prediction results of models without the covariate, and Figure 6g–i shows the results of models with the covariate. The results of both sets of predictions (with/without the covariate) are somewhat similar to the real crime pattern with some distinctions. The prediction results of models with the covariate tend to have more precise and smaller hot spots than those without. Visual inspections show that the prediction seems to be more accurate after adding the covariate and at the coarser temporal scale.

Figure 6. The real crime pattern (a–c), the predictive results without the covariate (d–f), and the predictive results with the covariate (g–i) for the weekly, biweekly, and quad-weekly basis.

Figure 7 shows the absolute difference between reality and prediction. Figure 7a–c displays the residual between real crime patterns and the prediction without the covariate at three different temporal scales, while Figure 7d–f displays the residual between real crime patterns and the prediction with the covariate. Clearly, fewer real crime hot spots are missed in the results of the models with the covariate. The average differences of the models without the covariate are 0.09 (weekly), 0.11 (biweekly), and 0.12 (quad-weekly). In comparison, the average differences of the models with the covariate are 0.07 (weekly), 0.08 (biweekly), and 0.10 (quad-weekly). The paired t-test (p = 0.01 < 0.05) suggests that including the covariate can significantly increase the prediction accuracy.
5.2. Prediction Accuracy

PCC, RMSE, and PAIR are used to evaluate the prediction accuracy with/without the covariate (Table 2). All of the PCCs are significant under the confidence level of 0.01, indicating that the predictions are highly correlated with real crime patterns. The PCCs of the models with the covariate are higher than those without the covariate in weekly (0.216 vs. 0.300) and biweekly (0.254 vs. 0.309) models except the quad-weekly models (0.509 vs. 0.449). The coefficients increase with the increase of the time-scale, indicating that data can better predict the crime over a longer period. RMSEs are also calculated for models with and without the covariate. The RMSEs of models with the covariate are lower than those without the covariate at all three time scales, indicating that the models with the covariate have significantly lower prediction errors.

Table 2. The Pearson Correlation Coefficient and the Root Mean Squared Error (RMSE) of the crime prediction.

<table>
<thead>
<tr>
<th>Predictive Periods</th>
<th>Without Covariate</th>
<th></th>
<th>With Covariate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCC</td>
<td>RMSE</td>
<td>PCC</td>
<td>RMSE</td>
</tr>
<tr>
<td>6 November 2017 to 12 November 2017 (for weekly basis)</td>
<td>0.216 **</td>
<td>0.179</td>
<td>0.300 **</td>
<td>0.145</td>
</tr>
<tr>
<td>6 November 2017 to 19 November 2017 (for biweekly basis)</td>
<td>0.254 **</td>
<td>0.187</td>
<td>0.309 **</td>
<td>0.152</td>
</tr>
<tr>
<td>6 November 2017 to 3 December 2017 (for quad-weekly basis)</td>
<td>0.509 **</td>
<td>0.185</td>
<td>0.449 **</td>
<td>0.171</td>
</tr>
</tbody>
</table>

Note: ** indicates a significant correlation at the 99% confidence level.

Figure 8 shows the PAIR curves for models with/without the covariate. Based on Equation (14), PAIR₀ can be considered as the first value of the PAIR curve. If b = 0, then no crime hot spot is successfully predicted in any grid of the region, so PAIR₀ = 0. As the area of the hot spots we defined increases, b and the corresponding PAIR₀ change accordingly. When we define all the grids where the crime risk value is not 0 (referred to as a “risky region”) as the hot spots, the corresponding b value and the corresponding PAIR value will not change. The PAIR curve can help us find the changing trend of
the prediction accuracy with the expansion of the crime hot spots. There are almost 26% grids that can be recognized as a risky region for the weekly model, 45% for the biweekly model, and 64% for the quad-weekly model. It is obvious that the area of the risky region expands with the period increasing from one week to four weeks.

![Graph showing Predictive Accuracy Index of Raster (PAIR) for weekly, biweekly, and quad-weekly models.](image)

**Figure 8.** The Predictive Accuracy Index of Raster (PAIR) curves for the weekly, biweekly, and quad-weekly models.

The maximum PAIR values of the models without the covariate are 0.49 (weekly), 0.70 (biweekly), and 0.87 (quad-weekly). The maximum PAIR values of the models with the covariate are 0.52 (weekly), 0.72 (biweekly), and 0.88 (quad-weekly). Clearly, results show that the prediction models with the covariate are consistently better than those without the covariate at any temporal resolution (paired t-test: \( p = 0.037 < 0.050 \)), indicating the unneglectable contribution of the offenders’ data on crime prediction.

Additionally, the gaps are relatively large for the weekly and biweekly models but slim for quad-weekly models. The curve shows that the addition of covariate can improve the prediction accuracy in the weekly and biweekly models, but this improvement is not so obvious in the quad-weekly models. It indicates that the higher temporal resolution can significantly impact the potential offender variable on improving prediction accuracy, while the prediction with coarser temporal resolution can result in higher prediction accuracy.

### 6. Discussion

During the predictive periods, crime hot spots are mainly located in the southern part of the study area. There are two large urban villages and a few affordable housing complexes in the central and eastern parts of the southern region. These areas tend to breed crime because of the existence of numerous crime generators and attractors and dense street networks. Concentrated disadvantages can also help explain the theft and robbery in the lower middle class and poor neighborhoods [72]. Most people living in urban villages are rural to urban migrants who do not have urban Hukou and therefore are not entitled to many benefits enjoyed by those with urban Hukou. Over 80% of the crimes are committed by such migrant workers [55,73]. This finding is also consistent with previous studies [16,71,73]. At the same time, they can also become victims of criminal activities. It can explain the distribution of crime hot spots reasonably.

In this study, the addition of the potential offender covariate consistently improves the accuracies of the weekly, biweekly, and quad-weekly models. The results are consistent with those of recent literature on the relationship between the movement of criminals and crime patterns. Scholars reveal that crime feeds on the legal routine activities of offenders and victims and found a strong correlation...
between the crime and the relative mobility flow of offenders [74]. The adolescent reoffenders are more likely to commit crimes around the places they had visited or previously offended. These patterns can help forecast future crime hotspots [75]. The results also echo the previous studies about the activity of offenders and are consistent with the hypothesis that criminals often choose the familiar places around their activities as the target for the crime [21–24]. Offenders tend to act in places with abundant targets and weak safety supervision. When the attractive targets appear and the supervisory control is relaxed, it is highly possible that the potential offenders in routine activities commit crimes on the spur of the moment [2,20]. Time-sensitive offender data help capture such criminal scenario. Therefore, the addition of offender movement data can significantly improve the prediction accuracy.

We can also find that the influence of the potential offenders’ data on the crime prediction varies by different time scales. The coefficients of the PCC, RMSE, and PAIR of predictive models are improved gradually with the expanding of a time unit from one week to four weeks, showing that the longer the time unit, the better the prediction accuracy. One of the possible reasons is the higher correlation between the activity patterns of potential offenders and the crime distribution on a larger temporal scale, which can be supported by the correlation results between the potential offenders’ pattern and the crime pattern in the same period (Table 1). The decline of time precision could increase the amount of data and eliminate some randomness, leading to a higher correlation between the potential offenders’ activity pattern and the criminal activity distribution. Therefore, the prediction accuracy in the quad-weekly group is higher than those in the weekly group and the biweekly group. It can be concluded that the lower temporal resolution of the prediction can lead to higher accuracy.

However, the contribution of the potential offenders’ data on the crime prediction is not as evident in the longer time-period prediction, when we compare the prediction results combining the covariate with those adding the primary variables only. Compared to the PAIR curves of the models with/without the covariate in the weekly group and the biweekly group, the PAIR curves in the quad-weekly group are more similar, which means that the improvement brought by the potential offender variable on the quad-weekly prediction is not significant than the other two groups. The possible explanation is the relatively higher correlation between the primary variable and the covariate in the models with the lower temporal resolution, which has been demonstrated in the previous analysis about the correlation between the crime distribution in one period (the primary variable) and the potential offenders’ distribution in the following period (the covariate) (Table 1). The correlation coefficients for the quad-weekly basis are much higher than those of the other groups. It may marginalize the contribution of the covariate when these two variables are added in the same models. Therefore, the addition of the potential offender variable in the quad-weekly prediction with historical crime variables at the same time may offer less improvement. The potential offender variable plays a much more critical role in predictions in shorter periods. The fact that prediction for shorter periods is far more challenging underscores the importance and contribution of the potential offender variable.

Nevertheless, there are some limitations worth exploring. The inferred movement pattern of future offenders from those of the previous offenders may not be entirely accurate (although the previous studies have demonstrated the high possibility of their recidivism). The prediction model is tested in only one city, using crime data in less than one year. These issues need to be addressed in future studies.

7. Conclusions

In this study, we applied a new ST-Cokriging crime prediction method with multi-source input data—both historical crime and temporal auxiliary data. The results revealed the effectiveness of the high temporal resolution “potential offender” covariate on the crime prediction. The results show that the accuracies of the models with the covariate are better than those without the covariate for the weekly, biweekly, and quad-weekly based periods. The new ST-Cokriging algorithm extends the spatial structure to a spatio-temporal domain; especially, the temporal independences are modeled by the temporal semi-variogram. Therefore, adding the high temporal resolution data of the potential offender
into the ST-Cokriging predictive algorithm as the covariate significantly enhances the prediction accuracy than the models with historical crime data only.

Furthermore, the influence of the potential offender variable varies by the temporal resolutions of prediction. The lower the temporal prediction resolution (longer prediction period), the higher its accuracy. The reason is that the correlation between the movement of potential offenders and the crime distribution increases from the weekly period to the quad-weekly period. Nevertheless, the higher the temporal prediction resolution, the more significant the improvement of the potential offender variable on the prediction accuracy, because the prediction results in longer periods are affected by the higher collinearity between the primary variable and the covariate in the models.

This study is of significance in both academic research and professional practice. It demonstrated the complexity of the spatial and temporal distribution of criminal activities and underscored that the construction of covariates based on the classical crime theory and the fine-scale data are effective for crime prediction. Crime geography theories can guide the selection of model covariates highly related to criminal activity and improve prediction accuracy more effectively. When maintaining a certain correlation with the crime patterns, high temporal resolution data about the activity of potential offenders can avoid collinearity and offer more improvement in the short periods, which have a vital significance for the short-term crime prediction. This finding could provide insight for policing and crime prevention.
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