Abstract: Facial emotion recognition is a crucial task for human-computer interaction, autonomous vehicles, and a multitude of multimedia applications. In this paper, we propose a modular framework for human facial emotions' recognition. The framework consists of two machine learning algorithms (for detection and classification) that could be trained offline for real-time applications. Initially, we detect faces in the images by exploring the AdaBoost cascade classifiers. We then extract neighborhood difference features (NDF), which represent the features of a face based on localized appearance information. The NDF models different patterns based on the relationships between neighboring regions themselves instead of considering only intensity information. The study is focused on the seven most important facial expressions that are extensively used in day-to-day life. However, due to the modular design of the framework, it can be extended to classify $N$ number of facial expressions. For facial expression classification, we train a random forest classifier with a latent emotional state that takes care of the mis-/false detection. Additionally, the proposed method is independent of gender and facial skin color for emotion recognition. Moreover, due to the intrinsic design of NDF, the proposed method is illumination and orientation invariant. We evaluate our method on different benchmark datasets and compare it with five reference methods. In terms of accuracy, the proposed method gives 13% and 24% better results than the reference methods on the static facial expressions in the wild (SFEW) and real-world affective faces (RAF) datasets, respectively.
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1. Introduction

Human emotion classification is described as a process to identify human emotion through facial expressions, verbal expressions, gestures and body movements, and multiple physiological signals’ measurement. The significance of human feelings in the development of the latest technology gadgets is undeniable. In today’s world, the analysis and recognition of emotion have an extensive range of importance in human-computer interaction, automated tutoring systems, image and video retrieval, smart environments, and driver warning systems [1]. In addition to that, emotion recognition plays a key role in determining various mental health conditions by psychiatrists and psychologists. In the past few decades, scientists and researchers have proposed different algorithms and techniques to recognize emotions from facial features and speech signals. It is still a challenging problem in the field of artificial intelligence, computer vision, psychology, and physiology due to the nature of its complexity. Scientists and researchers agree that facial expressions are the most influential part of recognizing human emotion. However, it is difficult to interpret humans’ emotion by utilizing facial expression characteristics due to the sensitivity of the external noises, for example illumination conditions and dynamic head motion [2]. Moreover, the final results for emotion classification based on facial expressions still need to be improved.
To cope with these challenges, we propose a modular framework for emotions classification using only visual features. Our method does not rely on the assumption of a particular gender or skin color. As the neighborhood difference features encode the relative information of pixels with respect to their surroundings \[3,4\], our method is robust to illumination variations and face orientations. We mainly focus on seven facial emotions, i.e., anger, disgust, fear, happy, neutral, sad, and surprise. In a nutshell, the key contributions of the proposed framework are two-fold.

- The proposed framework is characterized by the compact representation of spatial information \[3\] that effectively encodes emotion information. The strengths of both face detection and emotion classification are integrated into a unified framework. The framework summarizes the local structure of the facial image considering the mutual relationship of neighboring regions.
- The framework is modular in nature based on three components including face detection, visual representation, and emotion classification. Therefore, any individual component can be replaced with any of the latest state-of-the-art algorithms. Furthermore, the individual components can be trained offline. Hence, the framework is suitable for handheld devices including smartphones.

The pipeline of our proposed method is depicted in Figure 1. In the rest of the paper, we divide the state-of-the-art methods into three categories in Section 2. We present our proposed method in Section 3 for the classification of facial emotions into the seven different classes. Experiments and results are presented in Section 4, and the conclusion is presented in Section 5.

![Figure 1. Emotions' classification. The proposed method detects faces in the input frames/images and then extracts neighboring difference features (NDF) from the detected faces. These features are used to train a random forest classifier during the training stage. The same features are used to classify facial emotions into seven different states during the testing stage.](image)

2. Related Work

We divided the state-of-the-art methods into three categories to elaborate the emotion classification techniques based on speech signals, physiological signals' measurements, and visual expressions.

2.1. Speech Signal Based Emotion Classification

Speech is a complex signal composed of numerous details. For example, it consists of information about the message to be communicated, speaker, language, region, and emotions. Speech processing can be considered as a major branch in digital signal processing. Additionally, speech processing has various applications in human-computer interfaces, telecommunication, assistive technology, and security. Likitha et al. \[5\] exploited the Mel frequency cepstral coefficient (MFCC) technique for emotion recognition through speech signals. Lotfidereshgi et al. \[6\] proposed a method based on
the combination of the classical source-filter model [7] and liquid state machine [8]. Deng et al. [9] proposed an emotion classification method associated with music. For this purpose, they investigated a three-dimensional resonance-arousal-valence model. However, the use of music stimuli alone may not be sufficient to study the dynamics of facial expressions. Tzirakis et al. [10] integrated a convolutional neural network with long short-term memory for speech emotion recognition. Considering multiple sources of speeches, the rate of recognizing an individual emotion will decline due to interference. To solve this problem, Sun et al. [11] proposed a speech emotion recognition method based on the decision tree support vector machine (SVM) with the Fisher feature selection model. Liu et al. [12] presented a speech emotion recognition method based on an improved brain emotional learning (BEL) model. Their model was inspired by the emotional processing mechanism of the limbic system in the brain. Speech based methods do not present good performance due to the lack of interaction among humans and machines. However, the speech signal can be used as a complementary source to improve the performance. For this purpose, cross-modality data can be used, including information extracted from physiological signals and image/video frames.

2.2. Physiological Signal Based Emotion Classification

Physiological signals are obtained through different measurement methods. These methods include heartbeat rate (electrocardiogram or ECG/EKG signal), respiratory rate and content (capnogram), skin conductance (electrothermal activity or EDAsignal), muscle current (electromyography or EMG signal), and brain electrical activity (electroencephalography or EEG signal). These signals assist in determining the emotion of human beings. Ferdinando et al. [13] exploited multiple feature integration methods for emotion recognition based on ECG signals. Kanwal et al. [14] proposed a deep learning method for classifying different sleep stages using EEG signals. The framework has potential applications in the diagnosis of physiological and sleep-related disorders. Kanjo et al. [15] eliminated the need for manual feature extraction by exploiting multiple learning algorithms. They also consider the convolutional neural network and long short-term memory recurrent neural network based on information from phones and wearable devices. Nakisa et al. [16] solved the high-dimensionality problem of EEG signals by proposing a new framework to search for the optimal subset of EEG features automatically. They used evolutionary computation algorithms. For signal pre-processing and emotion classification, their method classified a wider set of emotions and integrated additional features. Ray et al. [17] presented an algorithm based on computational intelligence techniques for the analysis of EEG signals [18]. Vallverdú et al. [19] proposed a bio-inspired algorithm for emotion recognition. Jirayucharoenasak et al. [20] proposed the implementation of a deep learning network to discover unknown feature correlations between input signals. Their method exploited a stacked autoencoder. However, these physiological signal based methods for emotion classification suffer from many problems [21]. These problems are the obtrusiveness of physiological sensors, the unreliability of physiological sensors, bodily position, air temperature, and humidity. Moreover, these signals have many-to-many relationship problems. In fact, multiple physiological signals can partially serve as indicators for multiple traditional biometric features. These signals also present varying time windows.

2.3. Visual Signal Based Emotion Classification

Facial expression based emotion classification enhances the fluency, accuracy, and genuineness of an interaction. This type of classification approach is very useful in interpreting human-computer interaction [22]. Therefore, researchers are paying significant attention to facial expression based emotion classification methods. Sariyanidi et al. [4] showed that facial emotion recognition methods are driven by three components including face registration, representation, and finally, the recognition of different emotions. They also discussed different challenges, namely illumination and pose variations. For example, low-level texture features are helpful for the illumination invariant representation. For head pose variations, a part based model gives better results. In the case of video streams,
temporal information provides great assistance in the classification of different facial attributes. Jain et al. [23] proposed a model based on a single deep convolutional neural network comprised of convolution layers and deep residual blocks. Ullah et al. [24] trained a deep Siamese neural network with a contrastive loss to calculate the difference between image patches. The network has potential applications in tracking, image retrieval, and facial emotion recognition. Compared to deep learning based methods, Jeong et al. [25] proposed a simple machine learning based facial emotion recognition method. Acharya et al. [26] argued that regional distortion of facial images is useful for facial expressions. Based on this assumption, they trained a manifold network on top of a convolutional neural network to learn a variety of facial distortions. Rather than extracting only facial features, Ullah et al. [27] considered two set of low level features for inferring the human action. Wang et al. [28] used wavelet entropy and a single hidden layer feed-forward neural network for facial emotion classification. Yan [29] presented a collaborative discriminative multi-metric learning method for facial expression recognition considering videos. Multiple feature descriptors were computed for facial appearance and motion information from various aspects. Multiple distance metrics were then learned with these features to exploit complementary and discriminative information for recognition. Samadiani et al. [30] analyzed different modalities including EEG, infrared thermal, and facial sensors for emotion classification. They found that emotion classification was very susceptible to head orientation and illumination variation. Sun et al. [31] proposed a multi-channel deep neural network that learned and fused the spatial-temporal features. Lopes et al. [32] proposed several pre-processing steps before feeding the faces to a convolutional neural network for facial expression recognition. Franzoni et al. [33] took a step toward animal welfare and proposed a technique for recognizing the emotions of dogs. The proposed method has potential applications in supportive systems for pets. Another work fine-tuned the AlexNet [34] model through transfer learning on a dog dataset. Chen et al. [35] presented the histogram of oriented gradients from three orthogonal planes to extract dynamic textures from video sequences. To characterize facial appearance changes, a new effective geometric feature [36] was obtained from the warp transformation of facial landmarks. Researchers also focused on facial expression based emotion classification methods for handheld devices. In fact, smartphones and smart watches are equipped with a variety of sensors, which include accelerometer, gyroscope, fingerprint sensor, heart rate sensor, and microphone. Alshamsi et al. [37] proposed a framework that consisted of smartphone sensor technology supported by cloud computing for the real-time recognition of emotion in speech and facial expression. Hossain et al. [38] combined the potential of emotion-aware big data and cloud technology towards 5G. They combined facial and verbal features to present a bimodal system for big data emotion recognition. Grünerbl et al. [39] introduced a system based on smartphone sensors for the recognition of depressive and manic states. They detected state changes of patients suffering from bipolar disorder. Sneha et al. [40] analyzed the textual content of the message and user typing behavior to classify future instances. Hossain et al. [41] modeled hybrid features based on bandelet transform [42] and local binary patterns [43] for emotion classification. They performed classification based on a Gaussian mixture model. Sokolov et al. [44] proposed a cross-platform application for emotion recognition. Their application was based on a convolutional neural network and was capable of recognizing emotions on the arousal-valence scale. Perikos et al. [45] considered shape deformation for eyebrows, mouth, eyes, and lips to extract the features. These features were then used for the facial emotion recognition. Franzoni et al. [46] analyzed the semantic proximity of sentences to analyze emotional content.

The literature is very limited due to the associated challenges of developing a reliable technique with low computational requirements. The aforementioned methods required huge computational power since most of them were based on deep models. These methods were modeled for very narrow and specific emotions, and they were not easily expandable to consider other emotional states. Compared to that, the design of our proposed framework is modular and can be extended easily to classify complex facial emotions. Moreover, our proposed method presents a compact representation
of spatial information [3] that effectively encodes emotion information. We integrate the strengths of both face detection and emotion classification into a unified model.

3. Proposed Method

Feature modeling and classification accuracy are strongly related to each other. We modeled robust features that filter out redundant and irrelevant information from detected faces. Additionally, the features were illumination and orientation invariant. For classification, we used random forest, which is a powerful and accurate classifier. Random forest presents good performance on many problems including non-linear problems. Due to the classification strengths of the trees in the random forest, our method avoided both overfitting and underfitting. Random forest renders good performance by training it even with small samples. Considering our proposed features, this made the classifier ideal for different personality traits and high segmented facial expression. The random forest presents generalization capability. Therefore, our proposed method could handle unseen data. The generalization capability of our method was determined by the complexity and training of the random forest. Our proposed framework was easily expandable to classify more complex facial emotions. It was only a matter of the training stage regardless of the number of emotional states. Our proposed method could be divided into three stages/modules that are listed as:

- Face detection,
- Extraction of NDF features,
- Emotion state classification.

3.1. Face Detection

The Haar-like feature based cascade method is a famous face detection model [47,48] due to its simplicity and robustness. Inspired by the model, we trained a cascade function considering ground truth faces with their labels. The model entailed positive labels for faces and negative labels for non-faces to train the classifier. Subsequently, we extracted Haar features from the detected faces (Figure 2) that resembled convolutional kernels. Each feature was a single value calculated by subtracting a rectangular region from another region in the same frame. Due to different rectangles, we exploited different sizes and locations of each kernel to obtain many features. For this purpose, we exploited the concept of the integral image [49].

\[
\rho(x, y) = \sum_{x' \leq x, y' \leq y} \psi(x', y')
\]
\[
\sigma(x, y) = \sigma(x, y - 1) + \psi(x, y)
\]
\[
\rho(x, y) = \rho(x - 1, y) + \sigma(x, y)
\]

where \(\rho\) is the integral image and \(\psi(x', y')\) is the original image. \(\sigma(x, y)\) is the cumulative row sum. The integral image could be obtained in one pass over the original image. Additionally, we explored the AdaBoost model [50] to filter out irrelevant features. To remove irrelevant features, we considered each and every feature on all the training images. For each feature, we investigated the optimal threshold that would classify faces and non-faces. We chose the features with the smallest error rate since these features classified the faces and non-faces in an optimized way. In the beginning, each image was given an equal weight. After each classification, we increased the weights of misclassified images and repeated the same procedure. We then calculated new error rates and new weights.

We observed that in each image, the major part consisted of the non-face region. Therefore, if a window was not comprised of a face, we filtered it out in the subsequent stage of classification through the latent emotional state. To reduce the number of misdetections and false positives, we exploited the concept of the cascade of classifiers [51]. We combined the features into different stages of classifiers and explored them one-by-one. We removed the widow if it did not qualify in the first stage. Therefore, we did not explore the remaining features. If the window qualified the first stage, we applied the
second stage of features and continued the procedure. A window that qualified all stages was a face region.

Figure 2. Face detection results of the trained model. Only the detected bounding box region of the whole frame is used to classify the facial emotion.

3.2. Neighborhood Difference Features

After localizing the face in a given image, we then extracted neighborhood difference features (NDF). The extracted NDF was represented by localized appearance information. Our NDF formulated different patterns based on the relationships between neighboring regions. For appearance information, we explored the neighborhood in numerous directions and scaled to compute regional patterns. We determined the correspondence between neighboring regions by using the extrema on appearance values. We wanted to summarize efficiently the local structures of the face by exploiting each pixel as a center pixel in a region. Considering a center pixel $S_c$ and neighboring pixels $S_n$ ($n = 1, 2, ..., 8$) in a detected face, we computed the pattern number (PN) as,

$$\text{(PN)}_{M,N} = \sum_{n=0}^{M-1} 2^n \tau_1 (S_n - S_c)$$  \hspace{1cm} (2)

$$\tau_1 = \begin{cases} 1, & \text{if } (S_n - S_c) > 0 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

where $M$ and $N$ are the radii of neighbors and the number of neighbors for the pattern number. After calculating the PN of a face, a histogram is computed as,

$$\pi_1(l) = \sum_{x=1}^{M} \sum_{y=1}^{N} \tau_2 ((PN_{x,y}, l) : l \in [0, 2^M - 1]$$  \hspace{1cm} (4)

$$\tau_2(a,b) = \begin{cases} 1, & \text{if } a = b \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)

The relationship between regions in terms of these pixels was exploited, and a pattern number was assigned. We constructed a histogram to represent the face in the form of NDF. For neighboring pixels $S_n$ and a center pixel $S_c$, NDF could be formulated as,
\[ G^n_1 = S_{n+1} - S_n, \quad G^n_2 = S_{n+1} - S_n, \quad \forall n = 1, 2, ..., 8 \]

We found the difference of each neighbor with two other neighbors in \( G^n_1 \) and \( G^n_2 \). Considering these two differences, we assigned a pattern number to each neighbor,

\[
\tau_3(G^n_1 - G^n_2) = \begin{cases} 
1, & \text{if } G^n_1 \geq 0, \text{ and, } G^n_2 \geq 0 \\
1, & \text{if } G^n_1 < 0, \text{ and, } G^n_2 < 0 \\
0, & \text{if } G^n_1 \geq 0, \text{ and, } G^n_2 < 0 \\
0, & \text{if } G^n_1 < 0, \text{ and, } G^n_2 \geq 0 
\end{cases}
\]

For the central pixel \( S_c \), NDF could be found using the above numbers, and the histogram for NDF map could be calculated in the equations,

\[
\text{NDF}(S_c) = \sum_{n=1}^{8} 2^{n-1} x \tau_3(G^n_1 - G^n_2) \\
\tau_2(\text{NDF}) = \sum_{x=1}^{M} \sum_{y=1}^{N} \tau_2(\text{NDF}_{x,y,l}) : l \in [0, 2^{8} - 1]
\]

The NDF represented novel features that were obtained by extracting the relationship among neighboring regions by considering them mutually. The NDF computed the relationship of neighboring regions with the central region. In the proposed framework, face detection and NDF worked sequentially as they competed with each other based on the characteristics they represented individually.

3.3. Emotion Classification

To classify NDF features into the corresponding emotional class, we explored the random forest classifier (RFC) [52,53]. The RFC consisted of random trees, which were a combination of predictors. The RFC took the input features and classified them with every tree in the classifier. It then provided the class label that obtained the majority of votes. The classifier was trained with the same parameters considering the training sets. These sets were produced from the original training set using the bootstrap process. For each training set, the classifier chose the same number of features as in the original set. The features were selected with replacement. This meant that some features would be taken more than once and some would be negligible. At each node of each trained tree, the classifier used a subset of variables to determine the best split. With each node, a new subset was produced. The random classifier did not require cross-validation or bootstrapping or a separate test set to get an approximation of the training error. The error was computed internally during the training. When the training set for the current tree was drawn by sampling with replacement, some features were left out, which were called out-of-bag (OOB) data. The classification error was computed by exploring these OOB data. For this purpose, the classifier obtained a prediction for each feature, which was OOB relative to the \( i \)th tree.

4. Experiments and Results

For the experimental evaluation, we considered the static facial expressions in the wild (SFEW) 2.0 dataset [54,55] and the real-world affective faces (RAF) dataset [56]. To train the RFC considering seven emotions, namely anger, disgust, fear, happy, neutral, sad, and surprise, a latent emotion was
introduced. We assumed that when the face was detected correctly in a given image, it would be classified into either of the seven classes. If the face was not detected correctly, it would be assigned to the latent emotion. Therefore, the misclassified faces were handled and their impact on the final error was minimized. We performed a comparison with five state-of-the-art methods and reported the results in terms of confusion matrices, precision-recall, and the total accuracies.

4.1. Performance Metric

We evaluated the performance of our framework using confusion matrices, precision-recall, and the total accuracy. We calculated a multi-class confusion matrix as shown in Table 1 and Table 2. We calculated recall and precision as provided in the equations:

\[
Recall = \frac{TP}{TP + FN}
\]

\[
Precision = \frac{TP}{TP + FP}
\]

where TP, FP, and FN represent true positive, false positive, and false negative, respectively. For the multi-class confusion matrix, the average accuracy is calculated as:

\[
Average Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]

where TP, TN, FP, and FN are the overall true positive, true negative, false positive, and false negative of all the classes in the confusion matrix. In other words, the overall accuracy was the sum of off-diagonal elements divided by all the elements in the multi-class confusion matrix. The proposed framework was compared to five state-of-the-art methods.

Table 1. Confusion matrix for the static facial expressions in the wild (SFEW) dataset. The results for seven emotions are presented.

<table>
<thead>
<tr>
<th>Actual Facial Emotion</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
<th>Surprise</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>0.68</td>
<td>0.02</td>
<td>0.10</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>68%</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.20</td>
<td>0.55</td>
<td>0.04</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.16</td>
<td>55%</td>
</tr>
<tr>
<td>Fear</td>
<td>0.10</td>
<td>0.33</td>
<td>0.49</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>49%</td>
</tr>
<tr>
<td>Happy</td>
<td>0.02</td>
<td>0.30</td>
<td>0.01</td>
<td>0.51</td>
<td>0.01</td>
<td>0.11</td>
<td>0.04</td>
<td>51%</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.05</td>
<td>0.19</td>
<td>0.02</td>
<td>0.10</td>
<td>0.52</td>
<td>0.03</td>
<td>0.09</td>
<td>52%</td>
</tr>
<tr>
<td>Sad</td>
<td>0.11</td>
<td>0.05</td>
<td>0.07</td>
<td>0.01</td>
<td>0.12</td>
<td>0.62</td>
<td>0.02</td>
<td>62%</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.13</td>
<td>0.06</td>
<td>0.01</td>
<td>0.10</td>
<td>0.02</td>
<td>0.01</td>
<td>0.67</td>
<td>67%</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>52.71%</td>
<td>36.66%</td>
<td>66.21%</td>
<td>62.96%</td>
<td>67.53</td>
<td>72.94%</td>
<td>64.42%</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Confusion matrix for the real-world affective faces (RAF) dataset.

<table>
<thead>
<tr>
<th>Actual Facial Emotion</th>
<th>Predicted Facial Emotion</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
<th>Surprise</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>0.54</td>
<td>0.17</td>
<td>0.06</td>
<td>0.01</td>
<td>0.03</td>
<td>0.15</td>
<td>0.04</td>
<td>54%</td>
<td></td>
</tr>
<tr>
<td>Disgust</td>
<td>0.11</td>
<td>0.57</td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.13</td>
<td>57%</td>
<td></td>
</tr>
<tr>
<td>Fear</td>
<td>0.12</td>
<td>0.20</td>
<td>0.61</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>61%</td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td>0.30</td>
<td>0.04</td>
<td>0.01</td>
<td>0.49</td>
<td>0.05</td>
<td>0.04</td>
<td>0.07</td>
<td>49%</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>0.10</td>
<td>0.06</td>
<td>0.13</td>
<td>0.02</td>
<td>0.65</td>
<td>0.01</td>
<td>0.03</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td>Sad</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.20</td>
<td>0.00</td>
<td>0.69</td>
<td>0.07</td>
<td>69%</td>
<td></td>
</tr>
<tr>
<td>Surprise</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
<td>0.15</td>
<td>0.08</td>
<td>0.10</td>
<td>0.58</td>
<td>58%</td>
<td></td>
</tr>
</tbody>
</table>

Precision 43.90% 52.77% 61.61% 53.26% 76.47% 68.31% 63.04%

It is worth noting that the anger facial expression is a tense emotional outcome. It happens when a person considers that his/her personal limits are violated. Persons in this kind of emotion generally perform gestures including intense staring with the eyes wide open, output uncomfortable sounds, bare the teeth, and attempt to physically seem larger. Staring with the eyes wide open is a significant hint for computers to recognize anger. There are also other face-related elements including V-shaped eyebrows, wrinkled nose, narrowed eyes, and forwarded jaws. All these important elements help to recognize anger emotion. In facial expression, happy indicates an emotional state of joy. In this emotional state, the reader can find that the forehead muscle relaxes and the eyebrows are pulled up slowly. Apart from that, both the wrinkled outer corners of eyes and pulled up lip corners represent unique representations. In fact, the neutral facial emotion relaxes the muscles of the face. Other facial emotions need to use extensive muscles of the face.

From Tables 1 and 2, two general findings are observed. Firstly, anger and disgust interfered with each other easily. Secondly, fear and surprise interfered with each other easily. These observations could be the early phase of dynamic facial expression between anger and disgust. They resembled each other due to the similar and aligned movement of the nose wrinkle and lip funneler. Considering both fear and surprise, the upper lid raise and jaw drop may contribute to the same conclusion.

We also compared our proposed method with five reference methods over two datasets. These reference methods included the implicit fusion model [57], bi-orthogonal model [58], higher order model [59], bio-inspired model [60], and statistical similarity model [3]. The comparison results are listed in Table 3 in terms of the total accuracies. Our proposed method achieved promising results and performed better than the five reference methods. The average accuracy of our proposed framework gave 13% and 24% better results on the two datasets compared to the reference methods. Our method still had some limitations. For example, we did not exploit geometric features, which could complement the performance. Our method is applicable to treating and diagnosing patients with emotional issues.

Table 3. Total accuracies are presented for the reference methods and our proposed method considering both datasets, namely SFEW and RAF.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SFEW Total Accuracy</th>
<th>RAF Total Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Han et al. [57]</td>
<td>56.4</td>
<td>55.7</td>
</tr>
<tr>
<td>Zhang et al. [58]</td>
<td>54.2</td>
<td>56.6</td>
</tr>
<tr>
<td>Ali et al. [59]</td>
<td>49.8</td>
<td>52.7</td>
</tr>
<tr>
<td>Vivek et al. [60]</td>
<td>53.5</td>
<td>54.9</td>
</tr>
<tr>
<td>Verma et al. [3]</td>
<td>47.6</td>
<td>48.1</td>
</tr>
<tr>
<td>Prop. method</td>
<td>57.7</td>
<td>59.0</td>
</tr>
</tbody>
</table>
5. Conclusions

We presented a modular framework for facial emotion classification into seven different states. For this purpose, we detected faces and extracted neighborhood difference features (NDF) based on the relationships between neighboring regions. To classify facial emotions into seven different classes, we trained a random forest classifier that recognized these emotions during the testing stage. We evaluated our method on two benchmark datasets and compared it with five reference methods where our method outperformed on both datasets. In our future work, we will extend our method to videos. For videos, we will investigate and combine both spatial and temporal features into a unified model. Moreover, geometric features and facial deformation will be explored and integrated into the proposed framework.
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Abbreviations

The following abbreviations are used in this manuscript:

NDF Neighborhood difference features
LSM Liquid state machine
CNN Convolutional neural network
BEL Brain emotional learning
SNN Spiking neural network
LDA Linear discriminant analysis
MCML Maximally collapsing metric learning
BWT Bionic wavelet transform
MFCC Mel frequency cepstral coefficient
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