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Abstract: Arabic is one of the most semantically and syntactically complex languages in the world. 

A key challenging issue in text mining is text summarization, so we propose an unsupervised score-

based method which combines the vector space model, continuous bag of words (CBOW), 

clustering, and a statistically-based method. The problems with multidocument text summarization 

are the noisy data, redundancy, diminished readability, and sentence incoherency. In this study, we 

adopt a preprocessing strategy to solve the noise problem and use the word2vec model for two 

purposes, first, to map the words to fixed-length vectors and, second, to obtain the semantic 

relationship between each vector based on the dimensions. Similarly, we use a k-means algorithm 

for two purposes: (1) Selecting the distinctive documents and tokenizing these documents to 

sentences, and (2) using another iteration of the k-means algorithm to select the key sentences based 

on the similarity metric to overcome the redundancy problem and generate the initial summary. 

Lastly, we use weighted principal component analysis (W-PCA) to map the sentences’ encoded 

weights based on a list of features. This selects the highest set of weights, which relates to important 

sentences for solving incoherency and readability problems. We adopted Recall-Oriented 

Understudy for Gisting Evaluation (ROUGE) as an evaluation measure to examine our proposed 

technique and compare it with state-of-the-art methods. Finally, an experiment on the Essex Arabic 

Summaries Corpus (EASC) using the ROUGE-1 and ROUGE-2 metrics showed promising results 

in comparison with existing methods. 

Keywords: Arabic text summarization; multidocument text summarization; text clustering; 

word2vec 

 

1. Introduction 

Automatic text summarization (ATS) is a technique designed to automatically extract salient 

information from related documents, which helps to produce a summarized document from a related 

set of documents [1]. Nowadays, the amount of text data is increasing rapidly in areas such as news, 

official documents, and medical reports, so there is a need to compress such data using machine 

learning techniques, and text summarization can assist in extracting the significant sentences from 

various related documents [2].  

The main problems related to document summary are redundancy, noisy information, 

incoherency, and diminished readability [3]. We propose an unsupervised technique to deal with 

these problems that is based on combined multilevel features, such as important phrases, sentence 

similarity with titles, and sentence location. 

The text clustering technique is used for eliminating redundancy, and the sentences are 

categorized into semantically correlated sentences. Text summarization is used for selecting the key 
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sentences (rich significant information) from correlated documents. When selecting two sentences 

and making the comparison between them based on a similarity method, one of these sentences is 

rendered redundant based on the similarity threshold [1,4]. Important issues addressed by our 

technique relate to solving the redundancy and noise problems without eradicating significant 

sentences and ordering sentences after selection. 

One method that deals with natural language processing (NLP) is ATS, which extracts the 

important sentences from related documents. Many researchers have focused on examining 

European languages and English at the Text Analysis Conference (TAC) and the Document 

Understanding Conference (DUC), however, there is a shortage of research on the Arabic language 

[5]. There are many types of methods that can classify text summarization, and Figure 1 shows the 

techniques of text summarization. Our research has examined multidocument text summarization 

based on extracting related and significant information from the Arabic language within a generic 

context [6]. 

 

Figure 1. Text summarization methods. 

We have devised a novel model, which is described as follows: 

 We have adopted a continuous bag-of-words (CBOW) model to generate the semantics and 

relationships in order to retain the context information. 

 We have applied a k-means algorithm for realizing text summarization with the Arabic 

language, which can aid in increasing the efficiency of the model. 

 We have adopted a statistical model (weighted principal component analysis (W-PCA)) 

based on a list of features to solve the ranking and selection problems. 

2. Related Work  

Various methods have been mentioned in the literature regarding multidocument 

summarization, which are classified as machine learning methods, semantic methods, cluster 

methods, statistical methods, graph methods, optimization methods, and discourse method 

summarization. 

2.1. Machine Learning Method  

This approach, which has been applied in binary classification with multidocument 

summarization and has shown promising results, requires labeled data to train the model. In other 

words, the performance is affected by selecting the significant set of features, and the representation 

of these features plays an important role in this approach’s performance. 
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With this method, sentences are transferred into vectors. These vectors are calculated for 

different levels of features, for example, tokening the documents to paragraphs, sentences, or words, 

and frequency is calculated to extract the relationship between them. Belkebir et al. [7] examined the 

Support Vector Machine (SVM) and AdaBoost algorithms for Arabic document summarization based 

on machine learning. This method decides which sentences will be selected for the final summary. 

The first step of this method is to apply two classifier techniques, namely, SVM and AdaBoost. The 

second step is predicting the sentence for the final summary by the AdaBoost and SVM classifiers. 

The performance of machine learning is affected by the selected classifier method, the set of features 

selected, and the set of features represented, which play a significant role in the performance of this 

method. 

Moscato et al. [8] proposed a system that is related to online social networks which focuses on 

online medical health records. Their system applied cluster-computing in order to provide medical 

suggestions via both web-app and chat-bot modules based on deep learning to train the chat-bot so 

that interaction between software and users could be utilized. 

2.2. Semantic Method 

This method focuses on extracting the relationships between the words based on the semantics 

of the words. These kinds of techniques can be used for text summarization problems also, however, 

the drawback of these methods is that they need a specific tool to achieve a high-quality summary, 

such as in linguistic resources and semantic analysis (Lexical, WordNet). This approach requires 

intensive memory to store semantic relationships and also requires high-performance processors for 

complex linguistic processing, semantic knowledge, and additional linguistics. The words’ meaning 

can be presented using the semantic relationship between terms and sentences for providing useful 

information from the text corpus. [9]. 

2.3. Cluster-Based Method  

The main goal of these methods is to classify the objects into sub-classes using the similarity 

calculated between the word vectors, then, a clustering technique is used to cluster sentences using 

the similarity measure obtained from the vectors. This technique generates an initial summary and  

solves redundancy problems by categorizing the similarity of sentences into the same class [10]. 

Alguliyev et al. [1] suggested the approach of combining the optimization and clustering 

techniques, based on the generated extractive summaries. Their approach is based on two properties, 

namely, sentence length and summary coverage. The first stage of their research was to use a k‐means 

algorithm for grouping sentences into clusters based on the different sub-topics that select topics in 

a document. The second stage was to select representative sentences from each cluster for generating 

a primary summary, considering the high level of diversity and content coverage. The last stage was 

to use the final summary as the ideal document summary, then apply the harmonic mean to an 

objective function to diversify and provide coverage for selecting the sentences for the final summary. 

Their work was applied to the DUC2001 and DUC2002 datasets and it achieved a ROUGE value of 

0.490. 

Clustering and word2vec have been applied for extracting the keywords of Arabic language 

[11]. The main idea of this paper is grouping the similar keywords based on the semantic similarity 

of words. 

The clustering based on cosine similarity was applied based on word vectors for grouping the 

semantically similar keywords and grouping these words based on the synonyms, words, and 

common stems clustered to the group, then, using the unigram, bigram, and trigrams, with weights 

for the final selection. An evaluation has been carried out in terms of the F-measure, recall, and 

precision using The Universal Declaration of Human Rights corpus, and this method achieved a F-

measure of 0.63. 

Flora et al. [12] proposed a system for detecting and managing disasters and emergencies using 

a real life dataset, based on an online social media network, for the purpose of generating a sensor 

application for an emergency alert system. Their research used a clustering event discovery method 
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with online social media network analysis and a bio-inspired impact analysis technique. The 

experiments were conducted using the real Twitter dataset. 

2.4. Statistical Method 

Summarizing text can also be done using various statistical methods. Sentence selection may be 

based on the set of features which depend on inverse document frequency (IDF), term frequency (TF), 

similarity with the document title, binary term occurrences, and term occurrences. This method is 

simple to execute and also can be used to eliminate redundancy. In other words, there are various 

approaches that are based on statistical methods that can obtain a set of features in order to improve 

the final results, like the approach used in [13], which improved results when used in combination 

with statistical and other methods. This method was based on combining sentence location and 

semantic score, and it examined a single document of Arabic language (Essex Arabic Summaries 

Corpus (EASC) Corpus), achieving a F-measure of 0.57. 

For solving the redundancy problem, we applied statistical-based methods to improve the 

selection of significant sentences. In addition, the statistical methods enhance the results when 

combined with other methods, also known as a hybrid approach [6]         

2.5. Graph Method 

In these methods, text data are shown as a graph, where the nodes of the graph represent the 

sentences, while the edges among the nodes represent similarity relationships among sentences. The 

approach presented by [14] applied multidocument sensitive ranking. Their method highlights the 

effect of the set of documents as global information for evaluating local sentences based on the 

document-to-document relations and document-to-sentence relations. This method is based on a 

graph model that assigns relationships between different sets of documents and sentences, where it 

then examines the sentence evaluations based on the sets of entire document relationships. 

Experiments with this method on the DUC2004 and DUC2007 datasets have achieved good accuracy. 

Wan et al. [15] applied a graph-based method to relate sentences to documents, where these 

relationships were calculated by a graph-based ranking algorithm. The graph document model was 

combined to identify the document impact by determining sentence to document relationships and 

document importance for ranking the sentences. The evaluation results using the DUC2002 and 

DUC2001 datasets achieved good accuracy based on the proposed approach. 

Flora et al. [16] proposed a multimedia summary technique based on an online social media 

network for generating multimedia stories. Their paper focused on the sharing and management of 

multimedia data on a social media website, and it focused on the influence of analysis methodologies 

and graph-based models for discovering the most significant data that was related to one hot topic. 

They modified their Artificial Bee Colony (ABC) algorithm for ranking, selection, and the semantic 

correlation between two objects (mixture of texts and pictures). The experiments were conducted 

using the YFCC100M dataset, and the ROUGE-2 and ROUGE-SU4 metrics were used to test the 

evaluation.  

2.6. Optimization Method 

The researchers consider document summarization issues as a multiobjective optimization 

problem. The main objective is to produce a high-quality text summary that has characteristics such 

as diminished redundancy, coverage, and coherence of the generated summary. Diminished 

redundancy means reducing sentence similarity in the final summary and removing repeating 

information, while the coverage aims for selecting all significant characteristics in the original 

documents so that important concepts in the documents are not missed. Coherence means generating 

the flow of a sentences that are semantically correct and continuous. Based on these objectives, the 

search for the ideal summary in NLP is a challenging task. Al-Radaideh et al. [17] proposed a single-

document text summarization method with Arabic language, combining genetic algorithms, 

statistical features, and domain knowledge for selecting the final summary, based on the EASC 
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corpus. ROUGE was used as an evaluation framework, and the method achieved a F-measure of 

0.605. Al-Abdallah et al. [18] suggested the use of a particle swarm optimization algorithm for a 

single-document text summarization method with Arabic language, and their approach examined 

the EASC corpus, based on the combined features like sentence length, term frequency-inverse 

document frequency (TF-IDF), title similarity, and term frequency. ROUGE was applied as an 

evaluation framework, and the method achieved a F-measure of 0.553. 

2.7. Discourse Method 

The structure of the discourse text is necessary for defining the information or context 

transferred by the text. This method based on text is organized or represented as discourse-units, 

where each unit is related to other units to ensure cohesion and coherence of the discourse. There are 

four factors to build structures for successful discourse, namely, language, text structure (used to 

represent structure (graph or tree)), relationships (lexically grounded, intentional, or semantic), and 

the discourse theory type [19]. 

Many methods have been listed in the related work for Arabic language text summarization. 

Based on our discussion in the previous sections, there are some methods that are more suitable for 

multidocument Arabic text summarization, such as the optimization method, graph method, and 

cluster method. The main goals for these approaches are to maximize diversity, coverage, diminished 

redundancy, and select the most significant sentences. Unlike other studies, our suggested method 

focuses on examining text summarization with Arabic language based on the EASC corpus in terms 

of multidocument (MD) summarization, based on combined semantic and statistical features with 

clustering as an unsupervised technique.           

3. The Challenge of the Redundancy  

The problem for Arabic multidocument summarization is formulated as follows:  

Given a set of documents, MD, that is, MD = (D1, D2, … … . , Dn) where Di indicates the ith document 

in MD, n represents the fold document in all text, then, we tokenize the original document D to a list 

of sentences, that is, D = (S1,…, Sn), where Si represents the ith sentence in D, and n represents the 

total number of sentences in each document. The goal of the final summary is to select the set of 

sentences from MD covering various related topics from related documents, [20].  

Natural language processing of the Arabic language is challenging and has the following key 

properties. In Table 1, various forms of words based on one root (دارس) have been shown.   

 The Arabic language is diacritical and derivative, making morphology analysis a hard task. 

 Arabic words are often imprecise, since the system is based on a tri-literal root. 

 Broken plurals, where a broken plural in linguistics is an irregular plural form of a noun or 

adjective initiate in the Semitic Arabic languages. 

 Characters can be written in different ways based on the location of the character in a word. 

Table 1. Words with different sub-parts based on one root. 

Word Prefixes Infixes Suffixes Meaning 
 

 دارسون
 Scholars و+ ن أ -

 Teachers أ + ت - م مدرسات

 Schools - أ م + ل + ا المدارس

The main idea for this paper is to reduce the redundancy issue by focusing on extracting key 

sentences. These sentences should contain the main idea for correlated documents for making a 

comparison between two sentences. One of these sentences is considered redundant if the similarity  

between these two sentences is high (based on a chosen threshold of similarity), therefore, only one 

of the associated sentences is selected thereafter [21,22]. 
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4. Proposed System  

For this study, a novel text extractive summary method is proposed for Arabic language. There 

are six main stages for this approach, namely, data collection, text preprocessing, selecting the 

discriminative documents for generating the initial summary, sentence tokenization, sentence weight 

mapping, and selecting sentences based on the best weight as the final summary. The final step is to 

evaluate our suggested approach using the ROUGE metric and compare the results with state-of-the-

art methods from the literature. Figure 2 demonstrations the main steps for the suggested approach. 

More information about our proposed model is given as follows: Firstly, we apply text cleaning 

to solve the noisy problem. Then, a CBOW model is used to capture the semantic relationship 

between the terms (word tokens). Then, we apply a K-means algorithm with a cosine similarity 

measure as the threshold to select the distinctive documents from each category based on the distance 

metric. These documents will also be used in generating the final summary. The final step is to 

tokenize these documents to lists of sentences and apply another iteration of the K-means algorithm 

to select distinctive sentences, where W-PCA is then applied using three kind of features, as 

discussed, in order to assign the weights for each sentence. These weights help us to select and order 

the sentences for the final summary.  

  

Figure 2. Steps of the proposed method. 

5. Experimental Results 

5.1. Data Collection  

We used an Arabic language corpus called the Essex Arabic Summaries Corpus (EASC), 

generated by Mechanical Turk [23]. Table 2 shows the details of the corpus. 

Table 2. Essex Arabic Summaries Corpus (EASC) statistics. 

The Name of the Corpus  Essex Arabic Summaries Corpus (EASC) 

Number of Documents 153 

Number of Sentences 1652 

Number of Words  29,045 

Number of Distinct Words 12,785 

Number of Gold-Standard Summaries 10 (one for each category) 

5.2. Text Preprocessing 
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Text preprocessing is the main stage for the text simplification method, and the steps are divided 

into five sub-steps. We started with text tokenization. In this step, we tokenized the text to a set of 

sentences. Then, we applied filtering to remove the stop word list, deleting all unnecessary words 

like ( علىفي,  ) (in, on). After that, we applied a tokenization by length technique and selected 3 to 25 

characters in each term. This helps us keep words with three letters. The fourth step was to use the 

stemming to transfer all the selected words, for example التمويل   will be مول, changing from funding 

to fund. The last step is to represent the significant words as vectors use the word2vec model [24], 

based on the continuous bag of words (CBOW) model. This approach was trained by utilizing 

Wikipedia and Google News, with 100 as the dimension size of each word. The final parameters for 

the CBOW were a window size of 5, layer size of 100, and a minimum vocab frequency of 2. This 

approach was used to predict the occurrence probability 𝑝 =

(𝑟𝑡|𝑟𝑡−𝑐 , 𝑟(𝑡−𝑐)−1, … … . 𝑟𝑡−1, 𝑟𝑡+1, 𝑟𝑡+2, … … , 𝑟𝑡+𝑐 , of a root, 𝑟𝑡 , given the context roots 

𝑟𝑡−𝑐 , 𝑟(𝑡−𝑐)−1, … … . 𝑟𝑡−1, 𝑟𝑡+1, 𝑟𝑡+2, … … , 𝑟𝑡+𝑐. In this approach, preselected window size is represented by 

c and 𝑟𝑡 is the root vector in a featured word. We adopted this approach for word vector training 

[25]. At the end of this stage, we resolved the noise problem. Figure 3 shows the summary for all the 

above steps. Figure 4 shows the vectors of the root based on the CBOW, an important observation 

from the picture is that the word موسيقى, which means music, is an important word in the “Music and 

Art” category. The output of this step was used to solve the noise problem [26]. 

 

Figure 3. Illustrated all the steps of text cleaning. 

 

Figure 4. Illustrated root vectors. 

5.3. Initial Summary Generation 

We used the clustering technique (k-means algorithm) to generate the primary summary from 

related documents [27]. This stage is divided into two sections, the first one is classifying the 

documents into distinctive and non-distinctive sets, meaning clustering similar documents into a 
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group (distinctive text). The second stage is tokenizing these documents into sentences and clustering 

sentences into distinctive and non-distinctive sentences based on the cosine similarity measure, and, 

after that, selecting the list of sentences and grouping them in a distinctive cluster [1]. The main idea 

of this algorithm is to select sentences randomly and using sentences as the central point for each 

cluster. Then, the sentences are distributed iteratively into the nearest clusters and each cluster 

centroid is recalculated until there no longer is any change in the centroids. This algorithm depends 

on some parameters, namely, k (number of clusters) and the measure type. For this study, we used 

cosine similarity as a numerical measure to calculate the similarity of vectors, as it is a common 

similarity metric (sentence-to-sentence). On the other hand, the vector-to-vector similarity metric is 

based on the angle between vectors [28]. 

The main issue here is to select the best cluster that can further be used in text summarization, 

as proposed in this paper, also k-means does not have any prior knowledge of the number of clusters 

used. To tackle this issue, we suggest adopting a cluster ordering technique, however, this comes 

with the additional problem of determining how to select the cluster based on the size of the cluster. 

Therefore, to this end, we suggest the use of an automated approach for ordering the cluster, where 

cluster ordering relies on the performance of cluster distance. The main parameters used in this 

algorithm were a K-value of 2, maximum run count of 10, a cosine similarity measure type, and a 

max optimization of 100 steps. Table 3 shows the clustering result. The output of this step is the 

generated initial summary based on the similarity metric to solve the redundancy problem. 

Table 3. The clustering results. 

Name of Category Cluster Distance Performance 
Best 

Cluster 

Distinctive 

Documents 

Music and Art 
Cluster-0: 0.694 Cluster-1: 

0.678 
Cluster-1 1, 2, 3, 4, and 10 

Education 
Cluster-0: 0.639 

Cluster-1: 0.534 
Cluster-1 5, 6, and 7 

Tourisms 
Cluster-0: 0.660 

Cluster-1: 0.700 
Cluster-0 2, 3, 4, 5, 7, and 9 

Environment 
Cluster-0: 0.770 Cluster-1: 

0.484 
Cluster-1 1, 5, and 8 

Health 
Cluster-0: 0.583 Cluster-1: 

0.722 
Cluster-0 2, 3, 4, and 10 

Finance 
Cluster-0: 0.675 

Cluster-1: 0.694 
Cluster-0 1, 2, 3, 7, and 9 

Politics 
Cluster-0: 0.724 

Cluster-1: 0.612 
Cluster-1 3, 6, 7, and 8 

Science and 

Technology 

Cluster-0: 0.709 

Cluster-1: 0.706 
Cluster-1 5, 7, 8, 9, and 10 

Religion 
Cluster-0: 0.533 Cluster-1: 

0.687 
Cluster-0 1, 3, and 5 

Sport 
Cluster-0: 0.537 Cluster-1: 

0.716 
Cluster-0 1, 2, and 10 

5.4. Final Summary Generation  
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We used the weighted principal component analysis for mapping the list of distinctive sentences 

using the weights. W-PCA generates the feature weights of the list of sentences by using a component 

created by the principal component analysis, based on a list of features like phrase frequency, and is 

calculated using Equation 1 [29]. Sentence similarity with the topic title is calculated by cosine 

similarity [30], and the location of a sentence is assigned based on the first sentence in the first 

paragraph, the first sentence in the last paragraph, or the first sentence in any paragraph, and is 

calculated using Equation 2 [31]. For the length of sentence, we adopted the statistical interquartile 

range (IQR) to avoid very long or very short sentences based on a threshold score between 0.2 and 

0.9, because short sentences may not contain key ideas of the document topic and long sentences may 

contain irrelevant information. The selection was carried out based on Equation 3 [30].  

Most of the recent studies have used PCA for solving the dimensional reduction problem [32], 

so this paper also used PCA for overcoming readability and coherency problems. We applied W-PCA 

for mapping the distinctive sentences list to the weights that ranged from 0 to 1. Then, we used the 

selection by weight method and assigned the parameter P with a value of 0.3, where this thereby 

means that we selected the top 30% from the list of sentences as the final summary. Figure 5 shows 

the samples of the list of sentences when mapping by weight. 

𝐼𝑃𝐹 =  
𝑆𝐼𝑃𝑖

𝐼𝐹𝑑
    (1) 

where 𝐼𝑃𝐹  refers to important phrase frequency, 𝑆𝐼𝑃𝐼   refers to sentence number that contains 

important phrases, and  𝐼𝐹𝑑 refers to the total number of the important frequency in documents. 

𝑆𝐿(𝑆𝑑) =  
𝑚 − 1

𝑚
 (2) 

where SL refers to sentence location, 𝑆𝑑 refers to the 𝑑𝑡ℎ sentence in the document, and m is the 

maximum number of a sentence in document d. 

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 =
𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑠𝑒 

𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
   (3) 

  

Figure 5. Ordering the list of sentences by weights. 

6. Evaluation and Comparison 

After creating the final text summary, a process of evaluation is required to examine the quality 

of the suggested approach. There are two types of evaluation, the first one is called manual 

evaluation, which means we need to submit the final result to humans to decide the quality of the 

method, but this is time-consuming and costly. The second one is called automatic evaluation, and it 
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is very fast and also cheaper than the manual method. To this end, we used Recall-Oriented 

Understudy for Gisting Evaluation (ROUGE) [1]. There are various kinds of ROUGE measures, like 

ROUGE-N, ROUGE-W, ROUGE-L, and ROUGE-S. We used ROUGE-N (ROUGE-1, ROUGE-2) in 

terms of the recall, precision, and F-score, and this helps us examine the overlap between the machine 

summary and the references summary by counting the similarity units between each of them as 

unigram or bigrams, as formulated in Equation 7. Table 4 shows the final results, which are based on 

the gold-standard human summary. Table 5 shows the comparison results, which are based on the 

similarity of the dataset or/and the similarity of techniques.  

Recall =  
𝑔𝑟𝑎𝑚𝑟𝑒𝑓 ∩  𝑔𝑟𝑎𝑚𝑠𝑔𝑒𝑛

𝑔𝑟𝑎𝑚𝑠𝑟𝑒𝑓
 (4) 

 

Precision =  
𝑔𝑟𝑎𝑚𝑟𝑒𝑓 ∩ 𝑔𝑟𝑎𝑚𝑠𝑔𝑒𝑛

𝑔𝑟𝑎𝑚𝑠𝑔𝑒𝑛
 (5) 

F − 1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗ 
Recall ∗ Precision

Recall + Precision
                                   (6) 

where the reference summary grams are represented by 𝑔𝑟𝑎𝑚𝑠𝑟𝑒𝑓 and the system summary grams 

are represented by 𝑔𝑟𝑎𝑚𝑠𝑔𝑒𝑛.  

ROUGE − N =  
∑  ∑ 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ (𝑁−𝑔𝑟𝑎𝑚)𝑁−𝑔𝑟𝑎𝑚∈𝑆

 𝑆∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠   𝑠𝑢𝑚𝑚𝑎𝑟𝑖𝑒𝑠
 

∑  ∑ 𝐶𝑜𝑢𝑛𝑡 (𝑁 − 𝑔𝑟𝑎𝑚) 𝑁−𝑔𝑟𝑎𝑚∈𝑆
 𝑆∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠   𝑠𝑢𝑚𝑚𝑎𝑟𝑖𝑒𝑠

 

      (7) 

where N is the total-size of the n-gram, count match Ngram is the highest number of n-grams found 

in both the human and system summaries, and count over Ngram is the total number of n-grams that 

are in the human summary. 

Table 4. Recall-Oriented Understudy for Gisting Evaluation (ROUGE)-1 and ROUGE-2 results. 

Name of Category 
ROUGE-1 ROUGE-2 

Recall  Precision F-score Recall Precision F-Score 

Music and Art 0.672 0.501 0.574 0.70 0.427 0.517 

Education 0.603 0.579 0.590 0.580  0.351 0.431 

Tourisms 0.504 0.304 0.379 0.548  0.360 0.405 

Environment 0.532 0.307 0.389 0.464  0.308 0.355 

Finance 0.605 0.589 0.467 0.558  0.339 0.418 

Health 0.695 0.60 0.644 0.621 0.498 0.552 

Politics 0.548 0.407 0.467 0.447  0.319 0.345 

Religion 0.608 0.6 0.603 0.587 0.534 0.559 

Science and Technology 0.607 0.564 0.584 0.615  0.421 0.501 

Sport 0.364 0.313 0.336 0.462  0.418 0.332 

Table 5. Comparison based on F-score results. 

Author (s) 

Name & Year Arabic Corpus Methods 
F-score 

Results 

[18] Al-Abdallah 

2017 
EASC 

Optimization Algorithm (single 

document) 
0.553 
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[13] Al-Abdallah 

2019 
EASC 

Firefly Algorithm 

(single document) 
0.57 

[17] Al-

Radaideh 2018 
EASC 

Genetic Algorithms 

(single document) 
0.605 

[11] Suleiman 

2019 

The Universal Declaration 

of Human Rights 

Word2Vec and Clustering 

(single document) 
0.63 

Our approach EASC 

Word2Vec, Clustering, and 

Statistical-based methods 

(multidocument) 

0.644 

7. Discussion 

Due to large size of the text documents that is increasing day by day, an automatic 

summarization system is essential so that only useful and meaningful information from the large set 

of documents is stored and extracted. The main idea for this system is determining how to extract 

key sentences. We examined 153 related documents of Arabic language. We proposed an 

unsupervised technique to overcome the problems with Arabic natural language processing (ANLP), 

as it is one of the complex languages in the world. We used preprocessing to simplify the text to 

overcome the text noisy problem and word2vec for extracting the semantic relation between the lists 

of words. In the second step, we applied a k-means algorithm to solve the redundancy problem and 

generate the initial summary. In the final step, we applied W-PCA to solve readability and coherency 

problems. 

The computational complexity of producing the threshold for each cluster depends on the 

distance metric which will be used to select the best cluster. Take for instance if there are 10 

documents in each category, the computational complexity, a function of the total number of 

documents in all the categories, is a factor of 100, but, if we produce the gist of each category by 

extracting few documents from each of them by applying K-means algorithm, the complexity of 

model as well as the density of the resultant summary is reduced to a greater extent when compared 

with the primary summary, and also a significant decrease in the computational complexity in the 

selection of the final summary. 

To improve the efficiency, our suggested method for generating the multidocument final text 

summary in terms of computational times, we observed that it mainly depends on average number 

of documents in each category and the length of the final summary. We used the top 30% selected 

sentences from all the sentence list related to a category. To check the computational efficiency, a 

small experiment was devised using the “Art and Music” category, finding that if there were 1, 2, 

and 3 number of documents, then it took an average time of 40 s, 80 s, 120 s, respectively, and a similar 

efficiency of data was observed in all other categories. 

The ROUGE evaluation measure was adopted for evaluating the final system summary with a 

reference summary, we have also compared our method with the state-of-the-art methods. We 

believe that we have provided the NLP community working on multidocument summarization 

based on Arabic language with a new tool that will be valuable for future research in this specific 

domain. 

8. Conclusions 

In this study, we used an unsupervised technique based on multidocument Arabic text 

summarization and have focused on text summarization problems such as noisy information, 

redundancy elimination, and sentence ordering. We investigated word2vec, clustering, and W-PCA 

in terms of important phrase frequency in each sentence, sentence similarity with the topic title, and 
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the location of sentences as list of features for multidocument text summarization. This paper had 

four objectives, namely, solving the noisy information problem, reducing redundancy, sentence 

selection, and sentence ordering. ROUGE has been used as an evaluation measure, based on the 

proposed approach on the EASC corpus, and the method has achieved an F-score of 0.644. The final 

results show that the suggested method outperforms the state-of-the-art methods. Finally, a 

combination of word2vec, clustering, and statistical methods are more suitable technique for Arabic 

multidocument text summarization. 
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