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Abstract: Neo4j is a graph database that can use not only data, but also data relationships. Crop portraits, a kind of property graph, model the crop entity in the real world based on data to realize the networked management of crop knowledge. The existing crop knowledge base has shortcomings such as single crop variety, incomplete description, and lack of agricultural knowledge. Constructing crop portraits can provide a comprehensive description of crops and make up for these shortcomings. This research used agricultural question-and-answer data and popular science data obtained by text crawling as the original data, selected labels to establish a crop portrait that including three categories (crops, pesticides, and diseases and pests), and used the graph database (Neo4j) to store and display these portrait data. Information mining found that the crop portrait revealed the occurrence trend of diseases and pests, exhibited a nonintrinsic connection between different diseases and pests, and provided a variety of pesticides to choose from for control of diseases and pests. The results showed that constructing crop portraits is beneficial to agricultural analysis, and has practical application values and theoretical research prospects in the field of big data analytics.
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1. Introduction

Crop production is the basis of agricultural production, and agricultural production is the foundation for human survival. In the era of big data, the problems of information overload and lost information have attracted more and more attention of researchers [1]. Agriculture is an obvious and important target of big data, and data-mining technology provides accurate crop-yield estimates for agricultural production [2]. The use of data-mining technology to integrate agricultural information to realize the transformation from traditional agriculture to digital agriculture is an inevitable trend in the development of modern agriculture.

Big data analytics (BDA) is an essential part of modern data science. In the agricultural field, BDA enables practitioners to acquire a large amount of commercial and scientific knowledge to improve their operating procedures and product quality [3]. However, traditional data technologies and platforms are unable to obtain the required information from large amounts of data due to their scalability issues, limited storage, and performance capacity [4]. Graph databases (such as Neo4j) that use graph theory to store, map, and query relationships provide a more powerful platform for deep analysis, and provide more accurate and reliable results for extracting information. A knowledge graph (KG) represents a network of real-world entities, illustrates the entities’ relationships, stores entities’ information in a graph database, and visualizes the information as a graph [5]. Since Google announced KGs that represent the general world knowledge, KGs have become one of the most effective and efficient knowledge integration technologies, but KGs still face many problems such as data insufficiency, explainability, incomplete and incorrect knowledge, inconsistencies, and many others [6]. A user portrait, which is a...
collection of user feature tags that best represent users, has been widely applied in the fields of e-commerce, tourism, Internet finance, news media, social networks, healthcare, etc. [7]. In addition, user portrait technology has been applied in agriculture to recommend personalized agricultural information resources [7]. However, neither the knowledge graph nor the user portrait can fully describe the crops in agricultural analysis.

In this study, we employed property graphs to comprehensively describe crops. With reference to the concept of user portrait, we call this property graph a “crop portrait”. Constructing crop portraits based on graph databases can realize crop-centric labeling and description of crops; can be applied to the efficient extraction, management, and sharing of agricultural knowledge; and achieve in-depth and accurate analysis of agricultural affairs. The research on crop portraits is still blank, so crop portraits have considerable research value and can provide new ideas for the development of smart agriculture. Based on the graph theory, this research used Neo4j as the storage method and display form to construct crop portraits. Further, information was mined from five aspects: the basic nature of the crop portrait, the relative importance of different crop entities, the occurrence trend of diseases and pests, the interconnection within crop diseases and pests, and the non-one-to-one relation between pesticides and diseases and pests. The results showed that the crop portrait based on graph databases provides good guidance on agricultural production, and solves problems that are difficult to directly display with general science data.

The rest of this paper is organized as follows. Section 2 introduces some related work of graphics technology applied in agriculture. Section 3 introduces the construction of crop portraits. Section 4 introduces agricultural data mining based on the crop portrait. Section 5 presents a discussion of the paper, and Section 6 provides the conclusions.

2. Related Work

Ontology is a standardized description of the relationship between concepts and is a method that enables computers to recognize human knowledge. It is a practical and systematic way of conceptualization that can enhance the consensus of expressing things and provide interoperability between various software applications. Conceptualization refers to combining the associations between objects by providing a set of objects, concepts, and various entities for explaining knowledge [8]. A knowledge graph is based on an ontology. When we apply the ontology to the data set of a single data point and apply the reasoning program to obtain new knowledge, the knowledge graph will be constructed [9].

Agricultural ontology organizes the relationship between concepts in agricultural domain knowledge in a computer-recognizable formal description language. Currently, many applications of ontology and/or knowledge graphs in the agricultural field have been reported. Lange et al. [10] suggested a multiontology-based foods-for-health knowledge system. Brožová et al. [11] studied the optimization of agricultural production structure using knowledge graphs. Zheng et al. [12] proposed an ontology-based system for agricultural knowledge management. Qi et al. [13] proposed a method for constructing meteorology and agriculture knowledge graphs. Chen et al. [14] proposed an agricultural knowledge graph to automatically integrate massive agricultural data from the Internet. Lagos-Ortiz et al. [15] constructed a knowledge-based platform to help crop insect pest diagnosis and management. Qiao et al. [16] proposed an agricultural entity relationship joint extraction model for the construction of knowledge graphs. All these applications illustrate the importance of ontology and/or knowledge graphs in agricultural research.

Neo4j was launched in 2010 and stores data in the form of nodes, attributes, and edges, where each node and edge can have multiple attributes [17]. Neo4j implements a property graph that is made up of nodes, relationships, and properties. Property graphs are quite different from knowledge graphs because they are provided in mature implementations (such as Neo4j), and thus are easy to get started with. Another difference between the two graphs is that knowledge graphs require reasoning rules, while property graphs do not [9]. However, there is conceptual confusion between these two graphs, so only a few of the studied graphs are called property graphs [18].
In this research, the labeled property graph model, together with Neo4j platform, were used to construct the property graph of crops, and we called the property graph a crop portrait. Neo4j is one of the most effective data-mining models. The model uses Cypher for expressive and efficient data querying and visualization in a property graph model, and brings ease of use and intuitive user experience [19,20]. Neo4j can reveal the hidden patterns and structures stored in connection data with almost no coding, and it can be run through a web browser [21]. All these features make Neo4j an ideal tool for representing, visualizing, and analyzing complex data. Currently, this study is the only crop portrait study based on Neo4j.

3. Crop Portrait Model Based on Graph Databases

There are many ways to constructing knowledge graphs; however, all approaches contain the following four constructing parts: data acquisition, knowledge extraction, knowledge fusion, and graph construction [22,23]. The process of crop portrait construction is similar to the process of knowledge graph construction. Figure 1 shows the construction framework for crop portraits employed in this study.

![Figure 1. Framework of crop portrait construction.](image)

### 3.1. Data Collection

Python 3, combined with the Requests library, was used to crawl the text content of the question-and-answer (Q&A) platform of the “NongGuanJia” (in Chinese, available at: http://www.laodao.so, accessed on 25 September 2020) and of the popular science data of “FuNongLu” website (in Chinese, available at: http://www.funonglu.com, accessed on 20 February 2020). We took the “NongGuanJia” platform as an example; the source code of the Q&A interface of each crop is stored in JSON format similar to http://ngjv4.laodao.so/ASHX/bbs_card.ashx?action=jzlist&version=pc&CropID=7&lastid=710530&pgsize=20 (accessed on 26 September 2020). In the link, “CropID” represents the type of crop. Since the Q&A data was paginated, “lastid” recorded the web page ID of the next part of the Q&A data. Therefore, a crawling program was designed accordingly.

The data set obtained included 15 crops, 28 pesticides, 93 diseases and pests, and a total of more than 67,000 Q&A data and popular science data. There were four crops with less than 1000 data, three crops with 1000–5000 data, seven crops with 5000–10,000 data, and one crop with more than 10,000 data (Table 1). An example of the collected corpus is showed in Table 2 (only the first two answers of the Q&A data are listed).
<table>
<thead>
<tr>
<th>Crops</th>
<th>Amount of Q&amp;A Data</th>
<th>Amount of Popular Science Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scallion</td>
<td>409</td>
<td>7</td>
</tr>
<tr>
<td>Ginger</td>
<td>523</td>
<td>7</td>
</tr>
<tr>
<td>Peanut</td>
<td>629</td>
<td>7</td>
</tr>
<tr>
<td>Orange</td>
<td>946</td>
<td>7</td>
</tr>
<tr>
<td>Grape</td>
<td>1810</td>
<td>7</td>
</tr>
<tr>
<td>Banana</td>
<td>2708</td>
<td>7</td>
</tr>
<tr>
<td>Mango</td>
<td>3924</td>
<td>7</td>
</tr>
<tr>
<td>Chili</td>
<td>5520</td>
<td>7</td>
</tr>
<tr>
<td>Tomato</td>
<td>5600</td>
<td>7</td>
</tr>
<tr>
<td>Cucumber</td>
<td>6115</td>
<td>7</td>
</tr>
<tr>
<td>Soybean</td>
<td>6361</td>
<td>7</td>
</tr>
<tr>
<td>Strawberry</td>
<td>6372</td>
<td>7</td>
</tr>
<tr>
<td>Potato</td>
<td>7256</td>
<td>7</td>
</tr>
<tr>
<td>Rice</td>
<td>8455</td>
<td>7</td>
</tr>
<tr>
<td>Apple</td>
<td>10,625</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Examples of Q&A data and popular science data.

<table>
<thead>
<tr>
<th>Crop</th>
<th>Strawberry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q&amp;A data</td>
<td>Four hours ago.</td>
</tr>
<tr>
<td>Time</td>
<td>What is the blackening of stolons?</td>
</tr>
<tr>
<td>Question</td>
<td>Anthracnose harm. It is recommended to use difenoconazole, bromoxynil, prochloraz or picoxystrobin, etc. to spray for control.</td>
</tr>
<tr>
<td>Answer 1</td>
<td>Anthracnose. Use difenoconazole, pyraclostrobin, prochloraz, bromoxynil and other control.</td>
</tr>
<tr>
<td>Answer 2</td>
<td>Basic introduction Strawberry is also called berry, ground berry, ground fruit, and red berry. It is native to South America. Strawberry is moderately sweet and sour, aromatic and delicious, soft and juicy, and is known as the “Queen of Fruits”. It is deeply loved by consumers and has certain medicinal and healthcare functions.</td>
</tr>
<tr>
<td>Popular science data</td>
<td>Place of production China is the country with the most abundant wild strawberry resources in the world. The main producing areas of strawberry are located in eastern coastal areas such as Liaoning, Hebei, Shandong, Jiangsu, Shanghai, and Zhejiang.</td>
</tr>
<tr>
<td>Nutrient content</td>
<td>Each 100 g strawberry contains edible part 97 g, water 91.3 g, energy 30 kcal (126 kJ), protein 1 g, fat 0.2 g, carbohydrate 7.1 g, dietary fiber 1.1 g, ash 0.4 g, thiamine 0.02 µg, cholesterol 0 mg, riboflavin 0.03 mg, carotene 30 mg, niacin 0.3 mg, retinol 0 mg, vitamin A 5 mg, vitamin C 47 mg, and vitamin E 0.71 mg.</td>
</tr>
</tbody>
</table>

3.2. Entity-Relationship Definition

Building a portrait is a process of labeling entities. An instance of a label refers to the specific content contained in a label, which is characterized by conforming to the MECE principle. The MECE principle is a thinking tool proposed by Barbara Minto in the Minto Pyramid Principle. It is the abbreviation of Mutually Exclusive and Collectively Exhaustive, which means that each part is independent of each other and all parts are completely exhausted [24].

The Entity-Relationship (ER) model is the basis for unification of different views of data [25], and connects numerous entities through different relationships [26]. The ER model focuses on three main elements: entities (sets of things used to store information), attributes (information collected for an entity), and relationships (relations between entities). In this work, we defined model \( ER = \langle C, A, R, I \rangle \). Among these, \( C \) stands for category entities, \( A \) stands for attributes, \( R \) stands for relations, and \( I \) stands for instance entities. We also established the following five definitions for model \( ER \):
1. We defined the triplet $M = <e_1, r, e_2>$, where $e_1$ and $e_2$ represent two entities, and $r$ represents a semantic relationship. The entities of the triplet are connected with each other through relationships, forming a networked knowledge structure.

2. We defined $C = <C_{cro}, C_{pes}, C_{dis}>$ to mean that the model contains three categories: $C_{cro}$ represents crops, $C_{pes}$ represents pesticides, and $C_{dis}$ represents diseases and pests. These three are important entities in the agricultural field and run through the entire process of agricultural production.

3. We defined $A = <A_{cro}, A_{pes}, A_{dis}>$ to represent the attribute sets of the three categories, among which:

   - $A_{cro} = \{id, name, alias, susceptible disease, nutrients, fertilizer, place of production\}$
   - $A_{pes} = \{id, name, alias, susceptible crops\}$
   - $A_{dis} = \{id, name, alias, effect\}$

   Note: In order to avoid duplication after importing into Neo4j and to facilitate the addition of the relationship between categories, a number (ID) was set for each instance. This model was built by focusing on crops, and six attributes of crops (name, alias, susceptible disease, nutrients, fertilizer, place of production) were selected. These attributes have a wide dimension and clear characteristics. They are frequently involved in agricultural affairs and can describe crops in all directions. This model did not select appearance features, selling prices, etc. as attributes of crops, because these attributes are difficult to accurately quantify, and few users want to understand them, so they are of little practical significance. Three attributes were selected for the pest category: name, alias, and susceptible crops; and three attributes were selected for the pesticide category: name, alias, and effect. The purpose of selecting these attributes was to associate with the crop entity and assist in the description of the crops.

4. We defined $R = <r_1, r_2, r_3>$. Among these, $r_1 = \{infect, treat\}$ represents the relationship between categories. Infect is the relationship between crops and diseases and pests; and treat is the relationship between pesticides and diseases and pests. $r_2 = \{instance\}$ represents the attribution relationship; that is, the relationship between the category and the instance. $r_3 = \{A\}$ represents the attribute relationship; that is, the relationship between the instance and the attribute value.

5. We defined $I = <I_1, I_2, I_3>$ to represent the instances of the three categories, where $I_1$ represents the instance collection of crops, a total of 15 crop elements; $I_2$ represents the instance collection of pesticides, a total of 28 pesticide elements; and $I_3$ represents the instance collection of diseases and pests, a total of 93 diseases and pests elements.

3.3. Named Entity Recognition

This portrait model used named entity recognition technology to extract instances and their corresponding tags. Named entity recognition belongs to a branch of natural language processing and is relatively mature. The raw data to be recognized had two types: Q&A corpus and popular science corpus. For Q&A corpus and irregular science corpus, machine learning could be used for feature extraction. This model selected the Conditional Random Field (CRF) model, and selected delimiting words, part of speech, left bounding words, and radicals as features to label each corpus and its context in the observed corpus sequence [27]. The above features had a good degree of discrimination, and it was easy to realize automatic labeling through programs [27]. For some simple and standardized crop science corpora, feature extraction was performed by manually compiling a dictionary to obtain the nutrients, place of production, and other attributes of crops, which improved not only the accuracy, but also the time and space limitations of the algorithm.

The CRF++ toolkit was used to identify the named entities of the original corpus, to find out the instances in each category and their corresponding attributes, and to sort them separately. When using the CRF++ tool, the data set was divided into a training set and a test set at a ratio of 7 to 3. Entities labeling and recognition were carried out with reference to the results of reference [27]. In order to facilitate display, the data in the result list were separated by “/”.
In the $C_{cro}$ category, we took strawberry as an example. Strawberry $\in I_1$, established the triplet $M$ form relationship according to its attributes (Table 3): strawberry is an instance of the $C_{cro}$ category, conforms to the relation $r_2$, expressed as $M = <C_{cro}, \text{instance, strawberry}>$; Vitamin C is a nutrient attribute of strawberry, which conforms to the relationship $r_3$, expressed as $M = <\text{strawberry, nutrition, vitamin C}>$.

Table 3. Strawberry-related attribute recognition.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Frequent diseases and pests</th>
<th>Nutrient content</th>
<th>Fertilizer</th>
<th>Place of production</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Strawberry</td>
<td>Root rot/Thrips/Aphids/Mites/Anthracnose/Leaf spot/Snake eye/Powdery mildew/Gray mold</td>
<td>Carbohydrates/Carotene/Vitamin C/Malic acid/Anthocyanin</td>
<td>Organic fertilizer/Farmyard manure/Potassium sulfate/Diammonium phosphate/Urea</td>
<td>Liaoning/Hebei/Shandong/Jiangsu/Shanghai/Zhejiang/Sichuan/Xinjiang</td>
</tr>
</tbody>
</table>

In the $C_{pes}$ category, we took pyridaben (“SuManTong” in Chinese) as an example. Pyridaben $\in I_2$, established the triplet $M$ form relationship according to its attributes (Table 4): pyridaben is an instance of the $C_{pes}$ category, conforms to the relationship $r_2$, expressed as $M = <C_{pes}, \text{instance, pyridaben}>$; “DaManTong” (in Chinese) is an alias attribute of SuManTong, in accordance with the relationship $r_3$, expressed as $M = <\text{SuManTong, alias, DaManTong}>$.

Table 4. Pyridaben (“SuManTong” in Chinese)-related attribute recognition.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SuManTong</td>
<td>Mites/Aphids/Whiteflies/Thrips</td>
</tr>
<tr>
<td></td>
<td>DaManJing/DaManTong/QianNiuXing (in Chinese)</td>
<td></td>
</tr>
</tbody>
</table>

In the $C_{dis}$ category, we took thrip (“JiMa” in Chinese) as an example. Thrip $\in I_3$, established the triplet $M$ form relationship according to its attributes (Table 5): thrip is an instance of the $C_{dis}$ category, conforms to the relationship $r_2$, expressed as $M = <C_{dis}, \text{instance, thrip}>$; “JiChong” (in Chinese) is an alias attribute of JiMa, conforms to the relationship $r_3$, expressed as $M = <\text{JiMa, alias, JiChong}>$. The relationship between thrip and strawberry was infection and being infected, which was consistent with the relationship $r_1$, expressed as $M = <\text{thrip, infect, strawberry}>$. The relationship between pyridaben and thrip was prevention and being prevented, and the relationship was consistent with relationship $r_1$, expressed as $M = <\text{pyridaben, treat, thrip}>$.

Table 5. Thrip (“JiMa” in Chinese)-related attributes recognition.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Susceptible crops</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>JiMa</td>
<td>Strawberry/Banana/Grape/Mango/Apple</td>
</tr>
</tbody>
</table>

3.4. Crop Portrait Storage and Visualization

Neo4j, created by Neo Technology, is a native graph database platform (http://neo4j.com, accessed on 25 September 2020). It provides a query language called Cypher, which can query and update graph databases, similar to the structured query language of relational databases.

The crop portrait established by this model was an undirected graph that was defined as $G = (V, E)$. In the definition, vertex $V$ represents the entity, corresponding to $e_1$ and $e_2$ in
the triplet $M$, while edge $E$ represents the relationship between the entities, corresponding to $r$ in the triplet $M$. To establish the crop portrait, we performed the following sequential operations:

1. We used the statement “LOAD CSV WITH HEADERS FROM ‘file:///crops.csv’ AS line FIELDTERMINATOR ‘,’ MERGE (:crop{ld: line.crops_id, name: line.crops_name, alia: line.crops_alias, nutrient: line.nutrients, disease: line.disease, fertilizer: line.fertilizer, producer: line.producer})” to import the csv file that stores crops and attribute data.

2. We used the statement “CREATE (n: category {name: ‘crop’}) RETURN n” to create the nodes of crops.

3. We used the statement “MATCH (a: crop), (b: class {name: ‘crop’}) MERGE (a)-[:instance]->(b)” to establish the relationship between the nodes of “crop” and crop instances.

4. We imported the data of examples (strawberry, pyridaben, and thrip) described in Section 3.1 into Neo4j in the form of triplet $M$ to obtain a visualized portrait of strawberry (Figure 2).

5. We imported all finished data into Neo4j in the form of triplet $M$ for storage and obtained a visualized portrait of all 15 crops (Figure 3).

Figure 2. The portrait of strawberry based on graph databases. The light blue circle represents the crop entity, the orange circle represents the strawberry instance, the purple circles represent aliases, the dark blue circles represent fertilizers, the yellow circles represent nutrient contents, the red circles represent diseases and pests, and the green circles represent places of production.

Figure 3. The relations of entities and their instances in the portrait. The light blue circles represent the three entities, the orange circles represent instances of crops, the light gray circles represent instances of pesticides, and the red circles represent instances of diseases and pests.
4. Data Mining Based on the Crop Portrait

4.1. Basic Properties of the Crop Portrait Graph

Based on the crop portrait $G$, we established the following definitions:
1. $D_v$, the degree of vertex entity $v$;
2. $D_{v\text{-max}}$, the maximum value of $D_v$ in a certain type of entity, indicating that the vertex entity had the highest importance in the crop portrait;
3. $D_{v\text{-min}}$, the minimum value of $D_v$ in a certain type of entity, indicating that the vertex entity had the lowest importance in the crop portrait;
4. $D_{v\text{-avg}}$, the average value of $D_v$ in certain types of entities;
5. AN, the adjacent node of vertex entity $v$.

The $D_v$ of crops, diseases and pests, and pesticides were counted (Figure 4). The fluctuations (range, R) of $D_v$ of crops, pesticides, and diseases and pests were 21, 7, and 17, respectively. Compared with pesticides and diseases and pests, the $D_v$ of crops were larger ($p < 0.0001$ and $p < 0.0001$, respectively), all not less than 14; and the $D_v$ of pesticides and of diseases and pests were smaller, not greater than 10 and 18, respectively. However, there was no statistically significant difference between the $D_v$ of pesticides and the $D_v$ of diseases and pests ($p = 0.9751$). These results indicated that crops were more important than pesticides and diseases and pests in the portrait.

![Figure 4. Comparison of the degree of vertex entity (Dv).](image)

In the crop category ($C_{\text{cro}}$), $D_{v\text{-max}} = 35$ (mango), $D_{v\text{-min}} = 14$ (rice), and $D_{v\text{-avg}} = 25.3$ ($s = 6.651$). In the pesticide category ($C_{\text{pes}}$), $D_{v\text{-max}} = 10$ (abamectin and chlorothalonil), $D_{v\text{-min}} = 3$ (flufenoxuron, hexythiazox and propargite), and $D_{v\text{-avg}} = 5.8$ ($s = 1.931$). In the diseases and pests category ($C_{\text{dis}}$), $D_{v\text{-max}} = 18$ (mites), $D_{v\text{-min}} = 1$ (white rust), and $D_{v\text{-avg}} = 5.6$ ($s = 3.539$). Generally, for an entity, the larger the $D_v$ of the instance it contained, the greater the importance of the instance in the portrait. Conversely, the smaller the $D_v$ of the instance, the smaller the importance of the instance in the portrait.

4.2. Relative Importance of Different Crop Entities

The numbers of adjacent nodes of 15 crop instances were counted to represent the numbers of their diseases and pests (Figure 5a). In the model, the number of diseases and pests that for each crop was prone to occur, the highest was $AN = 18$, and the lowest was $AN = 4$. Mangoes were the most susceptible to diseases and pests, while bananas and chilies also were more susceptible to diseases and pests, and 10 crops had less than 10 diseases and pests.
In the crop category ($C_{cro}$), $D_{v\text{-max}} = 35$ (mango), $D_{v\text{-min}} = 14$ (rice), and hence 30 weeks of data were obtained. When we took 1 February 2019 as the starting date and seven days ($n = 7$) as the time interval, the Q&A quantities for root rot disease of strawberry as an example, and selected a total of 210 days (1 February 2019–29 August 2019) of data for analysis. The quantities of Q&A were summed every seven consecutive days. We took root rot disease of strawberry as an example, and selected a total of 210 days (1 February 2019–29 August 2019) of data for analysis. The quantities of Q&A were summed every seven consecutive days ($q_n$), and hence 30 weeks of data were obtained. When we took 1 February 2019 as the starting date and seven days ($n = 7$) as the time interval, the Q&A quantities for root rot reached a peak around the 10th week, and then gradually stabilized until a small increase occurred again around the 25th week (Figure 6). Therefore, the root rot disease of strawberry was estimated to occur集中地 around mid-April, consistent with the result that red heart root rot disease of strawberry mostly occurs from mid-March to mid-May [28].

Further, the 30 weeks of data were divided into two parts, the first half contained the first 15 weeks of data (colored blue in Figure 6), and the second half contained the last 15 weeks of data (colored red in Figure 6). The Q&A quantities of the two halves both were in accordance with the normal distribution ($p = 0.0848$ and $p = 0.3745$, respectively). The Q&A quantities of the first half were higher than those of the second half ($p = 0.0104$), indicating that the first 15 weeks was the main occurrence period of root rot disease of strawberry.

Figure 5. Numbers of adjacent nodes: (a) compared across all 15 crops; (b) compared between six fruits and nine nonfruits.
Figure 6. Trend in the quantities of Q&A on root rot disease of strawberry.

4.4. Interconnection within Crop Diseases and Pests

The link between two diseases and pests that can infect the same crop was measured due to the possibility of some internal links. We took diseases and pests data of strawberry as an example, and divided the 210 days (1 February 2019–29 August 2019) into 30 statistical periods with an interval of seven days. The quantities \( q_i \) of different diseases and pests were calculated. The similarity index, \( \text{Sim} \in [0, 1] \), was defined as Formula (1) with a precision of two decimals:

\[
\text{Sim} = \frac{\sum_{i=1}^{30} \min(x_i, y_i)}{\sum_{i=1}^{30} \max(x_i, y_i)}
\]

where \( x_i \) represents the quantity of occurrence of disease or pest \( x \) in the \( i^{th} \) statistical interval, and \( y_i \) represents the quantity of occurrence of disease or pest \( y \) in the \( i^{th} \) statistical interval. When two diseases and pests had Q&A data in a same statistical period, the closer the two Q&A quantities were, the closer the relationship between the two diseases and pests was.

In the model, we obtained the similarity index (\( \text{Sim} \)) of root rot, anthracnose, thrips, leaf spot, and aphid damage of strawberry (Figure 7). Root rot and anthracnose are both fungal diseases with similar harmful symptoms, mainly wilting and death, and both are devastating diseases of strawberry [29,30]. Therefore, the similarity index between the two diseases and pests in this model was relatively high (\( \text{Sim} = 0.41 \)). Thrips and leaf spot disease have similar harmful symptoms, and both cause gray spots on the leaves [31,32]. The similarity index between the two diseases and pests in this model also was high (\( \text{Sim} = 0.46 \)). These results indicated that when two diseases and pests occurred at the same time, even if the symptoms were similar, the causes can be similar or different. Therefore, the similarity index was only related to the symptoms and not related to the cause of the disease or pest. This result suggested that it is very important to confirm the causes of diseases and pests. When diagnosing diseases and pests, it is necessary to consider a variety of diseases and pests with a high similarity index at the same time to prevent diagnostic errors.
4.5. Non-One-to-One Relation between Pesticides and Diseases and Pests

Providing accurate information for control of diseases and pests is an important purpose of constructing crop portraits. By analyzing the diseases and pests involved in this study and the pesticides recommended for the control of these diseases and pests, we found that out of 28 pesticides, there were four pesticides that each could be used for control of only one disease or pest. The one pesticide with the broadest control spectrum could be used to control six diseases and pests, and each of the other 23 pesticides could control more than one disease and pest (Figure 8a). On the other hand, there were 11 pesticides for control of mites. There were 8, 8, 7, 7, 6, and 5 pesticides for blight, gummy stem blight, aphid, whitefly, anthracnose, and diamondback moth control, respectively (Figure 8b). These results indicated that broad-spectrum pesticides have been widely used in crop production. These broad-spectrum pesticides can simultaneously control target and nontarget diseases and pests, and help improve the efficiency of management of diseases and pests. However, the environmental pressure brought by broad-spectrum pesticides is relatively greater. For some diseases and pests, there are a variety of pesticides to choose from for control, which is beneficial to giving priority to environmentally compatible pesticides with high efficiency and low toxicity.

Figure 7. Similarity indexes between diseases and pests of strawberry.

Figure 8. Non-one-to-one relation of pesticides against diseases and pests. (a) Broad spectrum of some pesticides. (b) There are many pesticides available against one disease or pest.

5. Discussion

We constructed a property graph of crops using graph theory and called the property graph a crop portrait. Crop portraits have good development prospects and will play an important role in the age of digital agriculture for data mining. Our crop portrait contained three types of entities (crops, pesticides, and diseases and pests), as well as their corresponding attributes and the relationships between them.
Based on the portrait, we found that crop entities were more important than pesticide entities and disease and pest entities, and fruit entities were more important than nonfruit entities. These results were consistent with the fact that crops are the core of agricultural production, and the economic value of fruits is higher than that of nonfruits nowadays. Through data mining, we found that diseases and pests with the same symptoms may be caused by completely different pathogenic factors. Therefore, the control of these diseases and pests should be based on the cause, not on the symptoms, which would comply with the principles of disease or pest control in phytopathology. Although the crop portrait revealed that broad-spectrum pesticides are widely recommended for use in production, the impact of pesticides on the environment, rather than control effects, should be considered first in control of diseases and pests, and environmentally friendly pesticides should be given priority.

At present, there is a lack of research reports on the construction of crop portraits. This study successfully constructed a crop portrait based on the graph database Neo4j, and evaluated the constructed crop portraits through data mining. The results showed that the construction of crop portraits based on graph theory is very necessary and useful for agricultural data mining, which is helpful for agricultural analysis and guiding agricultural production. This research provides a simpler and more effective method for the analysis of agricultural big data. Although this method is based on Chinese data, the methods involved are also applicable to other data, except the named entity recognition method.

6. Conclusions

In this research, a crop portrait containing 15 crops, 28 pesticides, and 93 diseases and pests was constructed based on the graph database Neo4j, and detailed information was mined. The crop portrait could describe crops in an all-around way.

In the crop portrait, crops were more important than both pesticides and diseases and pests when measured by the $D_v$ of vertex entities, and people paid more attention to fruits than nonfruits among the 15 crops. Taking strawberry as an example, we successfully predicted the occurrence period of its root rot disease. It was found that two kinds of diseases and pests that occurred at the same time with similar symptoms may have different causes. Broad-spectrum pesticides were widely recommended for the control of diseases and pests.

Our work filled the gaps in the field of crop portraits to a certain extent, and opened up a new path for agricultural analysis. In the future, this research will further optimize the image label selection of crop portraits, improve the recognition method of named entities in the agricultural field, and incorporate more crops into the crop portrait by increasing the amount of data. In addition, the labels of the crop portrait are currently defined as static labels. When applied to the intelligent agricultural knowledge question-answering system, certain tags need to be defined as dynamic tags in order to update them in time and provide accurate recommendation services.
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