Abstract: Magnetic structures have attracted a great interest due to their multiple applications, from physics to biomedicine. Several techniques are currently employed to investigate magnetic characteristics and other physicochemical properties of magnetic structures. The major objective of this review is to summarize the current knowledge on the usage, advances, advantages, and disadvantages of a large number of techniques that are currently available to characterize magnetic systems. The present review, aiming at helping in the choice of the most suitable method as appropriate, is divided into three sections dedicated to characterization techniques. Firstly, the magnetism and magnetization (hysteresis) techniques are introduced. Secondly, the visualization methods of the domain structures by means of different probes are illustrated. Lastly, the characterization of magnetic nanosystems in view of possible biomedical applications is discussed, including the exploitation of magnetism in imaging for cell tracking/visualization of pathological alterations in living systems (mainly by magnetic resonance imaging, MRI).
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Due to the growing interests around the exploitation of magnetic (nano)materials, a detailed comprehension of this phenomenon is becoming more and more important, if not crucial. Many characterization techniques are used daily to qualitatively and/or quantitatively determine the magnetic response in materials [1,24]. However, being very specific, these techniques could be unfamiliar to a wide audience. The analysis of the state-of-art pointed out that the scientific literature is very rich in reviews focused on the production/testing of magnetic materials in various fields [25–28], assuming as elementary the comprehension of the adopted characterization techniques. On the basis of the authors’ experience, a superficial (and simplistic) interpretation of these data could leave to misleading (and in some cases incorrect) analysis [1]. In this context, it is worthy of note that there are many previous publications related to these subjects, including reviews and books. Some of them [24,29–36] can be still considered as “classical” as they are constantly used in many laboratories around the world.

Therefore, aim of this review is to provide (in a simple, but precise way) a technical summary of the main relevant characterization techniques mandatory for determining magnetism-related phenomena in (nanoscopic) materials and systems and some of the most recent advances in the field, new methods and approaches. Obviously, the number of techniques exploitable for this purpose can be extremely various and it is almost impossible to provide an enough-detailed analysis of all the possible variants and approaches (for a much detailed comprehension of each technique, readers should refer to dedicated papers and the afore mentioned literature). Thus, for the sake of clarity, authors have decided to focus the discussion on some relevant methods illustrated in the literature, in correlation also with their peculiar expertise. Hence, the following paragraphs were organized introducing three main topics: A brief introduction dedicated to the determination of the magnetization (hysteresis) curves (fundamental for recognizing not only the level of magnetism in materials/particles, but also the types of magnetism, vide infra) and their interpretation, the visualization and description of magnetism at mesoscale (including the correlation between nanomagnetism and morphology), and the exploitation of magnetism in imaging for cell tracking or visualization of pathological alterations in living systems (mainly by magnetic resonance imaging, MRI). Concerning this last topic, a particular attention will be devoted to the characteristics that magnetic systems shall possess to be safely and successfully employed in living organisms (both in vitro and in vivo).

The final goal of this review is to draw guidelines beneficial for the correct comprehension of the magnetism-related literature, even for not insiders, as well as to point out how a magnetic system should be designed and characterized in order to be suitable for in vivo applications. The multidisciplinary approach here presented is the result of different viewpoints, in particular the merging of the physical and morphological peculiar characteristics of magnetic nanosystems applied to the biomedical field. To facilitate the document’s readability, specific case studies were taken as reference examples, key points and criticalities highlighted. With this work, the authors’ hope is to have unequivocally disclosed any possible complex aspects in the field, thus facilitating the proliferation of interesting (and optimistically outstanding) future studies.

2. Magnetism and Magnetization (Hysteresis) Curves

On the basis of the “Modern Theory of Magnetism”, the appearance of strong magnetic phenomena in materials and molecular structures is due to the presence of chemical elements with a particular electronic configuration, namely: Iron (Fe), nickel (Ni), cobalt (Co), manganese (Mn), chromium (Cr), and some rare earth metals [37]. Independently from the types of magnetism, the most common method for evaluating the magnetic response in materials is the determination of the magnetization (hysteresis) curves by means of a magnetometer [38]. Even if there are several configurations of magnetometers, the most common one is the vibrating sample mode (VSM). In a VSM magnetometer, the test specimen is subjected to a magnetization-demagnetization loop process by varying the external magnetic field applied. The material’s magnetization, intended as the vector field which indicates the density of magnetic moments (i.e., vector relating the alignment on the material by
applying an external magnetic field with respect to the field vector, is measured indirectly as electric current variation/formation of the inductive coils surrounding the sample-holder (it should be remembered that both electric and magnetic fields are strictly correlated between each other since being orthogonal). According to the “IEEE Magnetic Society” [39], magnetization is expressed in two different forms: as total (volume) magnetization (\( \mathbf{M} \), an expression of the magnetic moments per unit of volume, units of measurement \( \text{A} / \text{m} \)) for the International System of units (SI) and emu/cm\(^3\) for the Centimeter-Gram-Second system of units (CGS)) and as total (mass) magnetization. Another useful property is the magnetic induction (\( \mathbf{B} \), magnetic flux density in the sample, units of measurements T for SI and G for CGS) [40]. These units are correlated between each other [41] according to the Equation (1) (derived from the Maxwell’s equation):

\[
\mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M})
\]  

(1)

where \( \mathbf{H} \) is the applied magnetic field (external magnetic stimulus, units of measurement \( \text{A} / \text{m} \) for SI and Oe for CGS) and \( \mu_0 \) is the vacuum permeability (a constant value equal to \( 4\pi \times 10^{-7} \) H/m, as defined in SI). Sometimes, it is better to remind that the CGS system is preferred respect to the SI, thus for any clarification concerning the units of measurements of magnetic properties, please refers also to [1]. At this point, it can be useful for the entire discussion, introducing some important physical quantities with their definitions. In details, the saturation magnetization \( (M_s) \) is the maximum magnetic moment induced by an external magnetic field applied, the intrinsic coercivity \( (H_{ci}) \) is the reverse field required to bring the magnetization \( \mathbf{M} \) to zero, and the magnetic remanence \( (M_r) \) is the residual magnetization at zero external magnetic field \( (H = 0) \) [40].

The main differences between these two configurations (namely, \( \mathbf{M} \) vs. \( \mathbf{H} \) and \( \mathbf{B} \) vs. \( \mathbf{H} \)) are related to both shapes and physical quantities obtained [39]. As shown in Figure 1, \( B_r \) is the residual induction at \( H = 0 \), whereas \( H_c \) is the coercivity (or the reverse field necessary to bring the \( B \) to zero).
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Figure 1. Ferromagnetic material hysteresis curves expressed as \( \mathbf{M} \) vs. \( \mathbf{H} \) (a) and \( \mathbf{B} \) vs. \( \mathbf{H} \) (b) curves. Legend: \( M_s \) is the saturation magnetization, \( M_r \) is the remnant magnetization at \( H = 0 \), \( H_{ci} \) is the intrinsic coercivity, \( B_r \) is the remnant induction (or remanence) at \( H = 0 \), and \( H_c \) is the coercivity. For hard magnets: \( H_{ci} \neq H_c \); for soft-magnets: \( H_{ci} \approx H_c \). Reprinted with permission from [40], published by Elsevier, 2003.

The more enlarged the hysteresis loop (such as in the case of hard-magnets, \textit{vide infra}), the higher the discrepancies between the two coercivity values \( (H_c \) and \( H_{ci} \)). This suggests that when the hysteresis loop becomes very narrow (or negligible), the two representations of the magnetization profiles tend to be similar, thus justifying in some ways the wrong interchanges mostly found in the literature. For the sake of clearness, from here only \( \mathbf{M} \) vs. \( \mathbf{H} \) curves were considered.
Figure 2 reports the possible different profiles of magnetization (hysteresis) curves depending on the form of magnetism. Being more precise, there are five relevant forms of magnetism, and among these the more intense (and, consequently, macroscopically-detectable by human eyes without specific techniques) are only two: ferromagnetism and ferrimagnetism. Superparamagnetism is a thermal/size-induced particular response of the previous two forms of magnetism, while diamagnetism, paramagnetism, and antiferromagnetism are weaker forms of magnetism.

![Magnetization (hysteresis) curves associated with the different classes of magnetic materials](image)

**Figure 2.** Magnetization (hysteresis) curves associated with the different classes of magnetic materials (i.e., Hard/Soft-ferromagnetics, superparamagnetics, diamagnetics, and paramagnetics).

Ferromagnetism consists in a spontaneous magnetization/alignment of the matter (even without applying an external magnetic stimulus) of the order of ca. $10^6$ A/m. Ferromagnetism is generated by the self-alignment of the unpaired (same-spin) electrons forming the material. Since this phenomenon is energetically favored only at short-range, it is reflected by the formation of randomly aligned magnetic domains. In fact, at the macro level, the energetically favored anti-alignment organization of adjacent poles is still the more predominant one. Vice versa, in presence of an external magnetic field applied, domains aligned themselves according to the external magnetic field directions.

Interestingly, Fe, Ni, and Co (3d metals) are the only three pure elements with ferromagnetic properties at room temperature (RT). Ferromagnetic materials are characterized by having a well-defined $M_s$, and high $H_{ci}$ and $M_r$.

Additionally ferromagnetic materials can be classified as hard (permanent magnet, with high $H_{ci}$) and soft (easily (de)magnetized, with low $H_{ci}$) [1,35,43,44]. Lastly, the high values of $H_{ci}$ and $M_r$ are an expression of the capability of ferromagnetic materials of retaining a memory of their magnetic history. Moreover, ferromagnets are sensible to temperature. In fact, by increasing the temperature above the Curie point (a critical temperature value typical of each magnetic material), ferromagnetic materials start behaving as paramagnetic materials (vide infra), with formation of random domains [45]. This reversible phenomenon is due to disordered motions of electrons caused by an overall increment of entropy in the system. From the magnetization curve in Figure 2, the formation of the hysteresis phenomenon is attributable to a certain magnetic anisotropy due to structural parameters (such as: Crystal structure, shape/dimensions of grains/particles, stress/tension, interaction with (anti)ferromagnetic materials), and this is particularly strengthened in the case of hard-magnets, which show high $H_{ci}$ (see [1,35] and references therein). Figure 3 reports the schematic view of a ferromagnetic system in absence and in the presence of an external magnetic field applied.
Ferrimagnetism is a very particular form of magnetism. This phenomenon occurs in materials organized into two interpenetrating structures located at the different sublattice, showing an anti-alignment of spins with not-equal magnetic moments, thus resulting in an overall valuable magnetic moment below the Curie temperature [47]. Analogously to ferromagnetic materials, ferrimagnetic systems exhibit spontaneous magnetization, hysteresis loop, and a Curie point [1,35]. Typical ferrimagnetic systems are magnetite (Fe₃O₄, a mixed ferrous-ferric oxide with the spinel crystal structure AB₂O₄) and other ferrites (Fe-containing mixed oxides with the spinel crystal structure MFe₂O₄, with M being a general metal). For the sake of clarity, Figure 5a depicts the spinel crystal structure of MnV₂O₄ where the two substructures are made by the V-octahedral and Mn-tetrahedral...
sites [48]. Interestingly, by making a comparison between Figures 5b and 5c, it is possible to appreciate
the effect induced by the temperature variation on the phase crystal structure (i.e., cubic-to-tetragonal
transition during cooling) and consequently on the organization of the magnetic structure (from collinear
to non-coplanar ferrimagnetic order). Additionally, also rare earth alloys (eventually in combination
with magnetic transition metals) are widely adopted as permanent magnets [49–51]. Among the
lanthanides, the most used ones are the neodymium (Nd)-based magnets [52] and the samarium
(Sm)-based ones [53].

Figure 5. Effect by temperature variations on the phase crystal structure and magnetic structure
organization. Panel (a) spinel-type oxide MnV$_2$O$_4$ crystal structure A-site are surrounded by oxygen
tetrahedron and B-site ions by octahedron. The V$^{3+}$ ion has orbital degeneracy in the $t_{2g}$ orbital. Panel (b)
The collinear ferrimagnetic structure. Panel (c) Magnetic structure in the non-coplanar ferrimagnetic
tetragonal phase ($c < a$). Reprinted with permission from [48], published by Elsevier, 2018.

On the contrary, paramagnetism is the tendency of materials of displaying a net magnetic moment
if exposed to a magnetic field. As paramagnetism comes from the partially-filled orbitals, either forming
bands or being localized, only certain systems lead to paramagnetic properties, in principle metals and
insulators having localized moments. Macroscopically, when paramagnetic materials are subjected
to an external magnetic field, they tend to align following the magnetic field direction, giving both
magnetization and susceptibility slightly positive (as depicted in Figure 2) [54]. However, it must
be noticed that paramagnetism might be associated also to other forms of magnetism. For example,
Preller and co-workers [55] reported the production of FePt nanomaterials. As summarized in Figure 6,
Fe$_3$Pt nanomaterial shows clearly a soft magnetic behavior (Figure 6a), whereas FePt$_3$ predominantly
exhibits a paramagnetic character associated with traces of ferromagnetism due to the presence of a
minor ferromagnetic phase (Figure 6b).

As reported in a previous study [1], superparamagnetism is a particular form of paramagnetism
below the Curie point in both ferro/ferri-magnetic materials when organized in the shape of small
“single-domain” nanoparticles (thus it is a thermal and size dependent particular response of
ferro/ferri-magnetic materials) [24]. In detail, since single-domain nanoparticles (with dimensions
below 20 nm size) can randomly change their directions of the magnetization with temperature/time
fluctuations, the average magnetization value of such systems in absence of an external magnetic
field is close to zero [10]. In presence of an external magnetic field, nanoparticles align following the
magnetic field direction as for paramagnetic materials. However, due to their ferro/ferri-magnetic
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origin, such nanomaterials show very high magnetic susceptibility (larger than common paramagnetic materials, i.e., “super”paramagnetism) and absence of hysteresis ($H_{\text{r}}$-values close to zero, and $M_r$-values very low) [38].

Conversely to paramagnetism, diamagnetism is the capability of repel/oppose to an applied external magnetic field, due to the absence of unpaired electrons, giving weak negative magnetization and susceptibility [56]. This phenomenon is widely exploited for the levitation-floating of bodies, such as in the case of Maglev train (i.e., superconductors are perfect diamagnets).

Finally, analogously to ferrimagnetism, antiferromagnetism consists in magnetic phenomenon generated by the presence of two interpenetrating structures characterized by having an equal antialignment of electrons’ spins, and consequently an overall zero magnetization at the macroscale. This phenomenon is evident at low temperature, whereas at temperature higher than the Néel point it is registered the antiferromagnetism-to-paramagnetism transition (in analogy to Curie transitions of ferromagnetism) [1,24].

Figure 6. Magnetization curves of FePt nanomaterials. Panel (a) ferromagnetic Fe₃Pt nanocrystals. Panel (b) predominantly paramagnetic FePt₃ nanocrystals. Reprinted from [55] (published by MDPI, 2018) licensed under CC BY 4.0.

Figure 7 reports a summary of the main features of the principal different forms of magnetism [57]. On the basis of the state-of-art literature, several case studies reported the exploitation of magnetization (hysteresis) curves for the determination of the magnetic properties of materials, making this technique an extremely powerful method for investigating magnetic systems.

Paulo et al. [38] studied the formation of metallic (Ni, Fe, Co) ferromagnetic nanotubes via chemical electrodepositing using porous polycarbonate membranes as hard-templating system. Magnetic curves were used for evaluating not only the magnetic response, but also to determine the effect of parallel/perpendicular fields with respect to saturation, remanence and coercivity. Another interesting study is the one reported by Venkata Ramana and co-workers [59], focused on the evaluation of Fe-doping on BTCZO, acronym of (Ba₀.₈₅Ca₀.₁₅)(Ti₀.₉Zr₀.₁)O₅. Evidences confirmed that undoped BTCZO is diamagnetic, whereas the Fe doping caused a gradual evolution toward ferromagnetism. Peixoto et al. [60] produced CoFe₂O₄ nanoparticles embedded inside a TEOS-derived SiO₂ matrix via sol–gel (for sol–gel processes, refer to [61,62]) and evaluated the magnetic properties by fixing the temperature at either 5 K or 100–200 K confirming a superparamagnetic regime. In this context, it is important to point out that several cases studies reported magnetization curves detected at different temperatures (going from cryogenic conditions to temperature values above/below the Curie point), and this is fundamental for evaluating specific magnetic transition in the (nano)material/system analyzed. Wang et al. [63] reported a comprehensive study focused on the magnetic response evaluation in perovskite crystal systems. In recent studies, magnetic composite nanomaterials made by either magnetite/chitosan [64,65] or magnetite/humic-like substances [18,66] isolated from municipal biowaste [67] were thermally-converted via pyrolysis at 550–800 °C.
Magnetism | Examples | Magnetic behaviour
--- | --- | ---
Diamagnetism | Bi, Si, Cu, inert gases<br>Susceptibility small and negative ($10^{-6}$ to $10^{-5}$) | Atoms have no magnetic moments.
Paramagnetism | AL, O₂, MnBi<br>Susceptibility small and positive ($10^{-5}$ to $10^{-3}$) | Atoms have randomly oriented magnetic moments.
Ferromagnetism | Fe, Ni, Co, Gd<br>Susceptibility large (generally > 100) | Atoms are organized in domains which have parallel aligned magnetic moments.
Antiferromagnetism | Cr, MnO, FeO<br>Susceptibility small and positive ($10^{-5}$ to $10^{-3}$) | Atoms are organized in domains which have antiparallel aligned magnetic moments.
Ferrimagnetism | Fe₃O₄, MnFe₂O₄, NiFe₂O₄<br>Susceptibility large (generally > 100) | Atoms are organized in domains which have a mixture of unequal antiparallel aligned moments.

Figure 7. Summary of the main relevant forms of magnetism and their features. Reprinted with permission from [57], published by Woodhead Publishing and Elsevier, 2016.

The analysis of the magnetization curves resulted to be fundamental to indirectly understand the chemical modifications induced by the pyrolysis treatment monitoring the magnetic properties in the final material. In detail, it should be remembered that magnetite is converted into wustite (FeO) upon heating (at 575 °C) under inert atmosphere and in the presence of a carbon source (e.g., chitosan or the humic-like substances). Since instable, FeO disproportionates, giving metallic Fe and magnetite phases. The analysis of the magnetization curves pointed out that pristine magnetic nanocomposites (containing magnetite) have saturation values lower than bare magnetite. Pyrolysis at temperatures below 575 °C affects only the magnetization profiles with an increment of saturation, coercivity and remanence due to the consumption of the organic layer toward the formation of carbon. Conversely, pyrolysis at temperature higher than 575 °C caused a remarkable increment of the saturation level (even higher than the reference bare magnetite), suggesting the growth of a different magnetic phase, namely Fe (which is ferromagnetic). Moving toward the organic-based and molecule-based magnets, Miller [68] resumes the main findings obtained for the family of $[\text{TCNE}]^{-}$-based magnets. Namely, by modifying the chemical structure of this family, different forms of magnetism were registered, such as: ferromagnetism for $[\text{Fe}^{III}(\text{C}_5\text{Me}_5)_2]^\bullet [$TCNE]$^{-}$ and $V[$TCNE$]_2^\bullet$, weak ferromagnetism for $\text{Li}^+[$TCNE]$^{-}$, ferrimagnetism for $\text{Mn}^{II}[$TCNE$]_3/2(I_3)_1/2$, and antiferromagnetism for $M^{II}(\text{TCNE})_2[\text{C}_4(\text{CN})_8]_{1/2}$ (with $M = \text{Mn, Fe}$). In all cases the analysis of the magnetization (hysteresis) curves resulted fundamental not only for recognizing the form of magnetism, but also for the evaluation of the magnetic properties. Shirakawa et al. [69] measured the magnetic properties of an organic radical ferromagnets, $\beta$-$\text{p-NPNN}$, below and above the $T_c$. Interestingly, in their study Shum and co-workers [70] reported evidences of pressure-induced metamagnetic-like transition from antiferromagnetism to ferromagnetism for $[\text{Ru}_2(\text{O}_2\text{CMe})_{13}]^8(\text{CrCN})_6$ system. Lastly, also carbon allotropes (mostly 2D organic systems [71–73] and carbon nanotubes [74,75]) show unique optoelectronic and magnetic properties. In most cases, for practical applications the doping of these materials with heteroatoms (in particular to extend their magnetic ordering at long-scale) is mandatory. In this context, Tucek and co-workers [76] synthesized fluoro-graphene (thus introducing F atoms in the carbon texture) with hydroxyl groups showing antiferromagnetic ordering. However, in the literature it is widely questioned the possible role of metal impurities (Fe, Ni, Co) derived from the synthesis of such carbon allotropes (and derivatives) in their magnetic response [77].
At the end of this section, authors suggest the following specific literature for further deepening the theory and influence of parameters affecting the magnetization (hysteresis) curves [32,34,78,79].

Moreover, magnetization processes (and equipments) can be classified into quasi-static (DC) or dynamic (AC) processes [80,81]. In detail, DC magnetometry consist in magnetizing the samples and registering the magnetic moment by applying a constant magnetic field (one above all the VSM set up). On the contrary, in the AC magnetometry, an AC magnetic field is superimposed on a DC field, thus causing a time-dependent magnetic moment, which allows the magnetization without moving the sample. In the AC magnetometry, at low frequencies the $M$ vs. $H$ curve is very similar to the DC one and the slope of the $M$ vs. $H$ profile is the susceptibility. The main advantage of this technique is the high sensitivity, thus making detectable even very small magnetic variations. At high frequencies, instead, the magnetic moment registered differs from the DC one due to dynamic effects. For these reasons, the AC magnetic susceptibility is defined by two parameters: The magnitude and the phase shift, which are sensitive to thermodynamics phase changes or temperature-induced magnetic transitions (e.g., the superparamagnetism and superconductivity as well as the determination of the Curie/Neél point). Interestingly, by plotting the magnetization against the temperature or the susceptibility against the temperature, one can determine the magnetic phase transition (i.e., Curie/Neél point). For completeness, authors suggest the following references dedicated [82–86].

Furthermore, another very promising equipment that deserve the attention of experts is the SQUID (acronym of Superconductive QUantum Interference Device), which is an extremely sensible magnetometer widely exploited for the determination of very weak magnetic field (below $10^{-18}$ T). SQUIDs can be classified as either direct current (DC) or radio frequency (RF), and can be integrated into chips. In general SQUIDs are made by Nb or Pb alloys operating at temperature closed to the absolute zero (i.e., the system deserves being cooled down with liquid He or N$_2$). The analysis of the literature revealed that SQUIDs are widely used for biology studies (due to the very weak intensity of the magnetic fields registered) as well as detectors in magnetic field imaging (MFI) or in relaxometry (vide infra), however a complete and detailed discussion on this very specific technique is out from the scope of this review, which instead is focused on the technique easily findable in a magnetism-dedicated laboratory. For more detailed discussion, please consider the following literature and references therein [87–90].

3. Imaging of the Domain Structure and Beyond

The hysteresis properties, as defined in the previous paragraph, represent bulk characteristics or integrated amounts of the magnetic character of a sample as a whole. On the other hand, the magnetization is in principle a vector (and not a scalar quantity) and could be locally identified at the mesoscale. In addition, magnetic nanoparticles for both fundamental studies and technologies have been intensively explored for the past two decades. Different from the bulk counterparts, nanoparticles (NPs) with magnetic properties show unique magnetism characteristics, enabling the tuning of their magnetism by methodological nanoscale approaches. In a recent review, Wu et al. [91] have summarized the major synthetic procedures and the application fields of various magnetic NPs, including metals, metallic alloys, metal oxides, and multifunctional NPs.

Microscopies dedicated to magnetic investigation are perfectly suited for unravelling all these local magnetic properties, making available on the basis of the magnetism principles a set of information that can be adopted for improving and designating new materials or for the creation/modification of magnetic domains (spintronics) as well. For example, when dimensions of a system go down to the nanoscale the uniform magnetization hypothesis is unreliable and properties become exclusive. Local regions with uniform magnetization (i.e., magnetic domains), their boundary structure (i.e., domain walls), the directions of magnetization and the magnetization extent can be revealed under both static or dynamic conditions (i.e., magnetization reversal and time-reversal behaviors) from the cryogenic cooling to high temperature [92–95].
Electrons, photons, neutrons and X-rays are four kinds of modern probes offering a plethora of opportunities for the investigation of the magnetic properties (Figure 8). Besides other exciting properties, the aforementioned probes make it possible to visualize magnetic domains and structures, obtaining often quantitative results. The imaging of the magnetic domain structure is, for a fact, a way to reveal the local magnetic properties of materials from the macroscale down to the nanoscale. Since the publication of the comprehensive review on “Magnetic domains” by Craik and Tebble [31], dated 1961, new techniques and materials became available, while new insights were evidenced and perspectives appeared over the years. The method of observation can provide today useful insights also into the origin and reversal mechanisms of the magnetization, the sample magnetic vortex structures, that are all of a great importance from a fundamental point of view of the application, for example spintronics and other technologies. Shrewd interpretation of the variety of magnetic visualization techniques is used in this section both to begin the readers who are not familiar with these techniques and to help those more expert to figure out their own matter.

![Electromagnetic spectrum from infrared (IR) to γ-rays and some probes for the magnetic imaging.](image)

Figure 8. Electromagnetic spectrum from infrared (IR) to γ-rays and some probes for the magnetic imaging.

This review section is intended to be a survey around the topical methods for magnetic domain/domain structure observations and some of the recent findings. The appraisal of the today’s significance in the corresponding field is discussed. The theories and principles of magnetism, including Weber’s molecular and domain, and magnetic field theories are the background to this discussion.

Therefore, all aspects of magnetic structural characterization are not entirely covered, but a few techniques to be employed in modern investigations of magnetic systems in a wide dimensional range, from macro/microstructures (i.e., materials), to nanoparticles, molecular assemblies and single-molecule magnets are discussed. As each technique has its own advantages and disadvantages, the present review aims at helping researchers to select the most appropriate method for their purposes, but before discussing the techniques in more detail, a set of general comments for the imaging methods is needed. Firstly, almost all of the family of the visualization methods are firmly restricted to the topmost layer(s), a few micro- or nanometers deep in the matter, an area dominated by magnetic characteristics located at the surface. Nothing is associated with the properties of the inner portion that should be investigated by other characterization techniques more precisely dedicated to bulk magnetic properties (see the first section of this review). Secondly, some methods usually need a cleaned, smoothed and defect-free surface, and/or the operational conditions (i.e., vacuum) could be far from working conditions. Thirdly, the imaging of the domain walls in some methods could be affected by preparation (i.e., use of magnets to collect the particles that can affect their in-plane or transversal orientations). Fourthly, a compromise between sensitivity and resolution, must be taken under consideration and a multi-technique approach would be valuable.

As for characterization techniques, however, it is not surprising that in most papers a multi-technique approach is reported. The complementary investigation, typically adopted in materials science by means of microscopies or other visualization techniques with spectroscopies and textural analysis, overcomes the intrinsic limitation of individual methods and offers complementary details for assessing the correlation between morphology, structure and other properties of complex or nanostructured materials [11,21,44,96–108].

For the sake of comparison, a summary of the visualization techniques discussed in this review is detailed in Table 1. Such table should be intended as an overview of the possible investigation approaches and it offers a broad outline of the different characterization methods.
### Table 1. Magnetic imaging methods and their characteristics.

<table>
<thead>
<tr>
<th>Method(s)</th>
<th>Quantitative</th>
<th>Resolution (nm)</th>
<th>Sample Thickness (nm)</th>
<th>Acquisition Time</th>
<th>Info on Depth (nm)</th>
<th>External Magn. Field</th>
<th>Selected Depth Info</th>
<th>High, Low Temperature***</th>
<th>Types of Specimen****</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bitter</strong></td>
<td>N</td>
<td>~100</td>
<td>L</td>
<td>&lt;s</td>
<td>No limit</td>
<td>No</td>
<td>L</td>
<td>No</td>
<td>S, TF, NPs</td>
<td>[109]</td>
</tr>
<tr>
<td>Magneto-optic</td>
<td>Y</td>
<td>300</td>
<td>L</td>
<td>&lt;s</td>
<td>No limit</td>
<td>20</td>
<td>Yes</td>
<td>L</td>
<td>Cryo/VT S, TF, NPs</td>
<td>[24,110,111]</td>
</tr>
<tr>
<td>L-TEM</td>
<td>Y</td>
<td>20</td>
<td>M</td>
<td>&lt;s</td>
<td>HV</td>
<td>&lt;100–150</td>
<td>ST **</td>
<td>No</td>
<td>VT S, TF, NPs</td>
<td>[24,112,113]</td>
</tr>
<tr>
<td>DPC</td>
<td>Y</td>
<td>3</td>
<td>H</td>
<td>&lt;s</td>
<td>HV</td>
<td></td>
<td></td>
<td></td>
<td>S, TF, NPs</td>
<td>[24,114]</td>
</tr>
<tr>
<td><strong>Electron holography</strong></td>
<td>Y</td>
<td>5</td>
<td>H</td>
<td>1–10 s</td>
<td>HV</td>
<td>&lt;150</td>
<td>ST **</td>
<td>No</td>
<td>VT S, TF, NPs</td>
<td>[113,115]</td>
</tr>
<tr>
<td>SP-SEM</td>
<td>Y</td>
<td>10</td>
<td>H</td>
<td>1–100 min</td>
<td>UHV</td>
<td>No limit</td>
<td>1–2</td>
<td>Low</td>
<td>H VT S, TF, NPs</td>
<td>[24,116]</td>
</tr>
<tr>
<td>XMCD</td>
<td>Y</td>
<td>300</td>
<td>H</td>
<td>1–10 min</td>
<td>UHV</td>
<td>No limit</td>
<td>&lt;5–10</td>
<td></td>
<td>H VT S, TF, NPs</td>
<td>[95,117,118]</td>
</tr>
<tr>
<td>TXMCD</td>
<td>Y</td>
<td>30</td>
<td>H</td>
<td>1–10 s</td>
<td>-</td>
<td>&lt;150</td>
<td>ST **</td>
<td>Yes</td>
<td>H VT S, TF, NPs</td>
<td>[95]</td>
</tr>
<tr>
<td>SPLTEM</td>
<td>Y</td>
<td>3</td>
<td>H</td>
<td>1 s–10 min</td>
<td>UHV</td>
<td>No limit</td>
<td>1–2</td>
<td>-</td>
<td>VH VT S, TF, NPs</td>
<td>[95]</td>
</tr>
<tr>
<td>MFM</td>
<td>N</td>
<td>20–30</td>
<td>L/M</td>
<td>5–30 min</td>
<td>Air, HV</td>
<td>No limit</td>
<td>20–500</td>
<td>Yes</td>
<td>No Cryo/VT. S, TF, NPs</td>
<td>[24,119,120]</td>
</tr>
<tr>
<td>SP-STM</td>
<td>N/Y</td>
<td>≤1</td>
<td>M</td>
<td>10–100 min (air), HV</td>
<td>No limit</td>
<td>&lt;1–2</td>
<td>Yes</td>
<td>VH</td>
<td>Cryo/VT. S, TF, NPs of metals/semic.</td>
<td>[24,121]</td>
</tr>
<tr>
<td><strong>N-V Diamond</strong></td>
<td>Y</td>
<td>400</td>
<td>L</td>
<td>&lt;s</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>S, TF, LM</td>
</tr>
<tr>
<td>TXMs</td>
<td>Y</td>
<td>10–15</td>
<td>M/Y</td>
<td>&lt;10 s</td>
<td>-</td>
<td>No limit</td>
<td>ST **</td>
<td>Yes</td>
<td>H VT S, TF, NPs, B</td>
<td>[117,121,124–127]</td>
</tr>
<tr>
<td><strong>Neutron techniques</strong></td>
<td></td>
<td>Tens of µm</td>
<td>V</td>
<td>s</td>
<td>No</td>
<td>5–100</td>
<td>2–3</td>
<td>Yes</td>
<td>No</td>
<td>VT LM, S, TF (pol. neutron reflectom.), NPs (SANS)</td>
</tr>
</tbody>
</table>

* L = low, M = medium, H = high, VH = very high; ** ST = sample thickness; *** Cryo = cryogenic temperature, VT = variable temperature; **** S = surfaces, TF = thin films, LM = living matter, NPs = nanoparticles, B = bulk.
3.1. Powder Pattern Imaging

It is easy to observe characteristic domain structures in materials by the Bitter powder imaging technique. Bitter patterns, firstly observed by Hamos and Thiessen [131], and Bitter [132] in 1931, involve a ferrofluid (or a colloidal suspension of small Fe/iron oxides particles), placed on the surface of a ferromagnetic material, which outlines the boundaries of the magnetic domains. The magnetic walls, having a higher magnetic flux than the regions located in the domains, can be visualized by the optical microscopy (Figure 9a) or better implemented into a device, where a coil generating a magnetic field helps for the observation (Figure 9b).

![Figure 9. (a) Patterns obtained from Fe₂O₃ nanoparticles on an iron-silicon alloy (Bitter technique) in large fields (16× magnification). The observed striations were found perpendicular to the applied magnetic field without any relationship to the grain structure for large magnetizations. Reproduced with permission from [132], published by American Physical Society, 1931; (b) representation of the magnetic domain viewer (modified Bitter technique). The technique employs a coil to generate a magnetic field perpendicular to the surface of the sample. Magnetization directions are shown into (X) and out of (O) the plane, respectively; (c-e) representations of the longitudinal, polar magneto-optical Kerr and magneto-optical Faraday effect configurations, respectively; (f) magneto-optical imaging of a thin ferromagnetic film using a diamond-based sensor. Reprinted from [122] (published by Nature Publishing Group, 2016) licensed under CC BY 4.0; (g) optical (left panel) and Kerr images (right panels) of a few-layered Cr₂Ge₂Te₅ crystal exfoliated on SiO₂/Si obtained at different T. The layer number (2L, 3L, or 4L) is indicated by arrows in (g). Scale bars in (g) are 10 μm. Image adapted from [133], published by Springer Nature, 2017.](image_url)

Nonetheless, no relationships to the grain structure can be obtained. Although the method is quick and simple, the investigation of the domain structure by the conventional Bitter pattern technique could be difficult for soft magnetic materials, complex domain structures, and even impossible for the smaller domain structures [134,135]. Furthermore, as the method is firmly a stray field decoration technique, patterns direction and magnitude of the magnetization are not available. Lastly, the Bitter powder pattern of Néel-type domain walls was found much more visible than that of a Bloch-walled structure [136]. Finally, as the method commonly gives more reliable results with high coercivity magnets or perpendicularly magnetized specimens, a small magnetic field applied perpendicularly to the sample surface is frequently used to increase the image contrast. Although old, Bitter technique has been recently improved. In a recent paper, Simpson et al. [122] have reported the magneto-optical response of negatively charged nitrogen-vacancy (NV) centers in diamond to quantitatively image the stray magnetic fields in thin ferromagnetic films with time and spatial resolutions of 20 ms and...
440 nm. The technique, potentially working with any magnetic material with a stray magnetic field, can be operated under ambient conditions by placing the specimen in contact with the diamond imaging chip (see also in Section 3.10). In another paper, Sonntag et al. [137] investigated a deformed steel sample (S235JR) with composition: Fe-0.073C–0.47Mn–0.19Si–0.26Cu–0.12Cr–0.069Mo–0.18Ni to image macroscopic deformation gradients. The authors also concluded that geometrical features of the stress curves can be determined quantitatively by Bitter contrast images, including dimensions of different deformation regions and asymmetries.

3.2. Magneto-Optical Imaging

The interaction between polarized light and the magnetization of a material is generally a weak signal, but informative enough to attain the visualization of the domain. Though the principles of the magneto-optical interactions could be relatively difficult, the method is based on the change in polarization of incident light as it is reflected (or transmitted) by a magnetic material at the most elementary level. The magneto-optical effect in reflection mode is usually referred to as Kerr effect (MOKE), while in transmission mode as the Faraday effect. Precisely, the MOKE technique can be also divided into three different geometries: Longitudinal, polar, and transverse magneto-optical Kerr effect [138]. In the longitudinal MOKE geometry (Figure 9c), the magnetic field is applied in the plane of the sample and domains will tend to be oriented along the magnetic field direction. The light engendered by a laser passes firstly through a polarizer, then in an objective lens focusing the sample. On the other hand, the incident polarized light reflects off the sample surface, being rotated by the interaction between the polarized beam and the magnetic domain structure of the sample. The magnitude of the rotation is proportional to the local magnetization. The reflected signal passes through an analyzer so that the Kerr rotation signal can be measured. The degree of Kerr rotation can be used to determine the orientation and magnitude of the local magnetic domain. In the polar MOKE geometry, out-of-plane with respect to the sample plane the magnetic field is applied, and the resulting magnetization is transverse to the sample plane (Figure 9d). The incident laser excitation, perpendicularly aligned to the sample plane, is usually adopted for collecting the maximum signal. As in the longitudinal geometry, the polarization of incident laser light is rotated by a small degree when it reflects off from the surface of the magnetic sample. The magnitude of the Kerr rotation is related to the strength and orientation of the local magnetic domain. In fact, when the light beam is incident perpendicular to the surface in the Faraday or Kerr configurations, domains magnetized normal to the surface plane are imaged.

For the visualization, a light microscope with a working distance (WD) of several centimeters is required. The optical path allows to allocate a polarizing filter between the sample and objective lens, but owing to the relatively large WD, the resolution is slightly limited. To gain Kerr microscopy images closer to the limit resolution (300–500 nm), a relatively small distance between sample and objective lens, typically one millimeter or less (even possible if the sample is in the air), is required. Notwithstanding these techniques can be very sensitive, usually no quantitative determinations of the magnetization are provided. Nevertheless, the combination with a dedicated setup (e.g., the application of a bias potential) can provide quantitative results [122] (Figure 9f). Recent experimental studies on low-dimensional nanostructures (e.g., transition metal dichalcogenides, and graphene) show the potential of the magneto-optic effects to gain magnetic information on 2D systems. Gong and co-authors [133] reported the magnetic imaging of few-layered Cr2Ge2Te6 crystals, as obtained at 40 K, 22 K, and 4.7 K (Figure 9g). Taking into consideration these images, the authors concluded that, although the magnetic properties are strongly suppressed by thermal fluctuations, due to the magnetic anisotropy a long-range ferromagnetic order can be observed in 2D crystals. Furthermore, Kerr rotation images were recently used by Lee et al. [139] to describe magneto-electric properties of 1-layer MoS2-based devices to be employed as integrated photonic and spintronic devices. Together with the domains visualization under static or dynamic conditions, the motion of magnetic domain walls driven by magnetic field pulses or current pulses can be studied by time-resolved or transient
MOKE spectroscopy \cite{140}. MO Faraday technique has been adopted by Kustov et al. \cite{141} to obtain thermal imaging with high sensitivity, with micrometer as spatial and with millisecond as temporal resolutions, by using BiLu$_2$Fe$_4$GaO$_{12}$ ferrimagnetic film as a pyro-magneto-optical detection layer. Dikson et al. \cite{111} adopted high-resolution optical techniques (confocal microscopy and scanning near-field optical microscopy: SNOM) for imaging the magnetic domains in ferromagnetic thin films based on gadolinium–iron–cobalt (GdFeCo) and terbium–iron–cobalt (TbFeCo). The authors showed that the magneto-optical resolution in the near-field measurements depends on the film thickness and it is affected by the diffraction on magnetic domains throughout the film.

### 3.3. Scanning Electron Microscopy (SEM): Type-I, Type-II, and Type-III Magnetic Contrast-Based Methods

Scanning electron microscopy (SEM) technique combined with energy-dispersive X-ray spectroscopy (EDX) is commonly adopted for the chemical and structural analysis. When the sample is probed by a focused beam of electrons some signals can be obtained. Among all, secondary and backscattered electrons (SEs and BSEs, respectively) coming from the sample are collected. BSEs have energies close to that of the primary beam and give rise to a chemical contrast that is proportional to the Z of elements, while SEs are more sensitive to the topological features. Furthermore, other kinds of imaging, such as conductive and magnetic mapping \cite{101, 142}, are possible.

#### 3.3.1. Secondary Electrons (SEs), Backscattered Electrons (BSEs) Imaging

The imaging of the magnetic domain structure of a material is possible by scanning electron microscope (SEM) techniques based on the deflection of the electron beams (i.e., Lorentz force), which are exposed to a magnetic field or from the electron polarization \cite{143}. Three different kinds of contrast mechanisms are known: Secondary electrons (SEs), backscattered electrons (BSEs), and SE polarization, known as type-I, type-II, and type-III magnetic contrast \cite{33}, firstly observed by Banbury and Nixon \cite{144}, Philibert and Tixier \cite{145}, and Pierce and Celotta \cite{146}, respectively. Nonetheless, no full description of the experimental conditions required to obtain the magnetic contrast was given and no explanation of the observed effect was described. After the first observations, the principles of the involved processes were then provided. Now it is clear that the electron deflection can be caused by the magnetic field outside (SEs) or inside (BSEs) the sample (Figure 10a,b). In both cases, no special care of the sample is required, but the surface polishing is recommended to avoid unnecessary contributions by topographic features. The main difficulty of these two techniques is related to the separation between magnetic contrast and other kinds of signals and the spatial resolution limited to the intrinsic principles of these techniques. Furthermore, the simultaneous SE and BSE-based imaging is often possible, when the two detectors are simultaneously available. While the main modification of a conventional SEM has to be dedicated to the geometry (i.e., positions of detectors) for maximizing the signal collection, the acquisition potentials should be set as low as 10 keV (i.e., maximize the emission) for SEs and as high as possible (i.e., ca. 20–200 keV) with a tilted geometric surface of about 50–55° for BSEs to obtain enough image contrast. Several studies have shown that the tilting and rotation controls are usually required to maximize the contrast for both type-I and type-II magnetic contrast imaging.

#### 3.3.2. Scanning Electron Microscopy with Polarization Analysis (SEMPA)

The SEM with polarization analysis (SEMPA) known also as spin-polarized SEM, was first developed by Koike et al. \cite{147} in 1984. The technique is a more advanced method for the observation of magnetic domains and is based on the spin-polarization of SE that are emitted from the local region (ca. 50 nm) of a sample surface when electrons of medium energy (10–50 keV range) probe the sample. The main difference with traditional SEM lies in the fact that electrons arrive at the sample position with a nearly zero kinetic energy. The principles of the visualization technique are based on the measurement of the spin-polarization of SEs ejected from a ferromagnetic surface after being irradiated with a high-energy electron-beam (Figure 10c). The ejected polarized electrons are detected by spin detectors allowing all three vector components of magnetization (more commonly the electron
polarization along the two projected orthogonal axes parallel to the sample surface, i.e., in-plane magnetization) to be attained with a very high spatial resolution (ca. 10 nm) suitable also for 3D surfaces [116]. Spin-polarized SEM, if combined with other imaging methods currently adopted in SEM (i.e., Auger, EDX, BSE diffraction microscopy), provides insightful information on chemical elements, crystal direction and topography with an increased spatial resolution down to about 3 nm. An example is reported in Figure 10d, where a NdFeB permanent magnet is imaged. Besides magnetic domain visualization, topography and elemental distributions of Nb and Fe for the same area were obtained by scanning Auger electron microscopy by Koike [116]. By comparing the different images, the author concluded that the Nd-rich areas were found to coincide with the grain boundary regions.

A set of spin-polarized SEM characteristics merits a particular attention compared to that of other magnetic imaging techniques: (i) spin-polarized SEM directly reveals the sample magnetization, whereas the majority of imaging techniques is sensitive to the magnetic fields out/inside of the sample; (ii) the quantitative magnetic interpretation from images is possible; (iii) despite the fact that SEs are generated in large quantity and the magnetization signal is pretty high, the low efficiency of the detectors makes the measurements more problematic; (iv) a very high spatial resolution can be achieved (below 10 nm); (v) both, magnetization and SE intensity properties, can be simultaneously monitored; (vi) both, the magnetic and topographic features, can be obtained and compared, providing information on the characteristics of the magnetic domain structure.

![Diagram](Image)

**Figure 10.** (a–c) representations of type-I, type-II, and type-III magnetism in SEM, corresponding to SE, BSE, and polarized electron detections, respectively; (d) Nd, Fe elemental distributions (left panels), topography and magnetic domain images (right panels) of a NdFeB permanent magnet. Element maps were acquired by Auger spectroscopy. Panels in (d) are adapted from [116], published by Oxford Academic, 2013.

Lastly, spin-polarization SEM signal, that is essentially sensitive to topmost few-layers, can be rapidly attenuated by the presence of non-magnetic coatings, overlays, molecularly adsorbed species, thus ion-beam together with ultra-high vacuum conditions, are gainfully required. Surface preparation under ultra-high vacuum conditions is necessary. Surfaces for spin-polarized SEM imaging can be prepared by depositing an ultra-thin overlayer of high spin polarized material (e.g., Fe). It is so assumed that, due to the very thin film thickness, the magnetic character of the underlaying sample is not significantly affected.

Depending on the emitted electrons, a lateral resolution as low as 10–50 nm can be obtained, without any contribution of the sample topography. However, the probing depth that corresponds to
the quick escaping depth of SE, is of the order of a few nanometers. The typical image acquisition time depends on the image size and it is in the 1–100 min interval. SEMPA offers a series of advantages, including both the large field depth and the easily variable magnification, allowing to raster regions from a few millimeters to a few hundred nanometers. On the contrary, conductive samples are required to prevent charging effects and stray magnetic fields (above 10 Oe) must be avoided.

In recent experiments it was found that excited electrons in SEM could escape from the tip-target junction, helping in building new electronic systems based on polarized spin at nanoscale. Bertolini and co-authors [148] reported for the first time the scanning field emission microscopy with polarization analysis (SFEMPA). In SFEMPA a STM tip is held on one side and the spin polarization generated by electron scattering, thus providing the entire magnetic detail. However, due to the low efficiency of a spin polarimeter, spin-polarized images have been demonstrated to be limited to fewer pixels of the STM images during the imaging of Fe dots deposited on a W(110)-single crystal surface. The 1 nm spatial resolution, which primarily depends on the distance between the pixels, can be improved by increasing the efficiency of the spin polarimeter and by optimizing the electron optical parameters.

3.4. Transmission Electron Microscopy (TEM)

In the past, the spatial resolution of the TEM instruments has been primarily limited by the performances of the magnetic objective lens (and not by the incident electrons wavelength). Both, the primary image and diffraction pattern, which are responsible for the ultimate image quality, are by far affected by the lens aberration characteristics first, and are later magnified by all the other lenses. Magnetic objective lenses designed with small aberration coefficients (i.e., Cs: spherical and Cc: chromatic aberrations, respectively) for achieving atomic-scale spatial resolutions have been one primary achievement in the modern electron microscopy. Recent TEMs operate with high-power, high-quality magnetic lenses to produce magnified images. In order to obtain a short focal length, which is an essential condition to achieve atomic-resolution imaging, a relatively strong magnetic field as high as about 2–3 T is usually required inside the magnetic objective lens, where samples are placed. However, under these conditions, the magnetic and physical structures can be largely altered or even destroyed. The question can be unraveled by using newly developed magnetic objective lenses causing a magnetic field-free condition at the sample position [149]. This technical advancement, combined with the high-order aberration correction, permits to achieve a sub-angstrom spatial resolution (ca. 0.4 Å at 300 kV as an acceleration potential) [150] even under a very small residual magnetic field (below 0.2 mT) at the sample position. The direct atom-resolved imaging of magnetic materials can be attained enabling a new stage in atomic resolution electron microscopy with no alteration by high magnetic fields. In more detail, the standard double-tilt sample holders together with the interaction of the high energy beam with the sample result in characteristic spectroscopies, including electron energy loss spectroscopy (EELS) and energy dispersive X-ray (EDX) spectroscopy, which are both very informative about chemical bonds, structures, and compositions at the nanoscale. In the field of materials science, a multi-technique approach is often adopted by combining microscopies and spectroscopies together with other techniques. In this regard, the electron microscopies are more commonly used to determine the morphology and the structure, while the magnetic properties are revealed by complementary techniques [91,96,108,151].

3.4.1. Lorentz Transmission Electron Microscopies: Fresnel, Foucault and Differential Phase Contrast (DPC) Imaging

The Lorentz transmission electron microscopy (LTEM) is based on the Lorentz force causing the deflection of the electron paths of a beam perpendicularly oriented to the magnetic field. Lorentz microscopy operates in a conventional TEM or in a scanning TEM (STEM) instrument through a thin sample by means of three different techniques of imaging identified as Fresnel, Foucault (Figure 11) and differential phase contrast (DPC) microscopy (Figure 12). Lorentz microscopy in Fresnel mode (Figure 11a–d) is by far the most widely used also because the defocused electron beam transmitted
through the sample is informative of the magnetic properties via the magnetic contrast located at the position of the domain walls (Figure 11d). Depending on the direction of magnetization of each domain, the beam is slightly deflected toward one or the other wall by the Lorentz force. Therefore, the domain, delimited between one bright and one adjacent dark region corresponding to the wall positions, can be visualized (Figure 11e,f). On the other hand, the domain structure in the Foucault mode is imaged in focus and the electrons, deflected by the magnetic field in one way, can be blocked by the aperture displacing (Figure 11c). The resulting contrast within a single domain thus depends on the direction of its magnetization. In both operational conditions, images directly display the domain wall structure and the dimensions can be determined quantitatively from these images.

![Diagram of Lorentz microscope imaging modes](image)

**Figure 11.** Lorentz microscope (a) in-focus; (b) overfocus and underfocus Fresnel mode TEM imaging; (c) Foucault mode; (d) the related magnetic contrast imaging; (e) domain wall contrast inversion in Fresnel mode; (f) scheme of the inverse bright/dark contrast corresponding at the positions of the magnetic domain walls in defocused Fresnel; and (g) bright-field Fresnel-mode L-TEM image sequence (1–5) of an isolated DW skyrmion collected with a different tilting angle and the corresponding in-plane magnetic induction maps (6–10) as obtained by TIE. Panel g reprinted with permission from [152], copyright by American Physical Society, 2019.

The maximum resolution attainable for imaging the magnetic structure largely depends on several factors, including the sample type, the delocalization value of the Lorentz lens, the spherical aberration of the instrument, and it is typically in the 2–20 nm range. As far as the sample is concerned, only thin specimens (less than about 150 nm) can be analyzed. In other words, the deflection is caused by the magnetic field within the sample and the information depth comes from the full thickness of the sample and with the same weighting for all depths. TEM instruments for this appropriate practice are already available, nevertheless, the moderately high complexity of methods, together with the
preparation of thin samples that may affect the domain structure, have to be considered for this kind of imaging techniques. As experimental Lorentz TEM images in Fresnel-mode do not provide a direct information regarding the magnetic induction directions, the reconstruction of the phase is typically adopted using the transport of intensity equation (TIE). Such equation when applied to a focal series of the Fresnel images, may allow in reconstructing the magnetic phase shift of the electron wave (i.e., in-plane magnetic induction properties) and the quantitative mapping of the magnetic induction is also possible. In a recent paper by Cheng et al. [152], the Fresnel mode L-TEM was used to image a DW skyrmion, a kind of topological magnetic excitation that is characterized by vortex-like magnetic structure (a distinctive 360° transition) formed by the magnetic moments of electron spins. The sample tilting procedure was performed to allow magnetic contrast to be displayed in Fresnel mode (i.e., in the absence of the tilting stage, Néel walls do not appear) and the in-plane magnetic component emerges from the perpendicular induction of neighboring domains giving rise to contrast at the positions of Néel walls. TIE equation is also employed to calculate the integrated in-plane magnetic induction.

Differential phase contrast (DPC) microscopy is a scanning TEM-based technique rastering ahtward the specimen (Figure 12a). The local Lorentz deflection is obtained at the electron probe position and observed by utilizing a quadrant detector able to record signals from detector segments located in opposite positions, thus providing the two components of the Lorentz deflection angle (βL). Semi-quantitative maps of the magnetization directions and on the domain wall structures with a spatial resolution nearly equal to the size of the electron probe or 10–20 nm for more typical applications can be obtained. In this domain, with the aberration corrected TEM technique utilized in field-free Lorentz STEM imaging of magnetic specimens a spatial resolution lower than 1 nm for direct imaging of magnetic structure by EM is possible [153,154]. One example of the aberration corrected L-STEM is shown in Figure 12b–e. In these images a Fe₅₀O₃₀C₁₀ ferromagnetic nanostructure, 50 × 500 nm in size, is imaged. The in-plane magnetic characteristics of this nanostructure show a dual vortex structure (i.e., a close loop of the in-plane induction direction). From this image it is clear that the extent of the vortex core size can be easily measured across the vortex core direction and the associated deflection angle (±25 μrad) can be assumed proportional to the integrated magnetic induction (±40 T nm) [153].

![Figure 12](image_url)

**Figure 12.** (a) scheme of the differential phase contrast (DPC) technique in L-STEM; (b,e) L-STEM images of a Fe nanostructure (from Fe exacarbonyl by EBID) with its in-plane components; (d) DPC color image (representation of the color wheel shown in the top-right inset) and (e) the profile of the line selected in (c) showing the induction profile, as measured from the deflection angle at the vortex core. βL is Lorentz deflection angle. Panels b–e are reprinted with permission from [153], copyright by Elsevier, 2015.
3.4.2. Electron Holography

The principles of the phase and of the electron shifts are used in the electron holography (EH) (Figure 13).

![Electron Holography Diagram](image)

**Figure 13.** (a) Schematic diagram showing interference fringe formation from the overlap of the sample and reference waves by the electron biprism, adapted from [155], published by Wiley, 2010. Electron holography (EH) images of a Co nanowire 9 nm thick and 30 nm long: (b) electrostatic and (c) magnetic contributions to the electron beam phase shift; the magnetic flux deduced from the magnetic phase image is superimposed over the electrostatic phase shift image; (d) the cosine of 38 times the magnetic phase image that allows a better visualization of the magnetic flux within and out of the nanowire; (e) phase shift profile extracted from the right part of panel (d) where the magnetic induction is constant; (b–e) reproduced with permission [156], copyright (2011) by American Chemical Society. (f) Electron hologram of a Fe₃O₄ nanoparticle exposing well-resolved interference fringes; (g) representation of the tilting operation to obtain the in-plane magnetization component to the total phase shift; (h) magnetic contribution to the total phase shift; (i) Cosine of the magnetic contribution to the phase shown in (g) to produce contours with a spacing of 0.53 radians; (j) direction of the projected in-plane magnetic induction in the Fe₃O₄ nanoparticle as obtained with the addition of colors; and (k) the final magnetic induction map that shows the strength and direction of the magnetic signal in the Fe₃O₄ nanoparticle and the stray magnetic field. (f–k): panels are adapted from [157], published by Wiley, 2019.
Several types of EH are known, including TEM and scanning TEM. The most used form is the off-axis electron holography that involves an electron biprism inserted in the aperture plane of the column of the microscope perpendicularly to the electron beam direction. A field emission gun (FEG) is mandatory for delivering a coherent source of electrons. Moreover, by applying a voltage to the biprism, two trajectories of electrons are found in the back focal plane to constitute the electron hologram. By increasing the biprism voltage, the electron sources are pushed further apart, which will increase the width of the hologram and decrease the fringe spacing [155]. Several studies have shown that for medium-resolution EH, alternatively to the conventional objective lens, a Lorentz lens can be used to provide a useful field of view in the range 200 nm to 2 µm.

The off-axis electron holography approach makes possible both, the direct magnetic domain imaging and quantitative measurements of the magnetic flux (B).

For these reasons, together with the high energy required (i.e., 200 keV) an interference pattern is formed from electrons in TEMs allowing to play with electron holography. When electron holography is attained for the magnetic domain imaging, an interference pattern is generated by the splitting of the beam into two components through the negatively biased electron biprism: One electron trajectory passing through the thin specimen and another being unperturbed. When the two components are recombined on the detector plane, an interference figure is thus obtained (Figure 13a). Furthermore, the obtained additional phase shift is immediately related to the total magnetic flux enclosed by the two paths of electrons. Interestingly, interference pattern lines could be immediately interpreted as the magnetic flux lines. Additionally, a procedure can also be adopted as an alternative. In other words, as both electron trajectories pass through the magnetic sample with somewhat different paths, the observed difference in phase is proportional to the flux within the dual beam regions, but it is sensitive to the domain walls. Different approaches may be tackled for extracting the shift of the phase signal related to the magnetically induced electron wave, which is neighboring the sample. The magnetic figure can be fully quantitatively understood enabling the reconstruction of the electrostatic and magnetic phase shifts. In a paper by Serrano-Ramon et al. [156] an example of the off-axis electron holography is provided (Figure 13b–e). In the images, a 9 × 30 nm Co nanowire is illustrated together with electrostatic and magnetic phase shifts. In another paper, Almeida et al. [157] reported the magnetic structure of vortex-state Fe₃O₄ grains (Figure 13f–k). In these images, from the EH image (Figure 13f) by tilting the sample of equivalent and opposite angles in the ±30°–75° range (Figure 13g) the magnetic contribution was separated from the phase shift (Figure 13h). A cosine image (Figure 13i) of a chosen integer multiplied by the magnetic contribution to the phase shift shown in Figure 13j was used to generate the magnetic phase outlines (Figure 13k) within the Fe₃O₄ grain from the surrounding stray magnetic field. In fact, from electron holograms recorded with the particles magnetized in opposite directions, the mean inner potential (MIP) contribution to the phase could be subtracted from the total recorded phase to gain the magnetic contribution to the phase.

A spatial resolution of 10 nm is possible with electron holography with specimens about 50 nm in thickness, but thicker samples (below 150 nm) even conductive can be investigated. In any case, this technique should be intended as extremely powerful, but complex, due to the wide range of applications and difficulties in the preparation of specimens, image reconstruction and analysis time.

3.5. Spin-Polarized Low Energy Electron Microscopy (SPLEEM)

The SPLEEM has been used to address phenomena such as domain wall structures in thin magnetic films, micromagnetic configurations in surface supported nanostructures, spin reorientation transition, magnetic coupling in multilayers, phase transitions and finite-size effects. Its application has several advantages, such as real-time observation and the possibility to combine crystallography with magnetic information. The surface sensitivity limits its usefulness to samples prepared in situ (or grown elsewhere) and protected by a removable capping layer. The main disadvantage in the use of SPLEEM is its strong sensitivity to applied magnetic fields, which distress the trajectory of electrons and degrade the image quality. Modest fields of a few hundred gauss can be applied only
In the surface normal direction, so that the Lorentz force is geometrically minimized. This limitation affects important fields of research, such as dynamics on domain walls and exotic magnetic states of matter. The usual image contrast is augmented by magnetic contrast generated by the exchange interaction between incident spin-polarized electrons and spin-polarized electrons in the magnetic material [95]. An important family of applications of SPLEEM employs the vector imaging capability to resolve domain wall (DW) spin textures. Zhou et al. [158] have recently reported a series of thin films, including Co/W(110), Co/Cu(001) and (Co/Ni)/W(110), obtained at zero contrast between magnetic domains. Under these conditions, the authors observed the appearance of magnetic contrast outlining the DWs.

3.6. Scanning Probe Techniques

In scanning probe methods, a sharp tip laterally scans over the sample surface. The interaction region and the resolution are primarily determined by the sizes and the properties of the tip. A feedback loop is commonly used to correct the height position of the tip and measures the tip-sample interaction. Depending on the type of the tip and sample characteristics, different scanning probe methods can be distinguished. Atomic force microscopy (AFM), takes advantage from either repulsive (contact-AFM mode) or attractive (non-contact AFM mode) interactions between the tip and the sample. The van der Waals forces are so used to regulate the tip-sample distance for the imaging from the microscale to the atomic resolution [159]. Scanning tunneling microscopy (STM) technique is based on the tunnel current between the tip and a conducting sample. The extent of the tunneling current represents the tip-sample interaction. Both AFM and STM are by far among the imaging techniques with the best lateral resolution able to detect the structure variations (i.e., conformation, adsorption geometry, bond-order relations) and visualize the charging state, when single electrons are added to or removed from small molecules (e.g., pentacene, porphine, azobenzene) or with ionic state variations from neutral to anionic and dianionic states of tetracyanoquinodimethane [160].

3.6.1. Magnetic Force Microscopy (MFM)

Magnetic force microscopy (MFM) is a relatively young technique, firstly demonstrated in 1987, but now is by far one of the most diffused investigation techniques for studying the magnetic structure at the mesoscale [161]. This technique is based on magnetic forces acting between a sharp ferromagnetic tip probe and the magnetic characteristics of a sample surface (Figure 14a,b). When the magnetic tip scans a magnetic surface, the small attraction (or repulsion) forces acting between the tip and surface are detected, thus making possible to image magnetic characteristics of the sample surface. The tip radius of 20–40 nm is used, which determines the limit of lateral resolution in the magnetic imaging.

In the typical MFM technique one (i.e., single-pass mode) or two consecutive scans (i.e., dual-pass mode) are involved. While in the single-pass mode both topography and magnetic properties are simultaneously acquired, in the dual-pass mode the topography of the surface is acquired first, by taking advantage of the van der Waals forces acting between the tip and surface, by using the conventional tapping-mode atomic force microscopy (AFM). Then, in a second scan, the probe preventively magnetized by a permanent magnet, is lifted above the surface and repeats the scanning of the surface at a constant lift height at a distance where van der Waals contributions are negligible and the magnetic tip probes are exposed only to the magnetic interactions (i.e., long-range forces). Magnetic force microscopy usually works in AC mode, in which the tip oscillates at a certain frequency near to its resonance frequency ($\omega_0$). Importantly, $\omega_0$ shifts when a force is applied on the cantilever, thus the resonance frequency shift ($\Delta\omega$) depends on the force gradient, causing a variation in the phase and amplitude (Figure 14c,d, respectively).

Two key advantages of MFM are the high spatial resolution that is of the order of 40–50 nm, and the flexibility to work in environmental conditions and with applied magnetic fields. Single magnetic nanoparticles acquired in the air are shown in Figure 14e–g [65]. The chitosan-pyrolyzed magnetic nanoparticles (Fe$_3$O$_4$, γ-Fe$_2$O$_3$) preventively separated by a permanent magnet and deposited on a
freshly cleaved mica surface were AFM imaged in a first scan (Figure 14e) and their sizes determined in the 22–30 nm range from the related height profiles.

The phase shift signal, imaged in the second scan by using the same tip probe operating in lift mode at four selected heights (90, 100, 110, 120 nm), was found to be effective in minimizing the topographic features (i.e., short-range interactions) and in revealing the magnetic characteristics (i.e., long-range forces). It is worth mentioning that negative phase shifting (darker regions in Figure 14f), depends on the operating distance and it is associated with attractive interactions between the sample and the magnetic probe in combination with a positive shift of the amplitude signal in both forward and backward scans (Figure 14g). The method is relatively simple for bulk materials, films or for nanoparticles when they are placed on flat supports, like mica or highly oriented pyrolytic graphite (HOPG). The acquisition could be much more difficult for nanoparticles dispersed into a porous carbon texture [162] or in a polymer phase [163,164]. Other key advantages offered by the technique are the possibility to work under vacuum, with or without externally applied magnetical and electrical fields and variable temperature conditions. High-resolution MFM imaging can be obtained in vacuum conditions (10^{-4} Pa) to benefit from higher sensitivity (i.e., higher Q factor of the cantilever) and the (thermal) stability.
Figure 14. (a) Principles and (b) forces acting between the tip and the magnetic surface in MFM; (c) phase and (d) amplitude shifts associated with the long-range magnetic interactions; (e) topography signal (top panel) and height profiles (bottom panel) of pyrolyzed magnetic chitosan nanoparticles imaged on the freshly cleaved mica support; (f) magnetic force microscopy (MFM) phase shift images obtained at various lift heights (H = 90, 100, 110, and 120 nm); (g) forward and backward amplitude and phase maps obtained for H = 90 nm above the sample surface (obtained at constant height of 90 nm). Reproduced with permission from [65], copyright (2016) by American Chemical Society; (h–j) MFM maps acquired at T = 18.28 K, T = 18.23 K, and T = 9.95 K without a magnetic field. In the bottom insets, profiles of the phase signal along selected lines of the three structures are illustrated. Panels (h–j) are adapted from [165], published by American Association for the Advancement of Science, 2018.

In a recent paper, Geng et al. [166] showed that the magnetoelectric force microscopy (MeFM) that is a combination of magnetic force microscopy (MFM) with in situ modulated electric fields (E), can be employed to detect the E-induced magnetization (ME) and to show the multiferroic domain structure in hexagonal (h-)ErMnO$_3$. Along with multiferroic materials (e.g., Cu$_2$OSeO$_3$) [167], they exhibit the so-called magnetoelectric effect, in which an external magnetic field can cause electric polarization and
an electric field can cause magnetic ordering. The field of the manipulation of magnetic structures by
electrical fields is beyond the scope of this review, but it is highly desirable for technological applications.

The interplay between superconductivity and magnetism in single crystal EuFe$_2$(As$_{0.79}$P$_{0.21}$)$_2$
magnetic force microscopy (MFM) operated at low temperature and without applied magnetic field has
been recently reported by Stolyarov and co-authors [165]. The MFM phase shift maps (Figure 14h,i,l)
are representative of three temperature regions: TFM $\leq T < T_c$, $T < TFM < T_c$, and $T < TFM < T_c$
in which TFM and $T_c$ represent the ferromagnetic transition and the critical temperatures, respectively).
Above TFM (ca. 18.28 K), as expected for a superconductor, the conventional Meissner state was
found homogeneous (Figure 14h). Below TFM (ca. 18.23 K), the Meissner state first became striped
with the domain width in the 100–200 nm range (Figure 14i), then a new phase exhibiting domain
vortex-antivortex state (DVS), made of larger domains of ca. 350 nm, 40 times stronger than the
magnetic contrast, was observed (Figure 14j).

The indirect magnetic force microscopy (ID-MFM) has been recently reported by Siffrord et al. [108]
as a novel method for the detection of magnetic domains. The newly developed method has been
demonstrated for superparamagnetic iron oxide nanoparticles (SPIONs) immobilized on silicon nitride
TEM windows and it has the potential to be applied in cells and tissue sections, without contaminating
the magnetic probe.

Notably, due to the possible mutual interaction between tip and sample, the interpretation of
MFM images is a debated topic and only qualitative data restricted to the more classical ferromagnetic
samples (i.e., bulk materials, thin films, or nanostructures) are available.

3.6.2. Spin Polarized Scanning Tunneling Microscopy (SP-STM)
The spin-polarized scanning tunneling microscopy (SP-STM) is a special application of the
STM technique that can provide an insightful detail of magnetic characteristics at the subatomic
scale in addition to the topographic signal that is usually obtained by STM. Domain walls in
antiferromagnetic/ferromagnetic systems obtained under static or dynamic magnetic and thermal
conditions can be precisely determined by this technique. A magnetic-coated sharp tip scans over a
sample surface under a potential applied between, thus promoting electrons to tunnel between the tip
and sample and resulting in an electrical current. When the tip is magnetized the electrons having
the same spin orientations (i.e., parallel orientation) at the sample surface provide a higher tunneling
current than that given by spin with the antiparallel orientation (Figure 15a,b), while in the absence of
magnetic interaction this current is indicative of the local electronic properties.

The magnetic probe is the most important component for the atomic spatial resolution: Both the
geometry and the magnetic properties of the atomically shaped probe are crucial for the good interaction
(i.e., high spin polarization, relatively small stray magnetic field and spin orientation properties at the
tip apex). Three operational modes can be adopted: (i) constant current, (ii) spectroscopy, or modulated
tip magnetization (exclusive for SP-STM). A particular sample (and probe) preparation is required as
well as ultra-high vacuum (UHV) conditions to prevent oxidization and mislay of magnetization at the
sample/tip surfaces. The separation of the magnetic features from topographic and electronic features
is required also selecting the most proper operational mode.

The field of molecular magnets has become extremely active since 1990s, when it was shown
that transition metal coordination molecules (i.e., [Mn$_{12}$O$_{12}$(OAc)$_{16}$(H$_2$O)$_4$] (Mn$_{12}$Ac) compounds)
can retain magnetization for long time in the absence of external magnetic fields at liquid-helium
temperatures. Over the past years, a large family of single-molecule magnets have been reported as
well reviewed by Woodruff [51] and Guo [168]. In a recent paper [169], a single-molecule magnet, a
dysprosium metallocene cation [(Cp$i^{5}$)$_5$Dy(Cp$^*$)]$^+$ (Cp$i^{5}$: penta-iso-propylcyclopentadienyl; Cp$^*$:
pentamethylcyclopentadienyl) that displays magnetic hysteresis above liquid-nitrogen temperatures,
has been reported for the first time. An example of SP-STM imaging down to single molecule magnet
is shown in Figure 15c–e. In a paper by Iacovita et al. [170] reported the spin polarization parallel
and antiparallel of Co phthalocianine laying on magnetic nanolead support by adopting $-0.32$ V and
-0.16 V as working potentials, respectively. A spatially resolved molecule is illustrated together with the molecular structure model superimposed (Figure 15e). In a more recent paper, Schwobel and co-authors [171] reported an atomically resolved single molecule imaged by SP-STM technique (Figure 15f,g). In these images, topographies (Figure 15f,g top panels) and spin-resolved differential conductance maps (Figure 15f,g bottom panels) of bis(phthalo cyaninato)terbium(III) (TbPc₂) are shown. The topographic images showed only a slight difference, while the spin-resolved maps of differential conductance, taken with parallel or antiparallel alignments by applying a potential of -0.5 V, showed a remarkable magnetic contrast corresponding to an eight-lobe or a cross-shaped structure for parallel or antiparallel alignments, respectively. It is worth mentioning that either parallel (blue/dark colors) or antiparallel (red/grey colors) orientations can be obtained by applying an external magnetic field (B = ±1 T) and that Co islands did not rotate their orientations due to the hard magnet characteristics of Co.
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**Figure 15.** (a,b) representation of the spin polarized scanning tunneling microscopy (SP-STM) principle. In magnetic materials the density of states largely depends on the two different spin orientations: Parallel (higher tunneling current) or antiparallel (lower tunneling current) one; (c,d) spin-polarized tunneling conductance maps for Co phatolocyanine taken at -0.32 V and -0.16 V (image size: 40 × 20 nm²); (e) map of a selected region in (e) (2.6 × 2.6 nm) with molecular structure model superimposed. Reprinted with permission from [170], copyright 2008 by American Physical Society; (f,g) topographies (top panels) and the associated spin-resolved differential conductance maps (bottom panels) of a single TbPc₂ molecule laying on a metal Co-layered Ir (111) surface for parallel (left panels) and antiparallel (right panels) magnetization alignments. In the top insets of (f) and (g) schemes of the operational conditions with the superimposed molecular structure model of TbPb₂, are illustrated. Adapted from [171], published by Nature Publishing Group, 2012.
3.6.3. Scanning-SQUID Microscopy

The scanning-superconducting quantum interference device (SQUID) microscopy is an ultra-sensitive technique for quantitative measurement of weak and local magnetic fields at the mesoscale. The probe, consisting of a superconducting quantum interference device (SQUID) (vide supra), allows the spatial scanning above the sample surface of hundreds of nanometers. The principal advantage and disadvantage of the scanning-SQUID microscopy with respect to the other magnetic scanning probe microscopies are the ultimate sensitivity of magnetic fields down to the nT scale and the limited spatial resolution as low as in the submicron scale only [172], although there are some promising new approaches with much higher spatial resolution. In any case, the last developed instruments allow cryogenic SQUID measurements [173]. By using microfabricated sensors, the scanning SQUID microscopy makes it possible various studies, including the ferromagnetism in novel materials and heterostructures [174] and fractional vortex formation in p-phase shift structures showing high-$T_c$ superconducting state [175].

3.6.4. Scanning Hall Probe Microscopy (SHPM)

The scanning Hall probe microscopy (SHPM) is a variety of SPM techniques that incorporates the accurate sample approach and positioning of STM instruments equipped with a semiconductor Hall sensor. The combination of these two characteristics permits the magnetic induction mapping over a scanned surface. Although the technique has been demonstrated for domain imaging, it was originally designed for magnetic flux measurement in superconductor materials.

The SHPM technique can be considered as an improved magnetic imaging technique for a variety of reasons. Firstly, the technique can be combined with other scanning methods such as STM, but different from other methods, a small force, with negligible influence on the magnetic structure, is applied during the Hall probe analysis. Secondly, samples do not need to be electrically conductive (except for using a STM height control system). Thirdly, measurements can be performed from cryogenic to high temperatures under ultra-high vacuum (UHV) conditions, without special care of the surface or preparation. Lastly, the magnetic field sensitivity is very high (0.1 $\mu$T–10 T range). However, SHPM users have to take under consideration some limitations and difficulties, such as when they are acquiring high-resolution scans that become difficult due to the thermal noise of extremely small hall probes and that the obtained image is affected by the scanning height. Furthermore, a minimum height of the scanning distance is possible due to the hall probe assembling. Some other characteristics are in common with the probe scanning methods, for example the fact that a large scanning area is time-consuming and the importance of protecting from electromagnetic and acoustic noises (with a Faraday cage and an anti-vibrating platform, respectively) and static charge (ionizing units).

Ghirri end co-authors [176], reported the direct magnetic measurements for monolayers of molecular nanomagnets investigated by SHPM. In the paper, the magnetic response of Cs$_{0.7}$Ni[Cr(CN)$_6$]$_{1.9}$ (Prussian blue analogue) molecular structure is illustrated by studying the dependency of the magnetic images on the temperature and the applied fields. Dede et al. [177] reported three dimensional (3D) scanning Hall probe microscopy (3D-SHPM) of a magnetic patterned surface down to 700 nm as spatial resolution.

3.7. X-Ray Imaging Techniques

3.7.1. X-Ray Magnetic Circular Dichroism (XMCD) and Photoemission Electron Microscopy (X-PEEM) Techniques

The magnetic structures can be investigated at the nanoscale by means of X-ray methods. The spectroscopic and microscopic approaches can serve to identify fingerprints of the magnetic matter and quantitative information as well. Along this theme, the magnetic domain visualization with a spatial resolution of a few tens of nm, even in 3D, can be obtained with various X-ray microscopy techniques. In a recent paper [121], P. Fischer reviewed the X-ray imaging methods of the
magnetic structures. The authors can largely refer to this review and references therein for the sake of completeness.

The X-ray magnetic circular dichroism (XMCD) and the X-ray photoemission electron microscopy (X-PEEM) techniques have been recently developed in synchrotron facilities offering tunable and intense radiations [118] (and references therein). In this contest, the dichroism definition is essentially associated with the polarization dependency of the absorption of X-ray photons with the magnetization orientation of the sample. The different X-rays absorption process, known as X-ray dichroism, is expected to be maximized when the material magnetization and the angular momentum of photons are antiparallelly or parallelly oriented. X-ray photons entirely transfer the angular momentum to photoelectrons (i.e., angular moment conservation during the absorption process) that are excited from a splitted spin–orbit core level. The magnetic properties are then given in a second step, when two X-ray absorption spectra (XAS) collected in a magnetic field, with the left- and right-handed circularly polarized lights, respectively, are compared. Such difference in the spectra can be informative of transitions that are too weak to be detected in conventional optical absorption spectra of the atomic site, including symmetry of the electronic levels, metal ion sites spin and orbit magnetic moments and paramagnetic properties.

In PEEM equipped with soft X-rays as excitation sources (X-PEEM), XAS and X-ray photoelectron spectroscopy (XPS) can be also implemented, thus offering a set of complementary information with a lateral resolution of the order of a few nanometers. On the other hand, an electron beam can be used as a probe as an alternative (PEEM), but samples with enough conductivity should be investigated for avoiding the surface charging and a lateral resolution of about 40 nm is expected, being the sensitivity confined to the topmost layer (i.e., 1–3 external atomic layers). The X-PEEM technique has been recently used by Kleibert et al. [178] for the direct observation of superparamagnetic and unconventional magnetization state in single 3d transition metal (i.e., Fe, Co, and Ni) nanoparticles (Figure 16a–f).

Nanoparticles were imaged by means of elemental maps obtained by collecting two images for the sample site: Firstly, an edge image was recorded with the photon energy tuned at the $L_3$ X-ray absorption edge of the element. Secondly, a pre-edge image having the photon energy tuned a few eV below the $L_3$ X-ray absorption edge energy was recorded. Ruiz-Gomex et al. [179] investigated single-crystal magnetite islands exhibiting spin structures in ultrathin, magnetically soft magnetite by X-ray spectromicroscopy (Figure 16g–k). In these images, the triangularly-shaped island with edges aligned along the magnetite [110] directions is shown (Figure 16g). XAS image illustrated in Figure 16h exhibits a contrast with a brighter region located at the magnetite position, as obtained by collecting spatially resolved low-energy (ca. 2 eV) SEs emitted from the sample upon X-rays irradiation with a photon energy corresponding to the $L_3$ absorption edge of Fe. X-PEEM image shown in Figure 16i illustrates an unambiguous magnetic contrast in the magnetite island, whose hexagonal pattern in the diffraction pattern, shown in Figure 16j, is indicative of an iron oxide with a spinel structure. The difference between the XAS spectra acquired with opposite light helicities from a single domain gives the corresponding XMCD spectrum shown in Figure 16k [179].

The versatility of XMCD in providing detailed information on the electronic and magnetic structure of a wide variety of systems, including nanoparticles, molecular magnets, organometallic complexes, and crystals has been recently demonstrated [118,180].
3.7.2. Scanning and Transmission X-Ray Microscopies (TXMs)

Full-field and scanning transmission X-ray microscopy (STXM) are two techniques to obtain a microscopy image by monitoring the intensity of focused X-rays transmitted through a relatively thin specimen. Since these techniques require collimated and high-intensity X-rays, the use of X-ray microscopies has been typically limited to synchrotrons. In the scanning operational mode, the X-ray beam is reduced to a small spot size at the specimen position by a focusing lens used to focus, and the sample is raster-scanned by measuring the transmitted intensity at each point. Together with transmitted X-rays, other signals (i.e., diffracted X-rays, photoelectrons and fluorescent photons) are usually simultaneously detected to map chemical and structural properties of the specimen [121,124].

On the other hand, full-field X-ray microscopy is analogous to that of conventional microscopies and the real-space image of the illuminated specimen within the field of view is directly captured. A tiny and lithographically fabricated concentric ring structure (known as zone plate) is used to focus X-rays from the synchrotron beam, working as an objective lens for X-rays. The concentric rings of the

Figure 16. (a–f) elemental maps of the NPs: (a) Fe, (b) Co, and (c) Ni nanoparticles; (d–f) the corresponding magnetic contrast images. Dashed and solid circles represent NPs in the superparamagnetic and magnetically blocked states, respectively. Au markers shown in the images are used for the particle identification. Reproduced with permission from [178], copyright (2017) by American Physical Society. (g–k) multitechnique imaging of a FeO$_4$ (magnetite) island on an FeO wetted layer on the Ru(0001) surface: (g) LEEM image (electron energy = 8 eV), (h) XAS image of the same area acquired at a photon energy close to the maximum of the L$_3$ Fe absorption edge, (i) X-ray magnetic circular dichroism image of the same area, (j) low-energy ED pattern acquired from the island at 30 eV. One of the ED spot, characteristic of the spinel phase is shown by a circle. (k) XAS spectrum of the island showing the L$_3$ and the L$_2$ Fe edges and XMCD spectrum taken in the black domain in (i). Reproduced with permission from [179], published by The Royal Society of Chemistry, 2018.
zone plate lead to the X-ray diffraction, and the observed diffraction angles depend on the wavelength, while the focal length is proportional to the energy of X-ray photons. Furthermore, the final spatial resolution is determined by the zone plate and by the width of its outermost concentric ring. With the actual lithographic feature, a spatial resolution of 10–20 nm can be attained. The technique is fast and allows the three-dimensional imaging and the study of biological specimens, when operated at near pressure conditions [125]. The energy-resolved TXM mapping can be performed with the complement provided by the X-ray absorption near-edge structure (XANES).

Comparing to PEEM, the XMCD signal monitored by TXM differs by the facts that the transmission configuration is not sensitive to external magnetic fields and it makes possible the imaging of reversal processes of magnetization, the resolution is typically higher, but the field of view cannot be easily changed. The main difference between X-PEEM and XTXM, is that X-PEEM is a more surface dependent (penetration depth is of about 2 nm), while XTXM is a transmission method through a thicker interaction region (below 50–100 nm) [124].

The photon energy can be tuned around the absorption edge of a specific element. The spatial resolution, i.e., the focusing size of the X-rays in the soft X-ray STXM is typically 20–100 nm. It is in principle determined by the diffraction limit of the lithographically fabricated FZPs.

A newly developed scanning X-ray microscope equipped with an 8T superconducting magnet as a tool for investigating the magnetic domain structures in inhomogeneous magnetic materials with a spatial resolution of 90 nm under high magnetic fields have been recently illustrated by Kotani and co-authors [181]. The performance and features were demonstrated by magnetic domain observations of Nd–Fe–B sintered magnet.

In order to shed light on both quantitative composition and 2D/3D chemical and magnetic mapping, recent improvements in soft X-ray synchrotron-based scanning transmission microscopy have been carried out (see also Section 3.9). Images with a spatial resolution better than 5 nm, obtained by a special setup including ptychographic coherent diffraction imaging in STXM platforms [182] have been obtained, as demonstrated in proton conductive ionomer in fuel cells and magnetotactic bacteria [183]. Using hard X-ray magnetic nanotomography, Donnelly and coauthors [126] have determined the 3D magnetization configuration in soft magnetic GdCo$_2$ microcylinders. The method, based on circular left polarized X-rays with hard-X-ray dichroic ptychography, showed a spatial resolution of about 100–130 nm. Interestingly, it was shown that the two ferrimagnet sublattices are clearly coupled antiparallel to each other.

In a recent paper, Blanco-Roldan et al. [184] reported an imaging method based on the angular dependence of the magnetic contrast in a series of high resolution transmission X-ray microscopy images. For ferromagnetic NdCo$_5$ layers 55–120 nm in thickness and NdCo$_5$ film covered with permalloy, the authors observed a quantitative character of the magnetization (i.e., canting angles relative to the surface plane). Furthermore, the proposed method allows identifying complex topological defects (e.g., merons or $\frac{1}{2}$ skyrmions).

### 3.8. Neutron Magnetic Imaging Techniques

The imaging techniques driven by neutrons have been documented to be very informative for the study of the inward properties of the matter, including those that cannot be investigated by X-ray sources, such as hydrogen-rich water and organic-based systems. Thermal neutrons, often with low energy (even $10^{-2}$ eV), or fast neutrons with high energies (e.g., few MeV or above 10 MeV) can be used. The energy profile covers a wide interval depending on the dedicated facilities. Fast neutrons possess a low attenuation in the most matter, thus allowing them to be transmitted through the matter. Furthermore, some new methods of imaging make use of pulsed neutron beams based on accelerator facilities as developed also at compact accelerator-driven neutron sources, which open new applications in the field of the neutron imaging. The first instrument in the world fed by pulsed neutron sources and dedicated to the imaging was realized in Japan [128].
The most relevant elements of an NTT instrument are the neutron sources, as follows: (i) radionuclide-based spontaneous fission, (ii) low Z matrix, such as Be with α emitters (i.e., Am or Po); (iii) photoneutrons, such as D or Be with a high γ-emitter, and (iv) neutron generators from deuterium–deuterium or deuterium–tritium reactions. The other principal elements are collimators and detectors. Detectors are the most relevant constituent for the high spatial resolution: Cold neutron radiography and tomography (3D) have the higher spatial resolution: about 100 µm (1–25 s as exposure time) and about 300–500 µm (10–500 ms).

As far as the magnetic imaging is concerned, neutrons have no electric charge, allowing them to be penetrated deeply into the matter. Furthermore, neutrons have a magnetic moment, making them sensitive to magnetic fields via the Zeeman interaction. Some neutron scattering techniques based on thermal neutrons have been developed to investigate the magnetic structure, as follows: (i) Polarized small-angle neutron scattering (SANS); (ii) polarized neutron reflectometry, and polarized neutron radiography and tomography. SANS is a technique perfectly appropriated for the investigation of nanoparticles, including their internal structure via the measurement of the magnetic form factor or the magnetic interactions between magnetic nanoparticles (polarized SANS technique). Polarized neutron reflectometry is more suitable for magnetic thin films (5–100 nm in thickness) by measuring directions and the magnitude of magnetic induction in heterostructures with a depth resolution of about 2–3 nm. Polarized neutron radiography and tomography technique can be adopted for films or bulk materials for mapping the distribution of induction fields by a 2D detector. The spatial distribution of magnetic fields of bulk samples have been recently developed utilizing polarized neutrons and the technique may allow to reveal the 3D magnetic field distribution in the solid matter [129].

3.9. 3D Imaging of Magnetic Domains

Three-dimensional analysis of the domain structure in bulk materials is an important issue for understanding ultimate magnetic properties and for developing materials and devices. While bidimensional imaging of magnetic domains on surfaces can be obtained using the aforementioned techniques, 3D visualization methods have eluded scientists for many years, due to the intrinsic problems of the more conventional imaging techniques. In these years, physicists were able to study the effect of domains on the magnetic properties of materials, but they were not able to make 3D images of domains deeply inside the matter.

In the past, the magnetism was conventionally associated with the imaging and analysis of magnetic domains in ferromagnetic systems. More recently, it has been demonstrated that the magnetic structures at the nanoscale can have a more complex magnetic texture and a deeper investigation is required. A new age in the magnetism has begun thanks to the magnetic imaging techniques addressing the challenge towards the more complex 3D magnetic textures. In this context, the magnetic X-ray transmission tomography (i.e., tomographic reconstruction method) is an excellent method for rising the challenge of this new field, capable of both, probing and 3D reconstructing the magnetic textures [185]. In fact, in recent years, some approaches for the 3D visualization the magnetic domains become available. Among these, Streubel et al. [127] have shown the 3D visualization and reconstruction of magnetic domain structures in curved magnetic thin films with tubular shape by means of full-field soft X-ray microscopy with a lateral resolution of a few tens of nm. It was shown that the 3D magnetization is obtained from a 2D projection sequence by investigating the magnetic contrast that is varying with the projection angle.

In another paper, Manke, Kardjilov and colleagues’ work [186], have 3D imaged the magnetic domains by using a new technique called Talbot-Lau neutron tomography. Due to the fact that the sample slicing to investigate the interior domains could be useless, because a new domain pattern structure related to the newly developed surface can be rearranged, the tomographic approach has been developed to identify domain walls in wedge-shaped crystals basing on the refraction of neutrons (Figure 17a).
For the image contrast a double crystal diffractometer can demonstrate that domain walls oriented almost parallel to the neutron beam direction can be visualized. The setup is based on grating-based shearing interferometer consisting of three gratings: (i) source grating (Gₙ), is an array of slits within an absorbing Gd mask with a periodicity of 790 μm; (ii) The phase grating (Gₚₚ) with a much smaller period (7.96 μm), causes a phase shift of λ/2 between incoming and produces; (iii) an analyzer grating (Gₐ), is an absorption grating with a period of 4 μm (~Pₚₚ/2). Gₐ is used to detect the interference pattern. The tomographic approach has been adopted for FeSi (Fe 12.8 at % Si single crystals) magnetic sample with a cylindrical shape (Figure 18b–i) [186]. An X-ray tomographic technique, more recently developed by Suzuki et al. [187], was employed to investigate the internal magnetic domain structure in ferromagnetic samples at the microscale. The technique, based on a scanning hard X-ray nanoprobe using XMCD, allows 3D reconstruction of the magnetic vector components with a spatial resolution of 360 nm. The authors argued that the method is applicable to practical magnetic materials and can be extended to 3D visualization of the magnetic domain formation process under external magnetic fields. Very recently, Wolf et al. [188] have shown the 3D magnetic induction mapping of a layered Cu/Co nanowire after reconstruction of both the magnetic induction vector field and 3D chemical composition of the material with sub-10 nm spatial resolution using the holographic vector field electron tomography approach.

3.10. Towards Imaging in Living Matter

The development of non-invasive measurements probing magnetic fields in organisms, living matter, even down to smaller scales, possibly to single cell sizes (i.e., microns), or better, inside the cell, is a matter of great interest for the scientific community [189]. It is known that magnetic imaging methods have either low spatial resolution or they are not applicable for imaging the cell structures and living biological samples. Grinolds et al. [190] demonstrated that microscopy based on NV-center (or nitrogen–vacancy, N–V) may allow to quantitatively measure the stray field of a sample with a sensitivity down to a single electron spin. From this, the magnetic imaging of magnetotactic bacteria under ambient conditions with a nm scale resolution it was reported, using an optically detected magnetic field imaging array consisting of a N–V color centre implanted at the surface of a diamond chip (Figure 18a). Such N–V color center, absorbs the light from green and emits to the red light, thus making local magnetic field investigation possible [123]. Then, magnetotactic bacteria are placed on the diamond, and the N–V quantum spin states are optically probed, thus making possible the reconstruction of magnetic-field vector components (Figure 18b–e).

In a recent paper by Thiel et al. [191], the probing of magnetism also in 2D materials at the nanoscale with single-spin microscopy was reported. In the paper, scanning single-spin magnetometry based on diamond NV centers was used to image the magnetization, localized defects and magnetic domains of atomically thin crystals of the van der Waals magnet CrI₃.
Figure 18. (a) Representation of the wide-field magnetic imaging microscope field fluorescence microscope setup vector plots of the measured (red arrows, left panel) and simulated (blue arrows, right panel) magnetic field projections in the xy plane are reported superimposed; (b,d) optical and (c,e) backscattered electron (BSE) images, respectively. Adapted from: [125], published by Nature Publishing Group, 2013.

4. Characterization of Magnetic Systems for Biomedical Applications

In the previous two sections of this review, a shrewd description of a variety of representative methods currently adopted for the investigation of magnetic materials, nanoparticles and molecular structures (i.e., single-molecule magnets) is provided. In the following the authors aim at illustrating how the (inorganic) magnetic systems for biomedical uses could be designed and characterized. The field is very broad, but very relevant due to its many implications in medicine; it is difficult to summarize all methods and adopted strategies, which can be very different. Some of the most relevant techniques are discussed for the sake of brevity in the following paragraphs. It is not surprising that due to the multidisciplinarity of the fields a multi-technique approach is required to address suitable strategies to detect and monitor specific diseases in human’s body [192–196].

In order to evaluate potential applications of magnetic nanosystems in the biomedical field, some specific characteristics have to be carefully determined. First of all, morphology, size distribution as well as surface zeta potential must be investigated (Figure 19). Then solubility and stability in aqueous solutions have to be pursued. Possibly, relaxivity measurements could be performed to evaluate the possible application as magnetic resonance imaging (MRI) contrast agents. Finally, eventual toxicity effects exerted towards cell cultures must be assessed. In the following paragraphs some of the common techniques nowadays available to obtain precise information about magnetic systems, in view of possible biomedical applications, are enumerated and briefly discussed. For more details, the readers can refer to the more dedicated literature.

4.1. Microscopies, X-Ray Diffraction: Morphology, Composition, and Shape

Morphology and homogeneity of the sample are two fundamental aspects that should be deeply investigated in the light of in vivo administration of magnetic systems [197]. Both the morphology and the size of the system, in fact, influence its distribution, blood circulation time and possible toxicity [198–200]. Iron oxide nanoparticles, for instance, can be classified according to their size into USPIOs (ultrasmall superparamagnetic iron oxides), SPIOs (superparamagnetic iron oxides) or MPIOs (micrometer-sized iron oxide particles), displaying a hydrodynamic size smaller than 50 nm, about 50–150 nm or around 1 µm, respectively (coating included) [201,202]. While USPIOs are generally able to avoid the early and massive uptake by the macrophages from the mononuclear phagocyte
system (especially spleen and liver macrophages), resulting in long blood circulation time and possible targeting of macrophages in deep compartments, SPIOs are generally taken up readily by macrophages in liver/spleen and provide passive targeting for reticuloendothelial system, whereas MPIOs are mostly intended to label and efficiently track macrophages [203]. Moreover, morphology and shape have been reported to affect toxicity [204]. Lee et al. [205] reported higher toxicity for rod-shaped particles in comparison to spherical ones, probably due to different wrapping mode on cell surface. Internalization through nonspecific cellular uptake was observed for rod-shaped nanoparticles more than sphere-shaped ones, resulting in faster cell penetration, dispersion throughout the cells and consequent higher pro-inflammatory cytokines production.

![Figure 19. (Left) Physicochemical factors that affect cellular uptake of nanoparticles: Surface charge, size and shape. (Right) Different morphologies of iron oxide nanoparticles. Reproduced with permission from: [206], published by Ivyspring, 2018.](image)

In order to study and report on shape and size of magnetic systems various microscopy cutting-edge techniques are employed, as reviewed in the previous paragraph. However, valid alternative and complementary methods are nowadays available [104]. Information about system structure, for instance, can be acquired by X-ray diffraction, using both conventional and synchrotron radiation sources, thermal analysis, Mössbauer [207] and infrared (IR) spectroscopy [208,209]. Conventional X-ray diffraction (XRD) is carried out to obtain information about the crystalline structure of the particles, especially about the proportion of iron oxide formed in a mixture, by comparing experimental peak and reference peak intensities [36,209]. Moreover, the crystal and particle size can also be extrapolated from the peak broadening in the XRD pattern using the Scherrer equation [104,210–212]. The advantage of using synchrotron radiation sources, based on a collimated light source with high intensity, instead of conventional ones, lies in the possibility of obtaining more accurate information about phase composition, crystallite size, strain and defects and of performing time-resolved studies [213]. Both types of XRD are performed on solid samples, but with energy dispersive X-ray diffraction is possible to obtain information also on samples in suspension, thus allowing knowledge of fine structural details [104,201].

4.2. Thermogravimetry and Differential Scanning Calorimetry: Thermal Properties and Composition

Another approach widely employed to the complementary characterization of magnetic systems is the thermal analysis, term that includes a group of techniques in which a physical property of a substance is measured as a function of temperature or time while the substance is subjected to a controlled temperature program. Thermal analysis provides information about sample thermal stability,
adsorption of water molecules or specific coating molecules onto the magnetic core, phase transition and crystallinity of the system [214–217]. For instance, Catalano et al. [218] used thermal analysis to characterize novel hydrogel chitosan-coated iron oxide nanoparticles for cancer therapy. Through this analysis it was possible to accurately determine the chitosan content in the particle and gain information about temperature degradation of this innovative system. The most widely used thermal analysis is differential thermal analysis, DTA, in which the difference in temperature, ΔT, between the sample and a reference material is recorded while both are subjected to the same heating program. It could provide information about transformations that have occurred, such as phase transitions, crystallization, melting and sublimation. Conversely, in power-compensated differential scanning calorimetry (pc-DSC), the sample and a reference material are maintained at the same temperature; the differences in independent power supplies needed by the sample and the reference to keep this temperature constant are recorded and plotted against the programmed temperature or time [219]. Instead, thermo-gravimetric analysis (TGA), mainly exploited to determine the composition of materials and to predict their thermal stability, consists in measurements of weight/mass change (loss or gain) and the rate of weight change as a function of temperature, time and atmosphere [64,220]. An interesting example of TGA measurement applied to magnetic systems was reported by Xu and co-workers: they estimated the amount of Fe₃O₄ in polyacrylamide-coated magnetic particles [221]. In addition, they could correlate, with reasonable precision, the amount of magnetite with saturation magnetization, applying a specific equation. In 2014 Mansfield et al. [222] compared classical TGA with microscale-TGA (µ-TGA) in the analysis of surface coating in gold nanoparticles. They demonstrated that µ-TGA is a valid method for quantitative determination of the coatings on nanoparticles, such as surface-bond ligand coverage, and in some cases, can provide purity and compositional data of the nanoparticles themselves.

4.3. Mössbauer (or Gamma-Resonance) and Infrared Spectroscopies

Another appealing technique, probably the most adequate method to describe magnetic nanoparticle dynamics is Mössbauer (or gamma-resonance) spectroscopy [223]. Due to its relevance, Mössbauer spectroscopy should be placed among the characterization techniques dedicated to magnetic materials as well, but for the sake of brevity the technique is here briefly discussed.

Magnetic nanoparticle dynamic is related to the relaxation rates of nanoparticle magnetization vectors as determined by the size of nanoparticles. This spectroscopy method considers a group of nanoparticles as a cluster of interacting single domain magnetic particles and gives information about magnetic dipole interactions that is essential for applications involving a magnetic field such as targeted drug delivery. With Mössbauer spectroscopy three types of nuclear interactions can be typically observed: isomer shift, quadrupole splitting and magnetic hyperfine splitting [224]. The technique is well-known due to its very high sensitivity in terms of frequency resolution, thanks to the high energy and narrow line widths of employed gamma rays. Gabbasov et al. [225] deeply characterized iron oxide nanoparticles coated with an oleic polymer using XRD and Mössbauer spectroscopy. They claimed that in some cases, X-ray diffraction measurements were unable to estimate the size of the magnetic core and Mössbauer data were necessary for the correct interpretation of the experimental results. A further example of the practical importance of Mössbauer spectroscopy in materials science is the thorough discrimination among systems having almost same structures, e.g., magnetite (Fe₃O₄) from maghemite (γ-Fe₂O₃) phase by ⁵⁷Fe Mössbauer spectroscopy [96,226].

Finally, infrared spectroscopy (IR) is widely used for the complementary investigation in magnetic system characterization due to its simplicity and availability. This technique is based on the interaction between infrared radiation and matter and is extremely useful to study chemical bonds of the magnetic systems, possible surface modifications and the presence of coating molecules [227]. It can be carried out on solid samples or liquids.

However, most of the methods reported above can be employed only on dry samples, while magnetic systems for biomedical applications are usually suspended in aqueous media.
To measure size and homogeneity of hydrated samples dynamic light scattering (DLS), also known as photon correlation spectroscopy (PCS), can be envisaged.

4.4. Dynamic Light Scattering and Zeta Potential: Particle Size Distribution and Particle–Liquid Interface

The employment of DLS to measure the size of magnetic nanoparticles has been already extensively reviewed by Lim et al. [228]. Briefly, during DLS measurement a light beam (electromagnetic wave) passes through a particle suspension. As the incident light impinges on the particles, a process known as scattering takes place. This process consists in alteration of the direction and intensity of the light beam. The variation of the intensity with time can then be used to measure the diffusion coefficient of the particles, that are in constant random motion (Brownian motion) due to their kinetic energy (Figure 20) [229]. Depending on the shape of the magnetic nanoparticles, for spherical particles, the hydrodynamic radius of the particle can be calculated from its diffusion coefficient by the Stokes–Einstein equation [230]. However, magnetic particle radii measured by microscopy techniques and DLS do not corroborate well. As a rule, TEM gives the “true radius” of the particle, while DLS provides the hydrodynamic radius, defined as the radius of a sphere that has the same diffusion coefficient within the same viscous environment of the particles being measured (Figure 20).

![Figure 20](image_url)

**Figure 20.** Left: schematic representation of the experimental setup for dynamic light scattering measurements. Right: TEM micrographs of Fe₃O₄ magnetic nanoparticles with the corresponding size distribution determined by DLS. The Z-average of magnetic nanoparticles measured by DLS is 16.9 ± 5.2 nm (top), 21.1 ± 5.5 nm (middle), and 43.1 ± 14.9 nm (bottom), respectively. Reproduced with permission [228] (published by Springer Open, 2013) licensed under CC BY 2.0.

The advantage of using DLS in addition to other microscopy techniques are: (i) Wide sampling of the specimen (millions of particles), (ii) speed and ease of measurement, (iii) estimation of the radius of solvated particles (not dried and under vacuum like TEM), mimicking possible behavior in biological fluids, (iv) accessible and automated process, not requiring an extensive experience, (v) high sensitivity to the presence of small aggregates, useful to monitor sample colloidal stability [227,229,231]. The size range detectable by DLS is approximately included between 1 nm and 5 µm. The technique could also be employed to measure dimensions of non-spherical systems, such as rod-like particles, nanostars, nanotubes [232–234]. For example, Fang et al. [235] employed DLS to monitor the behavior of β-Ferric oxyhydroxide (β-FeOOH) nanorods depending on pH variations. They demonstrated that by DLS it was possible to monitor in situ self-assembling of this nanorods in a side-by-side fashion to form highly oriented 2D nanorod arrays which are further stacked in a face-to-face fashion to form the final 3D layered architectures. Results obtained well corroborate with TEM and SEM results. Moreover,
through DLS is possible to obtain information about sample polydispersity. The polydispersity index (PDI), with $0 \leq \text{PDI} \leq 1$, is an indicator of sample homogeneity: The lower is PDI, the higher is particle homogeneity in terms of size distribution. PDI of 0.2 and below are most commonly deemed acceptable for polymer-based nanoparticle materials [236].

Most of the instruments nowadays available to measure DLS offer the possibility to further investigate Zeta potential. Zeta potential, also known as electrokinetic potential, is the potential at the slipping/shear plane of a colloid particle moving under an electric field [229]. More in details, when a charged particle is exposed to a fluid, an electric double layer (EDL) develops on its surface. The two layers that compose the EDL are the Stern layer, which is closer to the surface, and the diffuse layer [237]. The Stern layer is primarily formed by ions/molecules with opposite charge to that of the particle, while the diffuse layer is made up of both same and opposite charged ions/molecules (Figure 21) [238]. While the charge of the Stern layer is stable as it is due to direct chemical interactions with the particle, the peculiarity of the diffuse layer is that it is dynamic as its composition is influenced by various factors (e.g., concentration, ionic strength, and pH). Zeta potential is measured at the interface between the particles, moving under the electric field, and the layer of dispersant around it.

![Figure 21. Schematic representation of the two layers forming the electric double layer (EDL) developed on a negatively charged particle. The inner layer, called the Stern layer, is composed by ions of charge opposed to the particle surface, i.e., positive ions in this case. The outer layer, also known as diffuse layer, is made up of both negative and positive charges. The Zeta Potential is the electrokinetic potential at the slipping plane.](image)

The potential on the particle surface itself is known as the Nernst potential ($\psi_0$) and cannot be measured [239]. Investigation of the zeta potential of magnetic nanoparticles is of utmost importance to predict their protein absorption and subsequent biological behavior, toxicity effects, possible interactions with cells and other microorganisms, as well as particle stability. Schwegmann and co-workers studied the influence of the zeta potential on the sorption between microorganisms (Saccharomyces cerevisiae and Escherichia coli) and iron oxide nanoparticles, at two different pH values, in order to evaluate potential uptake and connected toxicity effects [240]. Sharma et al. deeply investigated and compared the influence of size and charge of various magnetic particles on systemic distribution. They noticed that the highest accumulation of iron occurred in the lungs, when positively charged particles were administered, while it occurred in the liver and spleen when nanoparticles possessing a negative surface potential were injected [241]. These results suggest that nanoparticle distribution in vivo is dependent
not only on the size but most likely on a complex interplay between size and charge, thus highlighting the importance of evaluating these two parameters if looking for perspective biomedical applications.

4.5. Methods to Investigate Stability and Protein Corona Adsorption

Stability of magnetic systems is of utmost importance in view of possible in vivo applications. As the colloidal stability of bare iron oxide nanoparticles, for example, is poor, different types of natural and synthetic coating materials are generally added to the preparations. Coatings can be classified into three main groups: (i) monomeric, (ii) inorganics, (iii) polymer stabilizers. Among the monomeric coating, carboxylates and phosphates are the most diffuse. Citric acid stabilized magnetic systems have been widely reported and have been also under clinical investigation [242]. Inorganic materials employed as stabilizers include silica, gold or gadolinium, leading to nanoparticles endowed with an inner iron oxide core and an outer metallic shell. As far as polymer coatings are concerned, a wide range of polymer stabilizers is nowadays available on the market, offering the possibility of tailoring each magnetic system according to its specific application. Poly(ethyleneimine) (PEI), for example, is a cationic polymer frequently used to design gene-transfer vehicles for both in vitro and in vivo applications, achieving high transfection efficiency [243]. Iron oxide nanoparticles coated with the cationic polymer PEI, in fact, can easily capture negatively charged molecules, such as DNA and RNA, giving rise to cell tracking probes and MRI detectable gene/drug delivery carriers. Polyethylene glycol (PEG) is definitely the most popular coating polymer, due to its excellent anti-fouling property (preventing opsonization) and high steric hindrance, ideal to stabilize various magnetic nanoparticles. Dextran is another (bio)polymer widely used as a stabilizer, mainly because of its high biocompatibility. In order to be administered in vivo, however, the stability of magnetic systems should be favorable not only at 4°C in aqueous buffers, but also at 37°C in serum or other simulated biological fluids. In the presence of serum proteins, in fact, particles can rapidly aggregate if not appropriately formulated and stabilized [244]. Moreover, the growth of protein corona onto the surface of administered magnetic systems should be investigated in order to predict their in vivo behavior [245]. Among the methods available to study particle stability there are DLS, described in the previous paragraph, which gives an idea about size variations and therefore particle aggregation and/or interaction with proteins, nuclear magnetic resonance (NMR) relaxivity studies [246], that will be described in the next paragraph and can account for particle aggregation, instability of the formulation, release of metal ions and interaction with serum proteins, such as serum albumin. TEM, SEM, AFM and fluorescence microscopy can also be used to monitor magnetic system stability [247]. Lazzari et al. [248] employed DLS to investigate the stability of various nanoparticles in buffers, simulated biological fluids (e.g., saliva, gastric juice, intestinal fluid), serum and tissue homogenates (mice brain, liver and spleen). They found out that while poly-lactic acid (PLA) particles were stable in such biologically relevant conditions, poly-methyl methacrylate (PMMA) based systems were unstable and tended to aggregate over time. Such systematic DLS studies provided an in vitro tool to investigate the stability of various systems before in vivo studies. Khan et al. [249] instead, investigated by both DLS and Zeta potential hard and soft corona formations on gold nanospheres of different sizes (2–40 nm). Understanding the dynamics of the growth of protein corona on the nanoparticle surface, indeed, is important to predict how the NPs behave in vivo. Experiments were carried out in the presence of three different proteins: Human serum albumin, bovine serum albumin, and hemoglobin. Through the correlation of obtained DLS data with mathematical modelling, they extrapolated the adsorption kinetics, number of adsorbed proteins, and binding orientation. They demonstrated that the growth kinetics of a protein corona is exclusively dependent on both protein structure and surface chemistry of the nanoparticles. In 2013, Salvati et al. [250] studied the in vivo targeting ability of transferrin-functionalized silica nanoparticles: They pointed out that due to the adsorption of protein corona onto nanoparticle surface the receptor-targeting capability was lost (Figure 22). Hence, detailed investigation to understand the effect of protein corona on different magnetic systems will enhance their translational potential and DLS can be regarded as an effective tool in such studies, along with other techniques.
The mean time between two flips is called the Néel relaxation time [252]. In the absence of an external magnetic field, when the NPs magnetization measurement time is greater than the Néel relaxation time, the average value of NPs magnetization appears to be zero and these nanoparticles are said to be in the superparamagnetic state. Superparamagnetism is a magnetic behavior occurring in small ferrimagnetic or ferromagnetic nanoparticles. If the core diameter of these NPs is lower than 3–50 nm, depending on the material, magnetization can randomly flip direction under the influence of temperature.

4.6. Relaxometric Properties and Magnetic Fluid Hyperthermia

Amongst the possible biomedical applications of magnetic systems there are (i) separation techniques, like cell isolation and cellular proteomics [8], (ii) diagnosis, such as magnetic resonance imaging (MRI), cell tracking, biosensing, and (iii) therapy, basically including hyperthermia and drug delivery (Figure 23) [251].

In this paragraph the use of magnetic systems as MRI contrast agents or for hyperthermia mediated treatment will be discussed. To be eligible as a MRI contrast agent, the magnetic system must be superparamagnetic. Superparamagnetism is a magnetic behavior occurring in small ferrimagnetic or ferromagnetic nanoparticles. If the core diameter of these NPs is lower than 3–50 nm, depending on the material, magnetization can randomly flip direction under the influence of temperature. The mean time between two flips is called the Néel relaxation time [252]. In the absence of an external magnetic field, when the NPs magnetization measurement time is greater than the Néel relaxation time, the average value of NPs magnetization appears to be zero and these nanoparticles are said to be in the superparamagnetic state.
superparamagnetic state. In this state it is possible to magnetize the nanoparticles with an external magnetic field, similar to a paramagnet. However, the magnetic susceptibility of these NPs is much greater than that of paramagnets [253]. To investigate the possibility of using magnetic suspensions as MRI contrast agents longitudinal ($R_1$) and transverse ($R_2$) relaxivities should be measured. Relaxivity is defined as the increase of the relaxation rate of the solvent (water) induced by 1 mmol/L of the active ion. In the case of magnetite, the relaxivity is the relaxation rate enhancement observed for an aqueous solution containing 1 mmol of iron/L (Equation (2)):

$$
R_{i\text{(obs)}} = \frac{1}{T_{i\text{(obs)}}} = \frac{1}{T_{i\text{(diam)}}} + r_i C \quad i = 1 \text{ or } 2
$$

where $R_{i\text{(obs)}}$ is the global relaxation rate of the aqueous system (s$^{-1}$), $T_{i\text{(obs)}}$ is the global relaxation time of the aqueous system (s), $T_{i\text{(diam)}}$ is the relaxation time of the system before the addition of the contrast agent (s), $C$ is the concentration of the superparamagnetic center (mmol·L$^{-1}$), and $r_i$ is the relaxivity (s$^{-1}·$mmol$^{-1}·$L$^{-1}$) [104]. Since relaxivity is temperature-dependent, it is usually measured at 298 K or 310 K. Superparamagnetic systems generally behave like small movable magnets, creating a strong magnetic inhomogeneity in their vicinity and considerably reducing the $T_2$ relaxation time of nearby water protons. They are also known as signal “killers” as a negative enhancement (corresponding to image darkening) can be seen in regions in which they accumulate [254]. Recently, the use of iron oxide also as positive contrast agents, resulting in signal enhancement in regions of accumulation, has been reported by many groups [255,256]. Positive contrast agents, based on Gadolinium, are currently the mainstream clinical MRI contrast agents. However, some gadolinium-based contrast agents have shown a long-term toxicity effect (nephrogenic systemic fibrosis, NSF) and Gd depositions in the brain. On this basis, the NSF has triggered a Food and Drug Administration (FDA) black-box warning and a contraindication, as well as long term adverse effect monitoring, of some Gd-based contrast [257,258]. Newly developed ultrasmall iron oxide nanoparticles have then recently attracted much attention to serve as safer alternatives to gadolinium-based $T_1$ contrast agents.

As a rule, to evaluate if a MRI contrast agent has higher $T_2$ versus $T_1$ shortening effects the ratio between the relaxivity $R_2$ and $R_1$ ($R_2/R_1$) must be calculated. The higher is this ratio, the higher is the predicted $T_2$ effect. If this ratio is lower than 1, the contrast agent is predicted to be more suitable for $T_1$ shortening purposes. Magnetic nanoparticles used in vivo are mainly composed of magnetite ($\text{Fe}_3\text{O}_4$) and maghemite ($\gamma$-$\text{Fe}_2\text{O}_3$) coated with protective shells (e.g., dextran, polyethylene glycol, starch) to prevent agglomeration. It has been reported that the coating thickness of superparamagnetic systems can significantly affect the $R_2$, and the $R_2/R_1$ ratio. Moreover, both $R_1$ and $R_2$ can vary in case of system instability (metal ions release, aggregation, coating degradation) and following interactions with proteins (e.g., protein corona or specific target proteins) [259,260].

To individuate the best magnetic field at which the system can be used, the acquisition of a nuclear magnetic relaxation dispersion (NMRD) profile, which gives the evolution of the longitudinal relaxivity $R_1$ with respect to the external magnetic field, is envisaged (Figure 24).

The model to fit NMRD experimental data, proposed by Roch et al. [261] and further developed by Gossuin et al. [262], can provide information about the nanomagnet crystals: their average radius, their Néel relaxation time, their anisotropy energy and their specific magnetization. Combining these data with the results obtained by magnetometry is possible to obtain a very complete description of the morphology and physical properties of a magnet [261,263]. Ruggiero et al. [264] compared NMRD profiles of newly-synthesized iron oxide nanoparticles coated with Poly(lactic-co-glycolic acid) (PLGA) to the NMRD profile of Endorem™ (commercially available SPIO particles used as MRI contrast agent). From these profiles, displaying a shape of the curve typical of the relaxation induced by superparamagnetic particles, they deduced that loading iron oxide nanoparticles into the PLGA matrix seems not to affect their overall magnetic properties. Moreover, they pointed out that the different profile shapes observed for the various preparations depend on the particle properties (such as: size, clustering, Néel relaxation time and saturation magnetization) [264].
PLGA particles reported by Ruggiero et al. \[264\] were designed for magnetic fluid hyperthermia (MFH) applications. The use of nanomaterials for MFH was first investigated in 1957 by Gilchrist et al. \[265\]. The authors reported the possibility of heating various tissue samples with particles of γ-Fe₂O₃ (20–100 nm in size) exposed to a 1.2 MHz magnetic field. Since then, the use of different magnetic materials, particle design and delivery methods, as well as various field strengths and frequencies have been investigated for MFH purposes \[266\]. Briefly, when exposed to a fast switching magnetic field, the magnetization of superparamagnetic nanoparticles can quickly flip direction. The friction caused by the rotation of the particle itself, known as Brownian relaxation, and the spin fluctuations within the crystal, known as Néel relaxation, lead to the loss of magnetic energy and the generation of thermal energy \[252\]. The heating power of a certain magnetic system, expressed as the specific absorption rate (SAR, W/g), mainly depends on the mean size of the system, on its saturation magnetization (\(M_s\)) and magnetic anisotropy (\(K\)) as well as on the alternating magnetic field amplitude (\(H_{\text{max}}\)) and frequency (\(f\)). MFH effect can be exploited in cancer treatment, to raise the temperature at the tumor site above the systemic one, or to induce a controlled drug release through the thermal stimulus \[267\]. This field is also known as theranostics: A discipline that combines diagnostic, as superparamagnetic nanoparticles can be used as MRI contrast agents, and localized therapy, through controlled temperature increase or drug release. For practical therapeutic applications, a temperature of 41–46 °C must be reached with hyperthermia. Temperatures greater than 50 °C cause thermoablation and can induce several side effects. Therefore, it is of crucial importance for the development of MFH dedicated systems to rely on analytical methods able to characterize new magnetic nanoparticles and to predict their heating capacity in physiological conditions. Besides NMRD profiles, that, as previously described, allow to predict magnetic systems performance in both MRI and MFH applications, other particle characteristics can account for MFH efficiency. Size, volume, and morphology of the NPs can be determined by DLS, SEM, and TEM; stability of the preparation and zeta potential should be investigated. Thermogravimetric analysis, X-ray diffraction and magnetometry can be exploited to obtain valuable additional information. Finally, heating efficiency, reported in terms of SAR, can be measured by exposing the magnetic fluid to a time varying magnetic field \[268\]. Therefore, all the techniques described in this last section can be exploited to fully characterize magnetic systems for MFH purpose.

Given the variety of information that can be gained with the here reported techniques, for the sake of clearness, in Table 2 a recapitulatory comparison between all the reported techniques (even if we know that the list is not exhaustive), useful to characterize magnetic materials for biomedical applications, is provided. More in details, advantages and limitations of each technique are reported, as well as the specific information that can be obtained with the different instrumentations.

---

**Figure 24.** Nuclear magnetic relaxation dispersion (NMRD) profile of magnetite particles in colloidal solution.
Table 2. Main properties of the techniques reported in the previous paragraph, useful to characterize magnetic systems designed for biomedical applications.

<table>
<thead>
<tr>
<th>Method(s)</th>
<th>Information Provided</th>
<th>Acq. Time</th>
<th>Complexity</th>
<th>Sample Form</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray Diffraction</td>
<td>Crystalline structure; crystal size, strain, defects; particle size; sample purity; iron oxide proportion</td>
<td>&lt;20 min</td>
<td>L</td>
<td>Solid, liquid</td>
<td>Qualitative and quantitative analysis; powerful and rapid; minimal sample preparation required</td>
<td>Size limit (better results are obtained with large crystals); high amount of material needed (g); possible misleading results interpretation (peaks overlay)</td>
<td>[269]</td>
</tr>
<tr>
<td>Thermal Analysis (DTA, pc-DSC, TGA, µ-TGA)</td>
<td>Thermal stability; water adsorption; molecule adsorption; phase transition temperature; crystallinity and purity</td>
<td>min–hours</td>
<td>M-H</td>
<td>Solid, liquid</td>
<td>Qualitative and quantitative analysis; low amount of sample needed (mg–g)</td>
<td>Challenging results interpretation; challenging results comparison between laboratories; strong dependence of DTA signals from experimental conditions</td>
<td>[270,271]</td>
</tr>
<tr>
<td>Mössbauer Spectroscopy</td>
<td>Size of magnetic core; magnetic interactions; precise identification of iron oxides; magnetite and maghemite discrimination; blocking temperature</td>
<td>min–hours</td>
<td>H</td>
<td>Solid</td>
<td>Low amount of sample required (1–5 mg); valence state of iron in minerals detectable; best technique to identify different iron oxides</td>
<td>Low spatial resolution; thinly spread powders needed; the optimal amount of sample should be selected each time; data analysis techniques complex and variable; low number of elements suitable to be investigated; very low temperatures required</td>
<td>[104,223]</td>
</tr>
<tr>
<td>IR Spectroscopy; FTIR spectroscopy</td>
<td>Material structure; chemical Bonds; surface coating/functionalization of magnetic NPs</td>
<td>min</td>
<td>L</td>
<td>Solid, liquid</td>
<td>Simplicity and availability; non expensive technique; qualitative and quantitative analysis; fast mean of identification in case of magnetite; high sensitivity (µg)</td>
<td>Complex mixtures are hardly analyzed; functional groups cannot be exactly located</td>
<td>[272]</td>
</tr>
<tr>
<td>Dynamic light scattering (DLS)</td>
<td>Hydrodynamic radius of NPs; polydispersity of the sample; aggregation of NPs; adsorption of protein corona</td>
<td>&lt;5 min</td>
<td>L</td>
<td>Liquid</td>
<td>Wide sampling of the specimen; speed and ease of measurement; estimation of the radius of solvated particles; accessible and automated process; high sensitivity to small aggregates; small amount of sample required (µL)</td>
<td>Highly polydispersed, diluted or fluorescent samples cannot be measured accurately</td>
<td>[227–229,231]</td>
</tr>
<tr>
<td>Zeta Potential</td>
<td>Apparent surface potential of NPs; adsorption of protein corona</td>
<td>&lt;5 min</td>
<td>L</td>
<td>Liquid</td>
<td>Wide sampling of the specimen; speed and ease of measurement; accessible and automated process; small amount of sample required (µL)</td>
<td>Highly polydispersed samples cannot be measured accurately; measurements influenced by pH, ionic strength, dispersion media; measurements affected by sample sonication; measurements affected by fast metal/ion release</td>
<td>[273]</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>Method(s)</th>
<th>Information Provided</th>
<th>Acq. Time</th>
<th>Complexity</th>
<th>Sample Form</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM TEM</td>
<td>Size of the magnetic core; morphology; size distribution; homogeneity; surface structure</td>
<td>min</td>
<td>L/M</td>
<td>Solid</td>
<td>Accurate information provided on size of magnetic core; images of NPs are displayed; very high magnification possible</td>
<td>Long and complex sample preparation; expensive technique; cryo-EM is needed for samples sensitive to temperature; low sampling of the specimen; absence of information about sample aggregation in liquid suspensions; highly qualified personnel needed; possible artifacts formation; vacuum needed</td>
<td>[274]</td>
</tr>
<tr>
<td>NMRD Profile Fitting</td>
<td>Nanomagnet crystals (N.C.) average radius; N.C. Néel relaxation time; N.C. anisotropy energy; N.C. specific magnetization; possible NPs clustering; longitudinal Relaxivity $R_1$ at different magnetic fields; MRI efficiency prediction</td>
<td>hours</td>
<td>H</td>
<td>Liquid</td>
<td>Multiplicity of information provided in one fitting; prediction of MRI efficiency</td>
<td>Highly specific instrumentation required; samples must be in liquid form and stable during the acquisition time; staff must be highly trained</td>
<td>[261,262]</td>
</tr>
</tbody>
</table>

Note: L = low, M = moderate, H = high.
4.7. Toxicity Assays

Toxicity effects exerted towards cell cultures and blood components must be investigated before testing the magnetic systems directly in vivo. Obviously, it must be taken into account that these assays can be highly operator-dependent and that the lack of standard protocols make more difficult the comparison between different systems. However, the higher is the number of tests performed, the safer can be considered the preparation. Classical and less expensive cytotoxicity tests include MTT assay, Alamar Blue and Trypan blue exclusion assay. The MTT (3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyl tetrazolium bromide) colorimetric assay is based on the cleavage by mitochondrial activity of the yellow soluble tetrazolium salt, MTT, to form an insoluble dark blue formazan product. As mitochondrial activity is generally proportional to the number of viable cells, this test can be used to estimate the cytotoxic effect of various compounds in vitro. Cells are first incubated with different concentrations of the system to be tested and for different time ranges, then the system is washed away, cells are then incubated with MTT for a few hours and the presence of violet formazan can be analyzed using a plate reader. The samples must be always compared to controls to determine the percentage of viable cells. In order to obtain accurate and reliable results particular attention should be devoted to cell density, culture medium and MTT exposure time [275]. Similar to MTT, the Alamar Blue test is based on the reduction of the blue non-fluorescent dye resazurin, upon entering living cells, to resofurin, a pink-colored highly fluorescent compound. The amount of fluorescent compound produced can be quantified and correlated to the number of viable cells. Resazurin is then considered a reliable indicator of the oxidation–reduction (REDOX) processes that occur both during aerobic and anaerobic respirations in cells incubated with various molecules, systems and/or drugs [276]. The trypan blue dye exclusion test, instead, is based on the different permeability of cell membranes towards certain molecules (e.g., trypan blue, eosin or propidium): While these substances can easily penetrate in dead cells, they cannot cross the membrane of living cells. To perform this test the cells are mixed with a solution of trypan blue and then the number of blue colored cells (died cells) versus the number of cells having a clear cytoplasm (living cells) are immediately quantified by visual inspection. The percentage viable cells in incubated samples will be then compared to the percentage of viable cells in control samples. All these assays can be used not only to assess cell viability, but also cell proliferation. To this aim, after incubation with variable amounts of the magnetic system and for variable time ranges, cells are washed and incubated in culture medium for different days. The number of viable cells measured at 24, 48, and 72 h post incubation allows estimating the cell proliferation time, which is then compared to that of control cells. A biocompatible system should not affect this parameter. Other convenient assays are the metabolic NAD/NADH fluorimetric assay, the protease viability marker assay, the Comet assay, useful to quantify DNA damages induced by the preparation, and the ATP (Adenosine 5′-triphosphate) quantification test, using firefly luciferase. As each cell viability assay displays its own advantages and drawbacks the most appropriate to each situation should be selected. MTT and Alamar Blue tests for example are less expensive than the ATP detection assay. However, the ATP detection assay is characterized by fewer steps, a minimum amount of interferences and is by far the most sensitive [277].

Another assay, widely used to evaluate potential cytotoxicity of magnetic particles, is the reactive oxygen species (ROS) production test. This test is based on the use of specific kits able to detect and quantify ROS, as an indicator of cell oxidative stress. ROS include hydrogen peroxide, anions and hydroxyl radicals. The production of free radicals, challenged in cells by a “detoxification” mechanism, which involves enzymes such as superoxide dismutase and glutathione peroxidase, is considered one of the primary mechanism of nanoparticle induced toxicity. The overproduction of ROS has been associated to DNA strand breaks, alteration in gene transcription, lipid peroxidation and generation of protein radicals [278]. Incubation with various magnetic systems could also induce apoptosis, a well-controlled, tightly regulated physiological process, in which the cells participate in self-destruction. Numerous assays are nowadays available to measure the number of apoptotic cells: light microscopy (Trypan blue staining), fluorescence microscopy (acridin orange/ethidium bromide
and annexin V/propidium iodide staining) and agarose gel electrophoresis of fragmented genomic DNA. Trypan blue and Hoechst staining detect apoptotic cells on the basis of their reduced DNA content and morphological changes that include nuclear condensation; annexin-V and propidium iodide can distinguish between early and late apoptotic events based on plasma membrane composition and function. The cleavage of many cellular proteins, carried out by apoptosis-activated caspases, results in fragments that can serve as apoptosis markers [279].

Finally, the hemocompatibility properties of magnetic systems can be investigated by means of a standard hemolysis test [280]. Following the incubation of animal (e.g., rabbit, mouse, rat) or human donor erythrocytes with the system, the amount of released hemoglobin is measured by means of UV–vis spectroscopy ($\lambda = 415$ nm). Released hemoglobin is directly related to the number of destroyed erythrocytes that could then be easily estimated. Normal saline and deionized water are generally used as negative (0% hemolysis) and positive (100% hemolysis) controls, respectively. The percentage hemolytic rate % $HR$ can be calculated as (Equation (3)):

$$%\, HR = \frac{\text{mean} \, OD \, \text{of sample to be tested} - \text{mean} \, OD \, \text{of negative control}}{\text{mean} \, OD \, \text{of positive control} - \text{mean} \, OD \, \text{of negative control}} \times 100 \quad (3)$$

where $OD$ stands for optical density. If the hemolytic rate is less than 5%, the material will have no hemolytic effect and conform to the requirements of the hemolysis test for medical materials [281].

In Table 3 a comparison between the most diffuse toxicity assays, useful to evaluate potential toxic effects exerted by magnetic NPS, is reported.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><em>MTT</em></td>
<td>Mitochondrial activity</td>
<td>Possible cytotoxic effects of compounds/drugs/NPs</td>
<td>Fluorescence</td>
<td>Inexpensive; high throughput screening; low amount of sample needed</td>
<td>Operator and procedure dependent (e.g., cell density, culture medium and MTT exposure time); Substrate conversion needed</td>
<td>[277]</td>
</tr>
<tr>
<td><em>Alamar Blue</em> (Resazurin)</td>
<td>Cellular metabolic activity</td>
<td>Possible cytotoxic effects of compounds/drugs/NPs</td>
<td>Fluorescence</td>
<td>Inexpensive, High throughput screening; low amount of sample needed; more accurate than MTT</td>
<td>Operator and procedure dependent (e.g., cell density, culture medium and MTT exposure time); substrate conversion needed</td>
<td>[277]</td>
</tr>
<tr>
<td>Trypan Blue Exclusion Test</td>
<td>Membrane integrity</td>
<td>Possible cytotoxic effects of compounds/drugs/NPs; Number of dead/viable cells</td>
<td>Optical microscopy</td>
<td>Inexpensive; extremely rapid assay; no substrate conversion needed</td>
<td>Operator dependent; possible interference in case of incubation with colored/fluorescent samples</td>
<td>[277]</td>
</tr>
<tr>
<td>ATP detection</td>
<td>ATP synthesis</td>
<td>Possible cytotoxic effects of compounds/drugs/NPs; number of viable cells</td>
<td>Luminescence</td>
<td>Fast assay; high sensitivity; less artifacts occurrence; no substrate conversion needed</td>
<td>Expensive</td>
<td>[277]</td>
</tr>
<tr>
<td>ROS production</td>
<td>Generation of ROS *</td>
<td>Possible cytotoxic effects of compounds/drugs/NPs; cell oxidative stress</td>
<td>Fluorescence</td>
<td>Inexpensive</td>
<td>Substrate conversion needed</td>
<td>[278]</td>
</tr>
<tr>
<td>Hemolysis Assay</td>
<td>Red blood cell lysis</td>
<td>Hemolytic power of compounds/drugs/NPs</td>
<td>UV–vis spectroscopy</td>
<td>Extremely useful in view of (pre)clinical applications; possibility to run the test in plasma</td>
<td>Red blood cells of the chosen specie needed</td>
<td>[280]</td>
</tr>
</tbody>
</table>

* ROS: Reactive Oxygen Species.
5. Conclusions

Magnetic systems and particles are extremely appealing materials that found applications in a large variety of advanced technological fields. In the last decades, the scientific literature reported a plethora of research studies and documents characterized by different physicochemical, morphological, and biological methods (depending on the use), fundamental for pointing out their magnetic response/properties. However, due to the multidisciplinary approach proper of these studies, in most cases such very specific characterization techniques are little known (or fully unknown) to most of the users.

Therefore, in order to overcome this lack, the main goal of this review is to summaries (in a detailed, but hopefully concise manner) a large number of techniques that are currently available to characterize magnetic systems, highlighting the ordinary uses together with the main relevant advantages and disadvantages.

More in details, characterization techniques were classified into three sections, and properly discussed with examples from the literature. Part I is dedicated to the definitions of magnetism and magnetization (hysteresis) techniques. Part II is dedicated to the morphological aspects, thus illustrating all the different visualization methods of magnetic domains. Finally, Part III is dedicated to the principal physicochemical characterizations, with a last section particularly devoted to the biomedical applications.

With this review, authors hope of having provided a real toolbox that acts as guidelines for helping in the choice of the most suitable method(s) as appropriate, as well as in the comprehension of the magnetic properties/responses of these promising materials.
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AFM: atomic force microscopy; ATP: Adenosine 5’-triphosphate; B: magnetic flux; BSE: backscattered electrons; Cc: chromatic aberration; Cs: spherical aberration; DLS: dynamic light scattering; DPC: differential phase contrast; DTA: differential thermal analysis; DW: domain walls; ED: electron diffraction; EDL: electric double layer; EDX: electron dispersive X-ray; EELS: electron energy loss spectroscopy; EH: electron holography; FDA: Food and Drug Administration; FEG: field emission gun; HOPG: highly ordered pyrolytic graphite; HR: Hemolytic rate; HV: high vacuum; IR: Infrared spectroscopy; L-MOKE: longitudinal MOKE; LTEM: Lorentz transmission electron microscopy; MFH: magnetic fluid hyperthermia; MFM: magnetic force microscopy; MIP: mean inner potential; MOKE: magneto-optical Kerr effect; MPIOs: micrometer-sized iron oxide particles; MRI: magnetic resonance imaging; MTU: [3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyl tetrazolium bromide; NMR: Nuclear magnetic resonance; NMRD: Nuclear magnetic relaxation dispersion; NPs: nanoparticles; NSF: nephrogenic systemic fibrosis; OD: optical density; pc-DSC: power-compensated differential scanning calorimetry; PCS: photon correlation spectroscopy; PDI: polydispersity index; PEEM: photoemission electron microscopy; PEG: polyethylene glycol; PEI: poly(ethylenimine); PLGA: poly(lactic-co-glycolic acid); P-MOKE: polar MOKE; R1: longitudinal relaxivity; R2: transversal relaxivity; ROS: reactive oxygen species; SAM: Auger electron microscopy; SANS: small-angle neutron scattering; SAR: specific absorption rate; SE: secondary electrons; SEM: scanning electron microscopy; SEMPA: spin-polarized analysis; SEM; SHPM: scanning Hall probe microscopy; SPIOs: superparamagnetic iron oxides; SPLEEM: spin-polarized low energy electron microscopy; SPM: scanning probe microscopy; SP-STM: spin polarized scanning tunneling microscopy; SQUID: superconducting quantum interference device; STEM: scanning transmission electron microscopy; STM: scanning tunneling microscopy; T1: longitudinal relaxation time; T2: transversal relaxation time; TEM: transmission electron microscopy; TGA: thermogravimetric analysis; TIE: transport-of-intensity equation; T-MOKE: transversal MOKE; TXMCD: transverse X-ray magnetic circular dichroism; UHV: ultra-high vacuum; USPIOs: Ultrasmall superparamagnetic iron oxides; XANES: X-ray absorption near-edge structure; XAS: X-ray absorption spectroscopy; XMCD: X-ray magnetic circular dichroism; XRD: X-ray diffraction.
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