Identification of Core Suppliers Based on E-Invoice Data Using Supervised Machine Learning
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Abstract: Since not all suppliers are to be managed in the same way, a purchasing strategy requires proper supplier segmentation so that the most suitable strategies can be used for different segments. Most existing methods for supplier segmentation, however, either depend on subjective judgements or require significant efforts. To overcome the limitations, this paper proposes a novel approach for supplier segmentation. The objective of this paper is to develop an automated and effective way to identify core suppliers, whose profit impact on a buyer is significant. To achieve this objective, the application of a supervised machine learning technique, Random Forests (RF), to e-invoice data is proposed. To validate the effectiveness, the proposed method has been applied to real e-invoice data obtained from an automobile parts manufacturer. Results of high accuracy and the area under the curve (AUC) attest to the applicability of our approach. Our method is envisioned to be of value for automating the identification of core suppliers. The main benefits of the proposed approach include the enhanced efficiency of supplier segmentation procedures. Besides, by utilizing a machine learning method to e-invoice data, our method results in more reliable segmentation in terms of selecting and weighting variables.
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1. Introduction

Successful supply chain management (SCM) requires the effective and efficient management of a purchasing strategy (Bensaou 1999; Gelderman and Weele 2002; Park et al. 2010). The purchasing strategy has assumed an increasingly prominent role with the growing importance of SCM (Chen et al. 2004). Consequently, the impact of the purchasing function on a company’s competitive advantage has also increased (Wagner and Johnson 2004; Park et al. 2010).

Acknowledging that not all suppliers are to be managed in the same way, a purchasing strategy requires proper supplier segmentation so that the most suitable strategies can be used for different segments (Hallikas et al. 2005; Gelderman and Weele 2002). Supplier segmentation, usually taking place after supplier selection, is defined as the process of classifying suppliers in different segments (Rezaei and Ortt 2013). Since Parasuraman (1980) introduced the first conceptual model, two distinct approaches have been developed: One is the continuum approach (e.g., Ellram 1991; Cox 1996; Lambert et al. 1996; Dyer et al. 1998), which bases supplier segmentation on a continuum of supplier relations. The other is the portfolio approach, introduced by Kraljic (1983). The portfolio approach classifies suppliers or purchase items into four portfolio quadrants and, then, suggests differentiated
purchasing strategies for the quadrants. In the portfolio model, Kraljic (1983) proposed the profit impact and supply risk dimensions for classification. Compared with the continuum approach, the portfolio approach has been more popular in both academia and practice (Gelderman and van Weele 2003; Montgomery et al. 2017). The portfolio approach has also evolved toward a hybrid model that includes the continuum approach (e.g., Olsen and Ellram 1997; Bensaou 1999; Svensson 2004; Caniëls and Gelderman 2005; Hallikas et al. 2005).

Despite the influence of the portfolio approach, it has drawn some criticism. One of the main limitations lies in its qualitative nature which results in the subjective building of the portfolio (Padhi et al. 2012; Montgomery et al. 2017). The weighting and positioning suppliers in the quadrants are the most important, but subjective elements of the portfolio model (Olsen and Ellram 1997; Montgomery et al. 2017), which makes the process more vulnerable. Second, selecting the dimensions of a portfolio is challenging, and the factors that determine the dimensions are difficult to obtain (Padhi et al. 2012). Even for the Kraljic’s portfolio model, the factors that determine the dimensions are arguable. Besides, giving weights to the factors is another challenge.

To overcome these limitations, this paper proposes a novel approach for supplier segmentation. The objective of this paper is to develop an automated and effective way to identify core suppliers, whose profit impact on a buyer is significant. To achieve this objective, the application of a supervised machine learning technique, Random Forests (RF), to e-invoice data is proposed. The proposed method has been applied to real e-invoice data obtained from an automobile parts manufacturer, and its effectiveness has been validated.

Our proposed method is envisioned to be of value for automating supplier segmentation procedures. To our best knowledge, no attempt has been made to automate supplier segmentation procedures. The main benefits of the proposed method include the enhanced efficiency of supplier segmentation procedures. Thanks to the use of e-invoice data, all the necessary data can be automatically collected. In existing methods, the data collection procedure is the most time-consuming process. Another benefit is that our method is more reliable in terms of selecting and weighting variables. E-invoice data are some of the most comprehensive data that can be used in supplier segmentation as they contain all the details of transactions between a supplier and a buyer. Therefore, utilizing e-invoice data can provide more reliable segmentation results. In addition, the proposed method is more robust to human bias, as a machine learning algorithm determines the importance of input variables.

The remainder of this paper is organized as follows. In Section 2, previous research on supplier segmentation and e-invoice is reviewed. Section 3 explains our methods for identifying core suppliers. In Section 4, the results of a case study are presented. Finally, Section 5 provides implications of this paper and Section 6 concludes our work and discusses directions of future work.

2. Literature Review

2.1. Supplier Segmentation

Since Parasuraman (1980) introduced the first conceptual model, several models of supplier segmentation have been presented in the literature. These models can largely be divided into two categories (Hallikas et al. 2005). The first approach is based on the continuum of supplier relationships. Ellram’s (1991) model classified relationships as duration and governance structure. Cox (1996) suggested a continuum of supplier relationships from arm’s length to strategic alliance. Dyer et al. (1998) developed a more explicit supplier segmentation method based on the differences between outsourcing strategies. In the study, two types of supplier relationships were suggested: (1) durable arm’s length; and (2) strategic partnership.

The second approach is the portfolio model, which is widely accepted in both academia and practice. Kraljic (1983) introduced the first portfolio model, where two dimensions (profit impact and supply risk) are used to classify suppliers. Kraljic’s (1983) model, known as the Kraljic Portfolio...
Matrix (KPM), has been the most widely accepted portfolio model (Caniëls and Gelderman 2005; Montgomery et al. 2017). The KPM is defined as a $2 \times 2$ matrix, categorizing four quadrants of purchasing items or suppliers (Gelderman and Semeijn 2006; Montgomery et al. 2017). It then suggests differentiated approaches for these categories of suppliers. The KPM approach has proved to be an effective tool for visualizing and illustrating purchasing strategies. Arguably, it has been the most diagnostic and prescriptive tool available for purchasing functions (Wagner et al. 2013).

The KPM has evolved toward including the continuum approach based on supplier–buyer relationships. Caniëls and Gelderman (2005) presented an empirical study that aimed to test the power and dependence of buyer–supplier relationships, using the data from a survey of purchasing professionals. Svensson (2004) combined the continuum and portfolio approach, where a supplier’s commitment and commodity’s importance were used to classify suppliers. Bensaou (1999) classified suppliers in accordance with the levels of the buyer’s and the supplier’s specific investments. Olsen and Ellram’s (1997) approach uses the strength of the relationship and the relative supplier attractiveness. Hallikas et al. (2005) considered the supplier and buyer dependency risks in their portfolio model.

Empirical studies have also shown the usefulness of the KPM (Carter 1997; Gelderman and Weele 2002; Wagner and Johnson 2004). Gelderman and Donald (2008) applied the KPM to logistic applications. The application of the KPM has been extended to the construction and healthcare industries (Ferreira et al. 2015; Medeiros and Ferreira 2018).

Despite the influence of the portfolio approach, it has drawn some criticism. One of the main limitations lies in its qualitative nature which results in the subjective building of the matrix (Padhi et al. 2012; Montgomery et al. 2017). The weighting and positioning suppliers in the quadrants are the most important, but a subjective element of the portfolio model (Olsen and Ellram 1997; Montgomery et al. 2017), which makes the process more challenging and questionable. Moreover, it requires significant effort to gather expert opinions and surveys. Another limitation is that the selection of the portfolio dimensions is vulnerable (Hallikas et al. 2005). While Kraljic (1983) proposed profit impact and supply risk as their criteria, different portfolio dimensions have been suggested by several models (e.g., Bensaou (1999); Olsen and Ellram (1997); Masella and Rangone (2000); Svensson (2004); and Hallikas et al. (2005)) and the argument of the portfolio dimensions continues.

To overcome the qualitative nature of the portfolio approach, Olsen and Ellram (1997), Liu and Xu (2008), and Padhi et al. (2012) suggested a less subjective model for configuring the quadrants; however, to some extent, limitations still exist (Montgomery et al. 2017). Montgomery et al. (2017) suggested a multi-objective decision analysis (MODA) model based on the organization’s data to quantify the KPM. While these approaches provide more quantified models, they still require considerable effort to position suppliers in the matrix. In addition, the selection of variables in each dimension and the results of classification need to be validated. In summary, although several portfolio models have been developed in supplier segmentation and strategic planning, there are still some limitations to overcome.

2.2. E-Invoice

E-invoices, also called electronic invoices, are a form of electronic billing. They are issued, transmitted, and received electronically via the Internet (Lian 2015). The European Union introduced a regulation for e-invoices in 2001, and this was adopted by European countries first. Despite some obstacles, including security concerns and the potential for fraud, a growing number of countries are accepting the application of e-invoices (Keifer 2011; Lian 2015). South Korea also enacted the e-invoicing regulation in 2011.

A typical e-invoice contains:
- Date of the invoice;
- Name and contact details of the supplier and buyer;
- Description and unit price of the product; and
- The total amount charged.
The benefits of e-invoicing include: (1) enhanced transparency of transactions; (2) automated invoice validation; (3) enhanced spend management; and (4) enhanced account reconciliation (Keifer 2011). Besides, e-invoicing facilitates the collection of purchasing data. The benefits of e-invoices are yet to be fully exploited, as research on e-invoicing has been limited to service adoption (Lian 2015), system development, and implementation (Suwisuthikasem and Tangsripairoj 2008; Chang et al. 2013).

E-invoices provide one of the most crucial and comprehensive data that should be considered in a supplier–buyer relationship, as they encompass all the transaction details between a supplier and a buyer. Thus, the use of e-invoice data in establishing purchasing strategies deserves attention. In this paper, the use of e-invoices is explored to identify core suppliers using a machine learning algorithm. Prior to the application of a machine learning algorithm, the raw e-invoice data should be transformed into a proper input format, which is detailed in the next section.

3. Methods

3.1. Overview

Figure 1 shows the overall procedures to identify core suppliers based on e-invoice data through a supervised machine learning technique, namely RF. In this research, a core supplier is defined as a supplier whose impact on a buyer is significant. Therefore, the strategic and leverage suppliers in the KPM can be classified as core suppliers.

From a machine learning perspective, identifying core suppliers can be regarded as a classification problem, where a target variable is a binary variable that indicates whether a supplier is a core supplier. The first step of the procedure is data collection; e-invoice transactional data between suppliers and a target company should be collected and organized by supplier. Next, the data should be labeled to facilitate their use by supervised machine learning. As it requires expertise to label core suppliers, expert interviews or surveys are recommended to label the data. Prior to applying a machine learning algorithm, input variables—presented in the following section—are defined as objectives of the problem. Then, the raw data, obtained from e-invoice data, are preprocessed and transformed into suitable data formats. Then, the commonly used ensemble classification technique, RF, is applied to the preprocessed data.

![Figure 1: Procedures for core supplier identification.](image-url)
3.2. Random Forests (RF)

Among the commonly used machine learning algorithms for a classification problem are decision trees (DTs), support vector machines (SVMs) and neural networks (NNs) (Kotsiantis 2007). While DTs are simple and intuitive, they can have an instability problem, where small changes in input training samples can cause large changes in output (Li and Belford 2002). The performance of NNs and SVMs can largely depend on the sufficiency of input data; they show decent performances as long as sufficient input data are provided (Zhang et al. 1998). In addition, further elaboration is required for the parameter tuning of NNs and SVMs. Based on classification trees, a RF algorithm is an ensemble learning method for classification. RF is known for their decent performance compared with many other classifiers such as DTs, NNs, and SVMs. Other advantages of RF include its ease of use and its robustness to overfitting (Breiman 2001; Liaw and Wiener 2002; Brown and Mues 2012). Furthermore, it is known that RFs are more appropriate for “large p, small n” problems (Ishwaran et al. 2010). Given that the number of suppliers of a single company is usually no more than the order of thousands, our classification problem can be regarded as a “small n” problem. Therefore, RF is selected as the machine learning method with which to classify the suppliers.

RF is a popular tree-based ensemble learning method for classification and regression, wherein several decision trees (weak learners) are constructed, and the decision trees’ habit of overfitting to their training sets is corrected. It produces outputs by aggregating the predictions of the randomly selected trees (Liaw and Wiener 2002). In this study, 200,000 trees are used; 70% of the available data are allocated for training and the remaining 30% are used for testing. Cross-validation is utilized to evaluate the predictive performance of the model.

3.3. Data Preprocessing

In this section, the list of input variables for a supervised machine learning algorithm is explained. Note that all of the input variables are generated for each supplier, not each item.

3.3.1. Total Cost of Purchase

Total cost of purchase is one of the main internal factors with which to evaluate the importance of suppliers (Kraljic 1983; Padhi et al. 2012; Montgomery et al. 2017). Total cost of purchase is the total purchase cost from a supplier during the analysis period.

3.3.2. Transaction Frequency/Cycle

It can be assumed that, as transactions increase in frequency, suppliers tend to commit themselves to a strong, long-term relationship with their buyers (Williamson 1979; Lai et al. 2005; Ramon-Jeronimo and Florez-Lopez 2018). Thus, the transaction frequency and cycle of a supplier can be used to evaluate their importance (Barney and Ouchi 1986; Anderson and Narus 1990). Transaction frequency is defined as the total number of transactions with a supplier during the analysis period. The transaction cycle is measured as the average and standard deviation of intervals between transactions with a supplier. Suppose a supplier made six transactions with a buyer during the analysis period, the transaction frequency of the supplier is six and the transaction cycle is measured as the average and standard deviation of the five intervals between transactions.

3.3.3. Percentage of Critical Items

According the Pareto’s law, a few critical items account for most of the purchase cost. Thus, a supplier whose transaction is focused on the critical items can be assumed to be of interest. In this study, the ratio of the purchase cost of the top three item categories to the total purchase cost is used as an input variable.
3.3.4. Duration of Partnership

A long-term partnership between a supplier and a buyer suggests trust between the two companies (Bensaou 1999). Thus, the duration of partnership can be used in our model. Duration of partnership is defined as the time duration between the first and last transactions with a supplier.

3.3.5. Monthly Purchase over the Last 12 Months

In addition to the total purchase cost of a supplier, the monthly purchase pattern can reveal more detailed information. Thus, an array of monthly purchase cost of a supplier over the last 12 months is selected as an input variable.

3.3.6. Synchronization Index

A supplier’s impact on a buyer’s business growth is one of the factors that determine the importance of a supplier (Kraljic 1983; Montgomery et al. 2017). Revenue and total purchase are the key measures that determine the business growth of a buyer. Thus, in addition to the transaction amount, the correlation of a supplier’s transactions to a buyer’s inbound or outbound transactions deserves consideration. If a supplier’s transaction patterns synchronize well with the revenue and the total purchase pattern of a buyer, the supplier’s impact on the buyer can be assumed. To calculate the synchronization, a dynamic time warping (DTW) algorithm is adopted. The DTW algorithm, which is widely used owing to its robustness against missing data points (Mueen and Keogh 2016), computes the similarity of two time series (Berndt and Clifford 1994; Tormene et al. 2009).

Calculating the synchronization index also requires consideration of time lags, as it takes time for purchase transactions to generate revenue. It has been estimated that the average inventory turns in the automobile industry is 9.9 turns per year, meaning that it takes an average of 1.2 months to turn the inventory (Mayer 2014). In this study, time lags of one and three months are used to calculate the synchronization between the time series: the monthly purchase from a supplier and the monthly revenue of a buyer. Table 1 summarizes the input variables used in the model.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TCP</td>
<td><strong>Total cost of purchase</strong>: Total purchased cost from a supplier during the analysis period.</td>
<td>Numeric</td>
</tr>
<tr>
<td>2</td>
<td>FREQ</td>
<td><strong>Transaction Frequency</strong>: Total number of transactions with a supplier during the analysis period.</td>
<td>Numeric</td>
</tr>
<tr>
<td>3</td>
<td>CYCLE1</td>
<td><strong>Transaction Cycle</strong>: Average interval between transactions with a supplier.</td>
<td>Numeric</td>
</tr>
<tr>
<td>4</td>
<td>CYCLE2</td>
<td><strong>Transaction Cycle</strong>: Standard deviation of intervals between transactions with a supplier.</td>
<td>Numeric</td>
</tr>
<tr>
<td>5</td>
<td>C_ITEM</td>
<td><strong>Percentage of critical items’ transaction</strong>: Supplier’s ratio of the purchase cost of the top three item categories to the total purchase cost.</td>
<td>Numeric</td>
</tr>
<tr>
<td>6</td>
<td>DUR</td>
<td><strong>Duration of partnership</strong>: Time duration between the first and the last transaction with a supplier</td>
<td>Numeric</td>
</tr>
<tr>
<td>7</td>
<td>{M1,M2, ..., M12}</td>
<td><strong>Monthly purchases over the last 12 months</strong>: Monthly purchase cost of a supplier over the last 12 months. Mj denotes a monthly purchase j months ago.</td>
<td>Numeric</td>
</tr>
<tr>
<td>8</td>
<td>PR_SYN1</td>
<td><strong>Synchronization index</strong>: Similarity between a monthly purchase of a supplier’s primary item and a monthly purchase of a buyer.</td>
<td>Numeric</td>
</tr>
<tr>
<td>9</td>
<td>PR_SYN2</td>
<td><strong>Synchronization index</strong>: Similarity between a monthly purchase from a supplier and a monthly purchase of a buyer.</td>
<td>Numeric</td>
</tr>
<tr>
<td>10</td>
<td>SL_SYN1</td>
<td><strong>Synchronization index</strong>: Similarity between a monthly purchase of a supplier’s primary item and a monthly revenue of a buyer. L1 indicates a one-month time lag and L3 indicates a three-month time lag.</td>
<td>Numeric</td>
</tr>
<tr>
<td>11</td>
<td>SL_SYN1</td>
<td><strong>Synchronization index</strong>: Similarity between a monthly purchase from a supplier and a monthly revenue of a buyer. L1 indicates a one-month time lag and L3 indicates a three-month time lag.</td>
<td>Numeric</td>
</tr>
</tbody>
</table>
4. Case Study Results

4.1. Case: Automobile Components Manufacturer

The proposed approach has been applied to a Korean manufacturer of automobile components. Founded in 1985, the company manufactures brake pads and lining products. As one of the major players in the Korean brake-pad industry, the company posted US$ 147 Million in revenue for 2017. In this study, e-invoice data for five years, namely from 1 January 2013 to 31 December 2017, were collected, preprocessed, and used as inputs for RF. A total of 3378 e-invoice data were collected and 125 suppliers were identified.

Prior to the application of RF, expert surveys were conducted to label the suppliers. The necessary statistics and supplier information were provided to industry experts and their evaluation of supplier importance was surveyed using a Likert five-point scale. A supplier with more than four points on the scale was labeled as a core supplier. As a result, 36 out of 125 suppliers were labeled as core suppliers.

4.2. Results

RFs were applied to the preprocessed dataset to predict the core suppliers of the company. A total of 200,000 trees were used in the model. For each tree, 70% of the data were used as a training dataset and the rest were used as out-of-bag (OOB) data, that is, a test dataset. Of the 25 input variables, five were randomly selected in each tree because it is recommended to select the square root of the number of input variables in each tree (Breiman 2002).

Classification was performed on a dataset obtained from the automobile parts manufacturer. To evaluate the results, most commonly used measures such as accuracy, recall, and precision were used along with a weighted F1 score. As shown in Table 2, performance measures can be defined according to the confusion matrix of our classification problem.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Core Supplier</th>
<th>Non-Core Supplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Class</td>
<td>TP (True Positive)</td>
<td>FP (False Positive)</td>
</tr>
<tr>
<td>Core Supplier</td>
<td>FN (False Negative)</td>
<td>TN (True Negative)</td>
</tr>
<tr>
<td>Non-Core Supplier</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: “True positive” means the case for correctly predicted core suppliers, while “false positive” means the case for incorrectly predicted core suppliers. “True negative” means the case for correctly predicted non-core suppliers, while “false negative” means the case for incorrectly predicted non-core suppliers.

Accuracy, recall, and precision measures are defined as follows (Luong and Dokuchaev 2018; Hamori et al. 2018):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}, \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}, \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}. \tag{3}
\]

A weighted F1 score was used to adjust the cut-off (threshold) value for classification.

\[
\text{Weighted F1} = 2 \frac{(1 + \beta^2) \cdot \text{precision-recall}}{\text{precision} + \beta^2 \cdot \text{recall}}, \tag{4}
\]

In practice, recall is more important than precision since it is better to retrieve as many core suppliers as possible, while accepting some false positive errors. Thus, our model adjusted the
threshold value with respect to the weighted F1 score with beta = 1.1, meaning an increased emphasis on recall.

The experimental results of the RF classification are given in Table 3. Note that the threshold was adjusted to 0.47 to increase the recall and weighted F1 score. A four-fold cross-validation was used and repeated 30 times to evaluate the predictive performance of the model. As shown in the table, the adjustment of the threshold resulted in an enhanced recall score. Comparing the increased recall with the decreased precision, the adjustment seems to be worth consideration. The results indicate that the RF performs well in identifying core suppliers. The cross-validation results confirm the predictive performance of the model.

Table 3. Case study results.

<table>
<thead>
<tr>
<th>Test Data</th>
<th>Threshold</th>
<th>Accuracy</th>
<th>Weighted F1-Score</th>
<th>Recall</th>
<th>Precision</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OOB</td>
<td>0.5</td>
<td>84.38 (3.16)</td>
<td>71.84 (6.23)</td>
<td>69.63 (7.82)</td>
<td>74.41 (5.23)</td>
<td>89.58</td>
</tr>
<tr>
<td></td>
<td>0.47</td>
<td>85.26 (3.83)</td>
<td>76.94 (4.96)</td>
<td>84.62 (6.7)</td>
<td>71.24 (7.96)</td>
<td></td>
</tr>
<tr>
<td>Cross-validation</td>
<td>0.5</td>
<td>81.71 (7.09)</td>
<td>66.52 (12.18)</td>
<td>63.56 (14.98)</td>
<td>72.76 (15.92)</td>
<td>87.86 (7.3)</td>
</tr>
<tr>
<td></td>
<td>0.47</td>
<td>80.4 (11.13)</td>
<td>70.43 (11.81)</td>
<td>78.14 (16.77)</td>
<td>67.68 (16.99)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers in parenthesis denote standard deviations resulting from repetitions.

As shown in Figures 2 and 3, the receiver operating characteristic (ROC) curves were created by plotting the true positive rate (TPR) against the false positive rate (FPR). The area under the curve (AUC) of OOB data is 89.58 and the average AUC of cross-validation is 87.86.

Figure 2. ROC curve of OOB data.

Figure 3. ROC curve of cross-validation.
To examine the importance of input variables, two measures were used. The first measure calculates variable importance as mean decrease in accuracy using the out-of-bag observations (Archer and Kimes 2008). The second measure is the mean decrease in the Gini impurity of RF (Liaw and Wiener 2002). As can be seen in Figure 4, the total cost of purchase (TCP) is the most important variable, followed by the synchronization indices (PR_SYN1, PR_SYN2, and SL_SYN1_L3). Transaction frequency (FREQ) and cycle (CYCLE1) also indicate their importance.

![Figure 4. Importance of variables.](image)

5. Implications

Even though supplier segmentation is a fundamental element of purchasing strategies, the limitations of existing methods have generated obstacles in practice. The main contribution of our study is the enhanced efficiency of supplier segmentation procedures. The enhancement is mainly due to the use of e-invoice data, which enabled automated data collection. Another contribution is that our method overcomes the subjective nature of existing methods, thus providing more reliable classification results. As a machine learning algorithm determines the importance of input variables, our model can be less prone to subjective judgement errors.

Among several criteria for supplier segmentation, this paper focuses on profit impact, as it has been one of the crucial dimensions supported by a number of models (e.g., Kraljic 1983; Choi and Hartley 1996; Van Weele 2010; Gelderman and Donald 2008; Padhi et al. 2012; Montgomery et al. 2017). Although we have adopted one dimension of the KPM, the advantages of the proposed model can have following ramifications.

The benefit of automating the supplier segmentation procedures can be more evident for small- and medium-sized enterprises (SMEs). Even though an SME’s need for an appropriate purchasing strategy is no less than that of a large conglomerate, time and money constraints often cause hesitation in implementing a purchasing portfolio. Therefore, our method can facilitate the adoption of a purchasing portfolio model in practice.

Another implication of our method is a dynamic perspective of supplier segmentation. Most supplier segmentation methods assume a static perspective (Rezaei and Ortt 2013), which is
far from reality. However, the proposed method can overcome such limitation. As e-invoice data can be updated and re-trained by a machine learning algorithm, our method can reflect changes in the business environment. In addition, the accuracy of our method would further improve with the updates of e-invoice data.

Besides, our model can be used for the default prediction of a supply chain, as it can be easily extended to identifying the networks of core suppliers. The default problem of propagating through a supply chain can be a significant concern for both original equipment manufacturers (OEMs) and lending institutions (Hamori et al. 2018). In particular, the financial default of suppliers is one of the major concerns in the automotive industry (Wagner et al. 2009).

6. Conclusions

This paper presented a novel approach to automating the identification of core suppliers, through the use of machine learning techniques and e-invoice data. To examine the effectiveness of our approach, e-invoice data of an automobile parts manufacturer and its suppliers were utilized. The results of high accuracy and the area under the curve (AUC) results attested to the applicability of the proposed method. It is expected that the accuracy would further improve, as more e-invoice data are collected.

Despite the contributions of the present study, there are some limitations which need to be acknowledged. Item-level classification could not be considered due to the limitation of e-invoice data. It has been observed that item descriptions of e-invoice data, in particular, are often missing or inconsistent. The item-level data were compromised, making it difficult to apply them to our model; thus, they were excluded from the analysis. However, with the enhanced integrity of e-invoice data, our model can be extended to the item-level analysis.

As the focus of this paper is the utilization of e-invoice data for a purchasing strategy, the scope of this paper is constrained to identifying core suppliers, not a full KPM. The profit impact is regarded as an internal factor, whereas the supply risk is an external factor (Montgomery et al. 2017). Since e-invoice data encompass the transactional data between a supplier and a buyer, it is mainly concerned with the internal factor. In fact, constructing a KPM requires simultaneous consideration of the two factors; considering the impact factor alone cannot provide a complete KPM. However, identifying core suppliers can still be a basic and fundamental step toward a purchasing strategy. Given supplier risk and external data with the advancement of big data technologies, our model can be applied to the determination of a complete KPM, which is a suitable future research topic.

Another future research topic is the application of the proposed model to the construction of a core supplier network, from a target company to an upstream or downstream supply chain, and the prediction of the default risk of the target company or the entire supply chain.
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