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Abstract: In this paper, we compare the transmission of a conventional monetary policy shock with that of an unexpected decrease in the term spread, which mirrors quantitative easing. Employing a time-varying vector autoregression with stochastic volatility, our results are two-fold: First, the spread shock works mainly through a boost to consumer wealth growth, while a conventional monetary policy shock affects real output growth via a broad credit/bank lending channel. Second, both shocks exhibit a distinct pattern over our sample period. More specifically, we find small output effects of a conventional monetary policy shock during the period of the global financial crisis and stronger effects in its aftermath. This might imply that when the central bank has left the policy rate unaltered for an extended period of time, a policy surprise might boost output particularly strongly. By contrast, the spread shock has affected output growth most strongly during the period of the global financial crisis and less so thereafter. This might point to diminishing effects of large-scale asset purchase programs.
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1. Introduction

With the onset of the global financial crisis, the U.S. Federal Reserve (Fed) began to lower interest rates to stimulate the economy. Since December 2008, however, the federal funds rate (FFR) is effectively zero, leaving no room for conventional monetary policy to further enhance economic growth. Against the backdrop of lackluster economic conditions and the perceived risks of deflation at that time, the U.S. Fed decided to engage in an “unconventional” monetary policy, which took mostly the form of asset purchases from the private banking and non-banking sector. After three large-scale asset purchase programs (LSAPs), assets on the central bank’s balance sheet more than quadrupled since 2007 to about 4500 billion U.S. dollars in February 2015.

While a large body of empirical literature has hitherto investigated how conventional U.S. monetary policy affects the real economy, there is less empirical research on the transmission of quantitative easing (QE). QE implies switching from interest rate targeting steered via reserve management to targeting the quantity of reserves (Fawley and Juvenal 2012). In the USA, the Fed did so by buying longer term securities either issued by the U.S. government or guaranteed by government-sponsored agencies. This should directly put downward pressure on long-term yields in...
these markets. In addition, financing conditions will ease more generally, since investors selling to the Fed reinvest those proceeds to buy other longer term securities such as corporate bonds and other privately-issued securities (portfolio re-balancing, Joyce et al. 2012). On the back of increased equity prices and heightened loan demand, both private sector wealth and asset growth in the banking sector should tick up, leading to an increase in aggregate demand.

The strength of these transmission channels is likely to depend on the current economic environment. In fact, and considering the transmission of conventional monetary policy, several authors have suggested that the transmission mechanism has changed over time; see, e.g., (Boivin and Giannoni 2006; Boivin et al. 2010; Breitfuß et al. 2018). In a recent contribution, Kastner et al. (2018) found empirical evidence for a change in transmission related to inflation, namely a considerable price puzzle (i.e., an increase in the price level after a monetary policy contraction) in the 1960s, which starts disappearing in the early 1980s. Miranda-Agrippino and Ricco (2017) showed for the USA that price and output puzzles vanish once a robust identification strategy and a rich information set are considered. They also acknowledged that the emergence of such puzzles can indeed depend on the sample period under study. Looking at more recent data, the global financial crisis was a severe rupture of the financial system and could have potentially changed the way monetary policy was conducted. Arguments why a monetary policy shock might have smaller effects during recessions associated with financial crises such as the one in 2008/2009 include balance sheet adjustments and deleveraging in the private sector, which typically takes place after economic boom phases that predate financial crises (Bech et al. 2014). Furthermore, heightened uncertainty might weigh on the business climate and impede investment growth. The works in Aastveit et al. (2017) and Hubrich and Tetlow (2015) investigated monetary policy in times of financial stress or heightened uncertainty and found smaller effects in these periods for the USA. The work in Tenreyro and Thwaites (2016) more generally found that U.S. monetary policy is less effective during recessions. Whether these arguments carry over to unconventional monetary policy is less researched. Recent work actually suggests the opposite. For example, Engen et al. (2015) emphasized the role of quantitative easing in underpinning the commitment of the Fed to be accommodative for a longer period. This signaling channel is more effective when financial markets are impaired and economic conditions characterized by high uncertainty. This reasoning ascribes quantitative easing the greatest effectiveness during the onset of a crisis, contrasting the empirical work on the effectiveness of conventional monetary policy during financial crises. In a recent paper, Wu (2014) corroborated this result attesting the latest asset purchase programs having a smaller effect than the earlier ones.

In this paper, we address these questions within a coherent econometric framework. More specifically, and to cover a broad range of potential transmission channels, we propose a simple Bayesian estimation framework that handles medium- to large-scale models and that allows for drifting parameters and time-varying variances and covariances. Accounting for time variation and including a rich information set enhance the model to yield an appropriate representation of the underlying data. Moreover, since we assume that changes happen gradually, no further assumptions about the number of regimes such as in a Markov-switching framework have to be made. Akin to Baumeister and Benati (2013), we model the asset purchases of the U.S. Fed by assuming a compression of the yield curve. The transmission of the “spread shock” is compared with that of a conventional monetary policy shock.

Our main results can be summarized as follows: First, we find evidence that unconventional monetary policy works mainly via the wealth channel to spur aggregate demand. There is less evidence for the credit/bank lending channel. Second, conventional monetary policy works strongly through expanding assets and deposits of the banking sector, while the impact on consumer wealth growth is more modest. Last, for both shocks, we find a distinct pattern over our sample period. More specifically, we find small output effects of a conventional monetary policy shock during the period of the global financial crisis and stronger effects in its aftermath. This might imply that when the central bank has successfully committed the policy rate to a certain value, an unexpected deviation
from that commitment might boost output growth particularly strongly. By contrast, the spread shock has affected output growth most strongly during the period of the global financial crisis, when the Fed launched its first asset purchase program, and less so thereafter. This might point to diminishing effects of large-scale asset purchase programs on real output growth.

The paper is structured as follows. Section 2 introduces the econometric framework and how we identify the monetary policy and the term spread shock. Section 3 investigates the effects and the transmission of the two shocks over time, while Section 4 concludes.

2. Econometric Framework

In this section, we introduce the data, the econometric framework and the identification strategy to investigate the transmission of unconventional and conventional monetary policy. We use a novel approach to estimation based on the work by Lopes et al. (2013) that can handle medium- to large-scale time-varying vector autoregressions with stochastic volatility (TVP-SV-VAR).

2.1. Data

Our analysis is based on variables typically employed in monetary vector autoregressions and on a quarterly frequency. The time period we consider spans from 1984Q1 to 2015Q1, and the variables comprise real GDP growth (Δgdp), consumer price inflation (Δp), the federal funds rate (iₕ) and the term spread (sp) defined as the yield on 10-year-government bonds minus the federal funds rate. In addition to these standard variables, we include several variables that should allow us to gauge the importance of different channels for monetary policy transmission. These are growth in net household and non-profit organizations’ wealth (Δwealth), growth in commercial banks’ assets and deposits (Δbanks_assets, Δbanks_deposits) and the net interest rate margin (nim) of large U.S. banks. Growth rates are calculated as log-differences and are thus in quarter-on-quarter terms.¹

2.2. The TVP-SV-VAR Model with a Cholesky Structure

In what follows, we draw on a new approach to estimate a TVP-SV-VAR. This approach differs from standard estimation by recasting the VAR as a system of unrelated regressions and imposing a recursive structure on the model a priori.

We collect the data in an \( m = 8 \times 1 \) vector:

\[
y_t = (\Delta \text{gdp}_t, \Delta p_t, \Delta \text{wealth}_t, i_{hs_t}, \Delta \text{banks}\text{assets}_t, \Delta \text{banks}\text{deposits}_t, \text{sp}_t, \text{nim}_t)'\]

Now, we assume the individual elements of \( y_t \) to be described by a set of equations, with the first equation \( i = 1 \) given by:

\[
y_{1t} = c_{1t} + \sum_{j=1}^{p} b_{1j} y_{t-j} + \epsilon_{1t}
\]

\[
\epsilon_{1t} \sim N(0, \lambda_{1t})
\]

¹ Data on real GDP growth (GDPC96), CPI inflation (CPALTT01USQ661S), the effective federal funds rate (FEDFUNDS) calculated as the quarterly average of daily rates, 10-year-government bond yields to proxy long-term interest rates (IRLTLT01USQ156N), net worth of households and nonprofit organizations resembling consumer wealth (TWNWSHNO) deflated by the personal income deflator (PCECTPI) and net interest rate margins for large U.S. banks (USG15NIM) are from the Fred database, https://research.stlouisfed.org/fred2/. Data on commercial banks’ assets (FL764090003.Q, FL474090003.Q), deposits (FL763127005.Q, FL764110005.Q FL763131005.Q, FL763135005.Q, FL762150005.Q) are from the financial accounts database of the Federal Reserve System, https://www.federalreserve.gov/releases/z1/current/. By and large, all transformed data are stationary according to an augmented Dickey–Fuller test.
and for $i = 2, \ldots, m$:

$$
y_{it} = c_{it} + \sum_{s=1}^{i-1} a_{is,t}y_{st} + \sum_{j=1}^{p} b_{ij,t}y_{t-j} + e_{it} \tag{3}
$$

$$
e_{it} \sim N(0, \lambda_{it}) \tag{4}
$$

where $c_{it}$ $(i = 1, \ldots, m)$ denotes a constant and $b'_{ij,t}$ $(j = 1, \ldots, p)$ are $m$-dimensional coefficient vectors associated with the $p = 2$ lags of $y_t$ in each equation. The triangular structure is imposed on the contemporaneous coefficients. More specifically, the $a_{is,t}$ denote coefficients associated with the first $i - 1$ elements of $y_t$ with $a_{is,t} = 0$ for $s = 1, \ldots, i - 1$. Finally, $e_{it}$ is a normally distributed error with time-varying variance given by $\lambda_{it}$. Note that all coefficients in Equations (1)–(4) are allowed to vary over time.

We assume that $a_{is,t}$ evolves according to:

$$
a_{is,t} = a_{is,t-1} + u_{it} \quad \text{for } i = 2, \ldots, m. \tag{5}
$$

$u_{it}$ is a standard white noise error term with variance $\sigma_i^2$. Equation (5) implies that the parameters associated with the contemporaneous terms are following a random walk.

Let us define an $mp$-dimensional vector $b_{it} = (b_{i1,t}, \ldots, b_{ip,t})'$. Similarly to Equation (5), we assume that $b_{it}$ follows the subsequent law of motion:

$$
b_{it} = b_{it-1} + v_{it} \tag{6}
$$

with $v_{it}$ being a vector white noise error with the variance-covariance matrix equal to $Q_i$. Finally, the $\lambda_{it}$s follow:

$$
h_{it} = \mu_i + \rho_i(h_{i,t-1} - \mu_i) + \eta_{it} \quad \text{for } i = 1, \ldots, m, \tag{7}
$$

where $h_{it} = \log(\lambda_{it})$ denotes the log-volatility, $\mu_i$ is the mean of the log-volatility and $\rho_i \in (-1, 1)$ the autoregressive parameter. $\eta_{it}$ is the zero-mean error term with variance $\varsigma_i^2$. Several studies have shown that it is important to allow for both changes in residual variances and parameters. Assuming constant error variances, while they are in fact time-varying, could lead to misleading parameter estimates of the VAR.\(^2\) Moreover, changes in the economic environment can affect how monetary policy transmits to the real economy. In other words, previous literature suggested that the volatility of economic shocks also tends to influence real activity (Bloom 2009; Fernández-Villaverde et al. 2011).

The reason why the log-volatility process is assumed to be stationary in contrast to the non-stationary state equation of the autoregressive parameters is mainly due to the fact that a random walk assumption for the log-volatility would imply that it is unbounded in the limit, hitting any lower or upper bound with probability one. In practice, however, the differences between a stationary and non-stationary state equation are negligible since the data are not really informative about the specific value of $\rho_i$.\(^3\)

The model given by Equations (1)–(4) can be recast in a more compact form by collecting all contemporaneous terms on the left-hand side:

$$
A_{it}y_t = c_t + \sum_{j=1}^{p} B_{jt}y_{t-j} + e_t \tag{8}
$$

\(^2\) See, for example, Cogley and Sargent (2005), who in response to the criticism raised by Sims (2001), extended their TVP framework put forward in Cogley and Sargent (2002) to allow for stochastic volatility.

\(^3\) In fact, experimenting with stationary state equations for $a_{is}$ and $b_{ij}$ leaves our results qualitatively unchanged.
where $A_t$ denotes an $m \times m$ lower triangular matrix with diagonal $\text{diag}(A_t) = \iota_m$ and the typical non-unit/non-zero element given by $-a_{ij,t}$. Here, we let $\iota_m$ be an $m$-dimensional unit vector. In what follows we collect free elements of $A_t$ in an $m(m - 1)/2$ vector $a_t$. $c_t$ is an $m \times 1$ vector of constants, and $B_{it} = (b'_{1i,t}, \ldots, b'_{mi,t})'$ denotes an $m \times m$ dimensional coefficient matrix to be estimated. The $m$-dimensional error vector has zero mean and a diagonal time-varying variance-covariance matrix given by $\Sigma_t = \text{diag}(\lambda_{1t}, \ldots, \lambda_{mt})$. Equation (8) resembles the structural TVP-SV-VAR model put forth in Primiceri (2005). The lower triangular nature of $A_t$ is closely related to a recursive identification scheme, which assumes a natural ordering of variables. In fact, we use the ordering as the variables appear in $y_t$. However, note that we do not identify the shocks based on this Cholesky decomposition. Rather, we impose the triangular structure due to computational reasons only, while identification of the shocks will be based on sign restrictions discussed in Section 2.4. These are two isolated steps, and the a priori Cholesky decomposition does not interfere with identification based on sign restrictions, which re-weights orthogonalized errors (that we directly obtain from the estimation stage of the model) and selects those that fulfill the postulated sign restrictions. Our structural analysis will thus be unaffected by the triangular structure imposed on the model. For an excellent overview on sign restrictions, see Fry and Pagan (2011). In Section 3.5, we show that estimates based on a different ordering yield virtually the same impulse response functions.

In the absence of specific assumptions on $A_t$, the model in Equation (8) is not identified. Thus, researchers usually estimate the reduced form imposing restrictions that originate from theory ex-post.\footnote{For notable exceptions, see, among others, Sims and Zha (1998) and Baumeister and Hamilton (2015).}

The reduced form of the TVP-SV-VAR is given by:

$$y_t = d_t + \sum_{j=1}^{p} F_{jt} y_{t-j} + u_t$$

with $d_t = A_t^{-1} c_t$, $F_j = A_t^{-1} B_j$ and $u_t = A_t^{-1} e_t$. The reduced form errors $u_t$ are normally distributed with the variance covariance matrix given by $\Sigma_t = A_t^{-1} A_t(A_t^{-1})'$. It can easily be seen that the matrix $A_t$ establishes contemporaneous links between the variables in the system.

To emphasize the distinct features of our estimation strategy, it is worth mentioning how this model is traditionally estimated. Typically, one would start with the complete system of reduced form equations given in Equation (9) and obtain reduced form parameter estimates by employing Gibbs sampling coupled with a data augmentation scheme (Cogley et al. 2005; Primiceri 2005). This approach to estimation comes along with a significant computational burden. To be more precise, if as in our case, $m = 8$ and the number of lags is set to $p = 2$, the algorithms outlined in Carter and Kohn (1994) and Frühwirth-Schnatter (1994) require the inversion of a $k \times k$ variance-covariance matrix at each point in time. In our case, $k = m(mp + 1)$ would be $k = 136$, rendering estimation with the traditional algorithms cumbersome.\footnote{Another strand of the literature proposes factor augmented VARS (FAVARs) with drifting parameters and stochastic volatility (Korobilis 2013). While FAVARs provide a flexible means of reducing the dimensionality of the estimation problem at hand, they could also lead to problems with respect to identification and structural interpretation of the underlying shocks.}

Following Lopes et al. (2013), we impose a Cholesky structure a priori, estimate the structural form in an equation-by-equation fashion and use the estimated coefficients to solve Equation (8) to finally obtain Equation (9). Using an equation-by-equation approach decreases the computational burden significantly, by first reducing the dimension of the matrices that have to be inverted. More specifically, while the inversion of a $k \times k$ matrix requires $m^3(mp + 1)^3$ operations using Gaussian elimination, we reduce this to $m(mp + 1)^3$, which is a marked gain as compared to full-system estimation. Second, and more importantly, equation-by-equation estimation can make full use of parallel computing. Recently, Carriero et al. (2015) suggested a related estimation strategy, which imposes a triangular structure on the errors rather than the contemporaneous coefficients related to the dependent variable.
While this approach is invariant to the ordering of the variables, it prohibits parallel computing, and hence, computational gains are more limited.

2.3. Bayesian Inference

We use a Bayesian approach and impose tight priors on the variance-covariance structure in the various state equations, which describe the law of motion for the parameters.

General Prior Setup and Implementation

Following Primiceri (2005) and Cogley et al. (2005), we impose a normally distributed prior on the free elements of the initial state $a_t$, which are collected in a vector $a_0$ and on $b_0 = \text{vec}(B_0)$:

\begin{align*}
a_0 &\sim \mathcal{N}(a_0, V_a), \quad (10) \\
b_0 &\sim \mathcal{N}(b_0, V_b), \quad (11)
\end{align*}

where $a_0$ and $b_0$ are prior mean matrices and $V_a$ and $V_b$ are prior variance-covariance matrices. We follow common practice (Primiceri 2005) and use a training sample of $T = 30$ quarters to scale the priors. We set the prior mean for $a_0$ and $b_0$ equal to the OLS estimate based on this training sample. The prior variance-covariance matrices are specified such that $V_a = 4 \times \hat{V}_a$ and $V_b = 4 \times \hat{V}_b$, with $\hat{V}_a$ and $\hat{V}_b$ being the variances of the OLS estimator.

The priors on the variance-covariances in the state Equations (5) and (6) are of the inverted Wishart form:

\begin{align*}
S &\sim \mathcal{I}W(v_S, S), \quad (12) \\
Q &\sim \mathcal{I}W(v_Q, Q), \quad (13)
\end{align*}

with $S$ denoting the variance-covariance matrix of $a_t$. This matrix is block-diagonal with each block corresponding to the $m$ equations of the system. The degree of freedom parameters are denoted by $v_S$ and $v_Q$, and the corresponding prior scaling matrices are labeled as $S$ and $Q$. In principle, we set $v_S = v_Q = T$ and $S = k_S^2 \times \hat{V}_a$, with $k_S$ being a scalar parameter controlling the tightness on the propensity of $a_t$ to drift. We set $k_S^2 = 0.01$ after having experimented with a grid of different values. The results remain qualitatively unchanged as long as the prior is not set too loose, placing much prior mass on regions of the parameter space, which imply explosive behavior of the model. We use the same hyperparameters for the prior on $Q$, i.e., $v_Q = T$ and $Q = k_B^2 \times \hat{V}_b$ with $k_B^2 = 0.01$. Again, this choice is based on experimenting with a grid of values ruling out hyperparameter choices that imply excessively explosive behavior of the model.

We impose the following prior setup on the parameters of Equation (7):

\begin{align*}
\mu_i &\sim \mathcal{N}(\mu_i, \nu_i) \quad (14) \\
\frac{\rho_i + 1}{2} &\sim \text{Beta}(\gamma_0, \gamma_1) \quad (15) \\
\varsigma_i^2 &\sim \mathcal{G}(1/2, 1/2B_\nu). \quad (16)
\end{align*}

Finally, we follow Kastner and Frühwirth-Schnatter (2013) and set $\mu_i = 0$ and $\nu_i = 10$, implying a loose prior on the level of the log-volatility. The prior on $\rho_i$ is set such that much prior mass is centered on regions for $\rho_i$ close to unity, providing prior evidence for the non-stationary behavior of $h_t$. Thus, we set $\gamma_0 = 25$ and $\gamma_1 = 1.5$. For the non-conjugate Gamma prior on $\varsigma_i^2$, we set $B_\nu$ equal to

---

6 Since we estimate the model on an equation-by-equation basis, $\hat{V}_a$ and $\hat{V}_b$ are block diagonal matrices.
one. The Appendix contains a brief sketch of the Markov Chain Monte Carlo (MCMC) algorithm to estimate the model.

2.4. Structural Identification

To identify a U.S. monetary policy shock and a shock to the term spread, we use a set of sign restrictions put directly on the impulse responses. More specifically, we identify a “monetary policy” or “term spread” shock by singling out from a set of generated responses those that comply with our a priori reasoning about how the economy typically responds to either of the shocks. The restrictions refer to the directional movements of impulse responses on impact and are outlined in Table 1.

Table 1. Identification via sign restrictions.

<table>
<thead>
<tr>
<th>Shock</th>
<th>Channel</th>
<th>Aggregate Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( i_s )</td>
<td>( \Delta \text{wealth} )</td>
</tr>
<tr>
<td>Monetary Policy</td>
<td>( \downarrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>Term Spread</td>
<td>0 ( \downarrow )</td>
<td>( \uparrow )</td>
</tr>
</tbody>
</table>

Notes: All restrictions are imposed on impact only. For the sake of completeness and unrelated to the identification scheme, note that we set all coefficients in the interest rate equation to zero for the first eight quarters, assuming that the interest rates do not respond to either shocks. By this, we mimic an extended period of the interest rate tied to the zero lower bound (Baumeister and Benati 2013).

We look at two shocks related two monetary policy and three broad transmission channels. We assume that an expansionary conventional monetary policy shock works via an unexpected lowering of the short-term interest rate. The most direct way lower interest rates feed into the economy is via the “interest rate/investment” channel. The decrease in the policy rate lowers the user cost of capital, thereby spurring investment and real GDP growth (Ireland 2005). In addition, aggregate demand can also increase through a boost to “consumption wealth”, as advocated in Ludvigson et al. (2002). Following a monetary expansion, equity prices are likely to tick up since the price of debt instruments rises in parallel with the reduction of the short-term rate, making them less attractive for investors (Ireland 2005). This leads to an increase in consumer wealth, which might boost consumption spending and aggregate demand (Ludvigson et al. 2002).

The cut in short-term interest rates has also bearings on the financial side of the economy. We assume an increase in the term spread in response to a decrease of the policy rate. This can be motivated by an imperfect pass-through along the term structure, implying that long-term interest rates do not follow the decrease in short-term interest rates one-to-one (Baumeister and Benati 2013).

Trailing the term spread, net interest rate margins of banks tend to increase (Adrian and Shin 2010). This affects asset and deposit growth of the banking sector along two dimensions. First, the decrease

---

7 There is a huge literature on the identification of conventional monetary policy shocks, but a consensus seems so far out of reach. Alternatively, one could use recursive identification, such as heavily used in the early literature; see, e.g., (Christiano et al. 2005). Recursive identification got criticized recently because of the stark underlying assumptions about the information set of the respective central bank and the unrealistic timing of the shocks, especially when also dealing with financial data. Since then, a number of authors proposed the use of external instruments, based on either the narrative approach (Romer and Romer 2004) or high frequency information (Gertler and Karadi 2015; Miranda-Agrippino and Ricco 2017). However, also, this literature came under criticism, since as pointed out by Hamilton (2018), Fed announcements provide not only information about a policy action, but about the Fed’s assessment of future economic conditions, and these effects are not easily separated. An approach to separate these effects is provided in Miranda-Agrippino (2016) and Nakamura and Steinsson (2018).

8 One aspect of monetary policy that we do not capture directly is forward guidance. There is a fast-growing literature assessing the effects of forward guidance; see, e.g., McKay et al. (2016), who present a theoretical model in which the power of forward guidance is highly sensitive to the assumption of complete markets. More recently, Nakamura and Steinsson (2018) provided an external instrument that measures also changes in the path of future interest rates in response to Fed announcements, which allows one to capture forward guidance effects empirically.

9 More specifically, an unexpected monetary expansion can be expected to drive up inflation and therefore inflation expectations. This in turn implies long-rates to decrease less strongly than short rates, causing a widening of the yield curve (Benati and Goodhart 2008).
in the long-term rate (even if less pronounced than that of short-rates) makes taking a loan cheaper, implying that the demand for loans is strengthened by the policy-induced decrease of the short-term rate. This effect is amplified by an improvement of balance sheets of households and firms on the back of the policy-induced rise of asset prices, which increases the demand for loans by those that were previously excluded from access to credit (“balance-sheet channel”). Second and since net interest rate margins increase, generating new loans becomes more attractive for banks (compared to faring excessive reserves with the Fed). Thus, the supply for loans is stimulated as well. As a consequence, deposit growth is assumed to tick up. The newly-generated loans will increase deposits mechanically since for each newly-issued loan, the bank creates a deposit of the same amount. On top of that, the increase of reservable deposits created by the monetary expansion will reduce the amount of managed liabilities banks need to fund their loans. This might be passed on to their clients by lowering loan rates and increasing loan supply (Bernanke and Blinder 1988; Black et al. 2007). We summarize these developments under a broad “credit and bank lending channel”. Naturally, aggregate demand is positively affected by loan growth, which leads to more investment and consumption.

Second, we investigate a shock to the term spread. Since the purchases of longer term securities have significantly lowered longer term yields, as demonstrated, e.g., in Doh (2010), Gagnon et al. (2011), Krishnamurthy and Vissing-Jorgensen (2011) and Hamilton and Wu (2012), assuming a reduction of the term spread can be thought of as a way to model the effects of quantitative easing within a standard monetary VAR framework. In contrast to a conventional expansionary monetary policy shock, asset purchases by the central bank will trigger a decrease in the term spread. As with the monetary policy shock, a shock to the term spread will trigger an increase in equity prices since yields on debt securities decline. An increase in consumer wealth, coupled with eased finance conditions, should spur economic activity and inflation. That asset purchase programs had an effect on consumer confidence through signaling has been emphasized in Engen et al. (2015) and Wu (2014). While we can investigate the signaling channel implicitly by tracing the effectiveness of unconventional monetary policy through periods of different financial and economic conditions, we cannot model this transmission mechanism explicitly by including a suitable control variable. Looking at the financial side of the economy, the reduction of the term spread triggers a decrease in net interest margins of commercial banks: since the cost of funding (the short-term interest rate) is unaltered and tied to the zero lower bound, the revenues of lending (approximated by the long-term interest rate) decrease. As in Adrian and Shin (2010), this implies an inward shift of the supply curve of credit and is likely to contain new lending. This effect, however, might be offset by a stronger demand for lending, since lower long-term rates make it more attractive to take a loan. Since a priori, we do not know which of these effects is likely to dominate, we leave the signs on growth in bank assets unrestricted. Next and in line with the assumption about the monetary policy shock, we assume an initial increase in banks’ deposits. This increase is rather mechanical since the proceeds of the asset purchase will be deposited in the investors’ bank accounts, raising deposits of the banking sector, and might be rather short-lived, as pointed out in Butt et al. (2014).

Last and to mimic the zero lower bound environment, we will hold the response of the short-term interest rate constant at zero for eight quarters (Baumeister and Benati 2013). Note that this is unrelated to identification of the shock, for which restrictions are only binding on impact. The Appendix provides further details on the technical implementation of the sign restrictions and the zero restriction on the short-term interest rate for the spread shock.

---

10 In the case that the Fed purchases assets directly from the banking sector, the proceeds would be charged to the banks’ reserve balances with the Fed, leaving deposits untouched. The positive restriction on deposit growth is warranted since part of the Fed’s purchases directly concern the private non-banking sector.
3. Empirical Results

In this section, we investigate the transmission of the monetary policy and the term spread shock, examine whether overall effects vary over time and establish that both shocks mattered historically in determining fluctuations in the time series considered in this paper. We start by briefly summarizing the movements of the two identified shocks over time. This should yield further confidence regarding the appropriateness of the proposed restrictions to recover the shocks. Figure 1 shows the structural shocks, the left panel relating to the term spread shock and the middle panel to the monetary policy shock. For completeness, we also show the evolution of the actual federal funds rate and the term spread in the right panel.

Looking at the term spread shock first, we have indicated three distinct time periods by red vertical bars, namely the start of the Clinton debt buyback program (Q1 2000–Q4 2001), which was in many ways similar to an LSAP, and the start of LSAPs I–III (Q4 2008, Q4 2010 and Q3 2012; see (Dunne et al. 2015)). The figure shows that negative surprises to the term spread indeed coincide with these periods. There is also a pronounced negative shock visible in the last quarter of 2003 in which the term spread started to decrease sharply (see the right panel, Figure 1).

The monetary policy shock is shown in the middle panel. For comparison, we also plot a monetary policy shock series based on the narrative approach put forward in Romer and Romer (2004), extended to cover the period up until Q4 2008. Both shocks identified the same monetary policy cycle, and the correlation between the series amounted to about 0.6.

3.1. How Do Term Spread and Monetary Policy Shocks Affect Output Growth and Inflation?

In this section, we examine through which channels both shocks affect aggregate demand and CPI inflation. To this end, we report impulse response functions in Figures 2 and 3 and a related forecast error variance decomposition in Table 2. Since we use a time-varying framework, the reported impulse responses showed how the economy would react to a hypothetical shock at a specific point in time. This holds equally true for sample periods where actually no monetary policy/spread shock occurred. Both shocks were normalized to a 100 basis point (bp) reduction, either of the policy rate (monetary policy shock) or the term spread (spread shock). Results are shown for real GDP growth, inflation, wealth growth and banking sector variables.

The top panel of Figure 2 lists results for real output growth: on the left-hand side in response to the conventional monetary policy shock and on the right-hand side in reaction to the term spread shock. Note that we have opted for slicing the time-varying impulse responses by fixing time periods of interest to show accompanying credible sets (50% in dark blue and 68% in light blue). These periods relate to the global financial crisis, namely the pre-crisis period (Q1 1991–Q3 2007), the crisis period (Q4 2007–Q2 2009) and its aftermath (Q3 2009–Q1 2015).

---

11 To be precise, the narrative shock is transformed to quarterly frequency by simply averaging over the corresponding months. The monetary policy shock corresponds to the smoothed structural shocks. In general, residuals of the VAR are more volatile due to the inherent iid assumption, which is why we opted for smoothing the shocks, facilitating visual comparison to the more persistent narrative shocks.

12 All results are based on 500 draws from the full set of 15,000 posterior draws that have been collected after a burn-in phase of 15,000 draws.

13 These are based on the National Bureau of Economic Research (NBER) dating of recessions, available at http://www.nber.org/cycles.html. The full history of impulse responses over time and for all variables is available from the authors upon request.
Figure 1. Term spread and monetary policy shock. Notes: The plot in the left panel shows the identified term spread shock. Vertical bars refer to the launch of the Clinton debt buyback program and the three LSAP programs. The middle panel shows the monetary policy shock along with the narrative monetary policy shock of Romer and Romer (2004). The right panel shows the evolution of the term spread and the federal funds rate (realized data).
Figure 2. Impulse response functions. Notes: Posterior median responses to an expansionary monetary policy shock (−100 bp) and shock to the term spread (−100 bp) along with 50% (dark blue) and 68% (light blue) credible bounds. Results shown as averages over three periods, pre-crisis from 1991Q1–2007Q3, global financial crisis from 2007Q4–2009Q2 and its aftermath from 2009Q3–2015Q1.
Table 2. Forecast error variance decomposition.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP growth</td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
<td>0.10</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Consumer wealth growth</td>
<td>0.07</td>
<td>0.08</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>Short-term interest rate</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>Banks' deposit growth</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.10</td>
</tr>
<tr>
<td>Banks' asset growth</td>
<td>0.13</td>
<td>0.11</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Term spread</td>
<td>0.11</td>
<td>0.13</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>Net interest rate margin</td>
<td>0.08</td>
<td>0.09</td>
<td>0.07</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP growth</td>
<td>0.08</td>
<td>0.07</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.10</td>
<td>0.05</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Consumer wealth growth</td>
<td>0.13</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Short-term interest rate</td>
<td>0.12</td>
<td>0.06</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>Banks' deposits</td>
<td>0.11</td>
<td>0.08</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>Banks' assets</td>
<td>0.11</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>Term spread</td>
<td>0.12</td>
<td>0.06</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>Net interest rate margin</td>
<td>0.17</td>
<td>0.10</td>
<td>0.12</td>
<td>0.15</td>
</tr>
</tbody>
</table>

The table shows a forecast error variance decomposition after 20 quarters based on the posterior; simple averages over the time periods considered.

Looking at the unexpected lowering of the policy rate first, we find positive and tightly estimated responses up until eight quarters, indicating rather persistent effects on output growth. This holds true throughout the sample periods considered. The size of the effects, however, varies with the period under consideration. More specifically, the 100-bp decrease in the policy rate accelerates real GDP growth on impact by around 0.3–0.4 percentage points prior to and during the crisis. In the aftermath of the global financial crisis, this effect increases markedly to about 0.7 percentage points.\footnote{Responses are to be interpreted as the reaction of a variable to a hypothetical 100-bp monetary policy/term spread shock independent of the actual value of the FFR during that period.} To put our results into perspective, we compare the cumulative responses with established findings of the literature, which are mainly based on pre-crisis data. In cumulative terms, the responses prior to the crisis point to an increase in real GDP by 1.8%, whereas previous findings indicate peak level effects of about 0.3%–0.6%; see, e.g., (Bernanke et al. 1997; Leeper et al. 1996; Uhlig 2005). In a more recent paper, Gorodnichenko (2005) reported a peak effect in real GDP of approximately 0.8%. See Coibion (2012) for an excellent and more comprehensive summary of the relevant literature.

Responses of output growth to the lowering of the term spread are depicted on the right-hand side of the top panel of Figure 2. The term spread shock accelerates real GDP growth throughout the sample period. Our estimates are broadly in line with those provided in Baumeister and Benati (2013), who report an annualized impact response of about 2% for 2010. Compared to findings on the conventional monetary policy shock, however, the effects of the term spread shock are rather short-lived and peter out after one to two quarters. This finding is in contrast to Inoue and Rossi (2018), who proposed identifying conventional and unconventional monetary policy shocks in a unified manner by modeling an exogenous shift of the whole term structure. Their results imply similar effects of conventional on unconventional monetary policy on both output growth and inflation. In Table 2, we present a forecast error variance decomposition. At the 20-quarter forecast horizon, the monetary policy shock explains about 20%–30% more forecast error variance than the spread shock.

The middle panel of Figure 2 shows impulse responses of consumer price inflation. Both shocks drive up inflation by about 0.2–0.3 percentage points on impact, as we have ruled out a price puzzle by assumption. Adjustment of inflation turns negative in response to lowering the policy rate,
while effects are positive and then quickly converge to zero in response to the spread shock. The spread shock accounts for a larger part of forecast error variance throughout the sample period. Summing up, we find that both shocks accelerate output growth and drive up inflation. While the effects of a conventional monetary policy shock on output growth are rather persistent and tightly estimated, the effects of the term spread shock are short-lived. Responses of CPI inflation are accompanied by wide credible sets for both shocks.

3.2. The Transmission of Monetary Policy and Term Spread Shocks

In this section, we analyze the potential transmission mechanisms starting with the wealth channel. In the bottom panel of Figure 2, we depict responses for consumer wealth growth. Looking at the conventional monetary policy shock first, we find positive responses of consumer wealth throughout most of the sample period. These effects, however, are very short-lived and peter out immediately after impact. By contrast, the reduction of the term spread spurs wealth growth throughout the sample periods, and effects tend to be slightly more persistent compared to responses to the monetary policy shock discussed before. In terms of forecast error variance and with the exception of the period of the global financial crisis, the term spread shock explains about 1.5–2-times as much variance as the monetary policy shock. Taken at face value, the results reveal the wealth channel as an important facet of the transmission mechanism through which unconventional monetary policy can affect aggregate demand. In terms of persistence, the channel seems less important when monetary policy is conducted by steering short-term interest rates. This result is in line with Ludvigson et al. (2002), who attest the wealth channel having only a minor role in the transmission of conventional monetary policy to consumption.

Next, we investigate the bank lending/credit channel. Figure 3 shows the responses of growth in assets and deposits of commercial banks, as well as net interest rate margins and Table 2 the corresponding forecast error variance decomposition.

The impact response of asset growth to a conventional monetary policy shock is shown in the top panel of the figure. A loosening of monetary policy spurs asset growth for all three time periods considered; responses are tightly estimated; and the effects tend to be very persistent. Next, we look at the growth of deposits depicted in the middle panel of Figure 3. Albeit that for both shocks, we have assumed an immediate acceleration of deposit growth, the effects of the term spread immediately peter out after one quarter, while responses to the conventional monetary policy shock are rather persistent and mostly tightly estimated. That is, the impact of the term spread shock on asset and deposit growth is negligible, while we find tightly estimated responses to the conventional monetary policy shock. This impression is broadly confirmed by a forecast error variance decomposition, shown in Table 2. At the 20-quarter forecast horizon, the spread shock accounts for 11% of both the error variance of banks’ asset and deposit growth. Shares of explained variance in banks’ deposit growth are comparable to that explained by the spread shock. Shares related to banks’ asset growth explained by the monetary policy shock are somewhat higher. Strong and persistent effects of a conventional monetary policy shock on asset and deposit growth and a large share of explained forecast error variance reveal an important role for the credit/bank lending channel for monetary policy transmission. By contrast, this channel seems less important in the case that the stimulus comes from lowering the term spread.

For completeness, we show responses of net-interest rate margins in the bottom panel of Figure 3. An unexpected decrease of the policy rate triggers an increase in net interest rate margins, probably driven by an imperfect pass through of the policy rate change to the long end of the yield curve. After four quarters, effects start hovering around zero and are accompanied by wide credible sets. Responses to the term spread shock show a different pattern: net interest rate margins decrease in response to a lowering of the term spread. These effects are very persistent for all three time periods considered. Naturally, and since net interest margins follow the term spread, the term spread shock explains considerably more forecast error variance as the conventional monetary policy shock. This holds true throughout the sample period.
Figure 3. Impulse response functions. Notes: Posterior median responses to an expansionary monetary policy shock (−100 bp) and shock to the term spread (−100 bp) along with 50% (dark blue) and 68% (light blue) credible bounds. Results shown as averages over three periods, pre-crisis from 1991Q1–2007Q3, global financial crisis from 2007Q4–2009Q2 and its aftermath from 2009Q3–2015Q1.
Summing up, positive effects on output growth seem to be driven by an expansion of asset and deposit growth of the banking sector, lending empirical support for the importance of the credit/bank lending channel in case stimulus comes from lowering the policy rate. By contrast, the spread shock has no significant effect on asset and deposit growth. Rather, positive (and short-lived) effects on output growth are triggered by an acceleration of consumer wealth growth.

3.3. Do Effects Vary over Time?

Having established through which channels both shocks transmit to the real economy, we now investigate more closely their overall effects. The strength of both shocks might depend on the specific economic environment when the shock is carried out. For example, Jannsen et al. (2014) found strong effects of monetary policy during recessions associated with financial crises, which holds especially true for the recent global financial crisis. They attribute their finding to the particular effectiveness of the credit/bank lending channel in a recession, as advocated in Bernanke and Gertler (1995). Others find the opposite, namely that monetary policy is less effective in times of heightened uncertainty (Aastveit et al. 2017; Bech et al. 2014). Considering the term spread shock, recent empirical research hints at diminishing effectiveness of the LSAP programs; see, e.g., (Wu 2014).

So far, results reported in Figures 2 and 3 have indicated changes in the strength of the shocks’ impacts on the variables considered in this study. However, these results might be driven by the normalization of the shocks to 100 basis points, which is achieved by dividing through the impact response of the short-term interest rate and the term spread (both which have diminished strongly, since the period the FFR is technically zero). To investigate this further, we report the ratio of the cumulative response after 20 quarters to the one standard deviation shock on impact, with the standard deviation varying over the sample. These “elasticities” are thus free of the normalization effect and show the responsiveness of a given variable in cumulative terms to the two shocks on impact over the sample period.

Elasticities shown in Figure 4 reveal a very systematic pattern over time. Stimulus from conventional monetary policy is less effective during the period of the global financial crisis compared to prior to the crisis. This is particularly so in terms of output growth for which the elasticity reaches its trough over the whole sample period during the crisis. Hence, we qualitatively corroborate the findings of Bech et al. (2014), Aastveit et al. (2017), Hubrich and Tetlow (2015), who attributed smaller effects of monetary policy during financial crises to balance sheet adjustments and the deleveraging of the private sector. on the one hand, and heightened uncertainty weighing on the business climate, on the other hand. Strikingly, elasticities in the aftermath of the crisis do not simply revert back to their pre-crisis values. The responsiveness of all variables except net interest rate margins evens peaks during the aftermath of the crisis. This finding is certainly less related to the episode of the crisis and its long-lasting consequences for the economy. Rather, the specific monetary environment with the policy rate bound at zero seem to drive this result. Taken at face value, our finding implies that monetary policy is particularly effective if the policy rate is altered after it has been committed to a particular value for a prolonged time.

Elasticities related to the term spread shock spike for most variables during the crisis and during the period from 2000–2001. In the latter period, the Clinton debt buyback program took place, which was in many ways similar to an LSAP. See Greenwood and Vayanos (2010) for an in-depth analysis of the buyback program and its effect on the Treasury yield curve. This time pattern holds in particular true for inflation, consumer wealth and growth in bank’s assets and deposits. The effects of lowering the term spread on output growth have also diminished after the launch of the first LSAP. Our findings thus ascribe the latter to LSAPs’ smaller effects on the macroeconomy than the first programs, corroborating the results of Wu (2014) and Engen et al. (2015). The work in Engen et al. (2015) explicitly attributed the stronger effects of the earlier programs to the fact that they have been implemented at times when market conditions were highly strained, and a signal of commitment to accommodative policy over a longer horizon—such as the launch of quantitative easing—would be most effective.
Figure 4. Elasticity of cumulative response to the size of shock on impact. Notes: The figure shows the ratio of the cumulative response of particular variable to the impact shock of the conventional monetary policy shock (black, solid line) and the spread shock (red, dashed line). Elasticities are in absolute terms. The shaded grey area indicates the period of the recession associated with the global financial crisis.
Summing up, we find that monetary policy effectiveness in boosting aggregate demand decreases significantly in the run-up of the global financial crisis. In the aftermath of the crisis, however, a hypothetical monetary policy shock would lead to strong effects on output growth and inflation. The opposite holds true for the spread shock, which is particularly stimulating during the period of the crisis when the Fed’s engagement in quantitative easing served as an important signal to longer term accommodative monetary policy. In the aftermath of the crisis, the effectiveness of the hypothetical spread shock declines.

3.4. Did Term Spread and Monetary Policy Shocks Matter Historically?

Last, we examine the contribution of both shocks in explaining deviations from trend growth in the variables under consideration. These are depicted in Figure 5. We would expect higher contributions of the monetary policy shock prior to the global financial crisis and increasing contributions of the spread shock thereafter. The historical decomposition of most time series actually corroborates this presumption. More specifically, monetary policy shocks explain larger shares of movements in real GDP growth, inflation and banks’ asset growth prior to and after the global financial crisis. However, the ratio of monetary policy to spread shock contribution declined significantly from end-2008 to the end of our sample. Even more visible are contributions related to the term spread, banks’ deposit growth, consumer wealth growth and net interest margins, for which the spread shock explains a considerably larger part of movements than the monetary policy shock in the aftermath of the crisis.

Summing up, a historical decomposition analysis revealed that the monetary policy shock can explain movements in real GDP growth and inflation to a comparably larger extent than the spread shock throughout the sample period. By contrast, the spread shock explains movements in the term spread, consumer wealth growth, banks’ deposit growth and net interest margins to a comparably larger extent. For all variables considered, the importance of the spread shock has increased significantly since end-2008, the period in which the first LSAP was launched. This finding is in line with our expectations and thus leads to further confidence in the statistical framework used in this study.
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Figure 5. Historical decomposition of time series. Notes: Historical decomposition of time series based on the posterior median. The overall contribution of all shocks except the term spread and monetary policy shock in red. Contributions of the monetary policy shock and the term spread shock in blue and yellow, respectively. The shaded grey area indicates the period of the recession associated with the global financial crisis.
3.5. Robustness and Extensions

In this section, we investigate the robustness of our results. We do this by first looking at another measure of banks’ asset growth taking a broader definition of the banking sector, by including investment growth as a further variable to the system and last by imposing different orderings of the variables to demonstrate that our estimates remain qualitatively unaffected.

First, since the shadow banking sector has expanded rapidly over the last decade in the USA, it has been argued that focusing on commercial banks’ assets might yield an incomplete assessment of monetary policy transmission; see, e.g., (Adrian et al. 2010; Nelson et al. 2018). Hence, we substitute commercial banks’ assets with assets of the shadow banking sector and re-run the analysis outlined in Section 3. Shadow banks are defined as financial intermediaries that conduct functions of banking without access to central bank liquidity and, in the definition following Nelson et al. (2018), comprise finance companies, issuers of asset-backed securities and funding corporations. In a nutshell, credit intermediation through the shadow banking system is comparable to credit intermediation of a traditional bank with wholesale investors at the deposit end, and at the loan origination end are finance companies and traditional banks.

Figure 6 shows impulse responses of asset growth, deposit growth and real GDP growth. Overall, results on real activity are nearly unaffected by inclusion of shadow assets, albeit the uncertainty of the estimates is slightly more elevated especially in the most recent part of our sample. While the shape of asset and deposit growth responses is very similar to our baseline estimates, including shadow assets yields stronger responses in terms of overall magnitudes. This holds true for all time periods considered, for both shocks and for both variables. However, these stronger magnitudes are estimated with much uncertainty and hence do not translate into overall stronger responses of real GDP growth. The responses of the other variables are very similar to the results of our baseline estimation. This is also evident from Table 3, top panel, which lists correlations of median impulse responses with the baseline model. The fact that we get very similar results of asset responses to both shocks contrasts the findings of Nelson et al. (2018), who reported a decrease of commercial banks’ assets and an increase of shadow assets in response to a contractionary monetary policy shock. Note that we have not restricted the responses of asset growth, and our results are hence purely data driven. They might differ from those of Nelson et al. (2018) since we use a richer framework in terms of included variables and covered transmission channels.

Second, and as pointed out in Stein (2012), a reason why the effects of asset purchase programs might have diminished over time are smaller effects via investment spending. In principle, a decrease in longer term borrowing costs for firms should boost investment spending. If, however, borrowing costs are further reduced by additional asset purchase programs, firms might simply pay back short-term debt and issue more and less expensive long-term debt. In that case, there is no additional impetus to the economy via investment spending. To investigate this in more depth, we re-run our analysis with gross fixed investment growth as an additional variable. We also modify the characterization of the two shocks provided by the restrictions in Table 1. Here, we add further restrictions saying that investment growth ticks up in response to both, a conventional monetary policy expansion and a shock to the term spread. Figure 7 shows the elasticity of the cumulative response with respect to the initial size of the shock.

Figure 6. Impulse responses with shadow assets. Notes: Posterior median responses to an expansionary monetary policy shock (−100 bp) and shock to the term spread (−100 bp) along with 50% (dark blue) and 68% (light blue) credible bounds. Results shown as averages over three periods, pre-crisis from 1991Q1–2007Q3, global financial crisis from 2007Q4–2009Q2 and its aftermath from 2009Q3–2015Q1. Results based on inclusion of assets of the shadow banking sector instead of commercial banks’ assets.
Figure 7. Elasticity of cumulative response to size of shock on impact; investment growth included. Notes: The figure shows the ratio of the cumulative response of a particular variable to the impact shock of the conventional monetary policy shock (black, solid line) and the spread shock (red, dashed line). Elasticities are in absolute terms. The shaded grey area indicates the period of the recession associated with the global financial crisis.
Looking at investment growth points indeed to a smaller elasticity in the aftermath of the crisis compared to the crisis period itself. The pattern of the other variables is consistent with our baseline estimates, stronger effects during the crisis and smaller impacts in the aftermath regarding the term spread shock, while the opposite holds true for the monetary policy shock. In general, including investment growth has rendered elasticities more volatile in the aftermath of the crisis. This is due to the fact that with the additional restrictions imposed, it is harder to find rotation matrices fulfilling the complete set of identifying assumptions. More specifically, while impulse responses of our baseline estimate are typically based on 250–300 rotation matrices each ten quarters we sample them, the number of successfully sampled matrices decreases to about 150 per sampling point when including investment growth. Considering impulse responses (available from the authors upon request), the inclusion of investment growth leaves our results broadly unchanged.

Last and to add further confidence to our results, we change the ordering of the variables for our estimation setup. For the baseline ordering, we put real GDP growth first, followed by inflation, wealth, short-term interest rates, banks’ deposits and assets, the term spread and net interest rate margins. This ordering is motivated in Christiano et al. (1996) and states that output cannot be contemporaneously affected by inflation, consumer wealth and the policy rate. Results of the baseline ordering are compared to results under 10 randomly chosen orderings. As stressed before and since we rely on an explicit identification of the shocks via sign restrictions, the ordering of the variables should not affect our results qualitatively. This is evident in the bottom panel of Table 3, which shows average correlations of median impulse responses under the baseline and the 10 permuted orderings. In fact, correlations are in almost all cases virtually unity. These small differences can be well attributed to sampling error.

### Table 3. Correlation of median impulse responses.

<table>
<thead>
<tr>
<th></th>
<th>Correlation of Shadow Assets with Baseline</th>
<th>Average Correlation of Different Cholesky Orderings with Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monetary policy shock</td>
<td>Term spread shock</td>
</tr>
<tr>
<td>Real GDP growth</td>
<td>0.976 0.969 0.968 0.984 0.979 0.948</td>
<td>0.999 0.995 0.999 0.998 0.997 0.995</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.957 0.991 0.914 0.963 0.950 0.938</td>
<td>0.998 0.995 0.995 0.996 0.995 0.995</td>
</tr>
<tr>
<td>Wealth</td>
<td>0.996 0.998 0.997 0.995 0.996 0.994</td>
<td>0.996 0.994 0.994 0.993 0.993 0.987</td>
</tr>
<tr>
<td>Short-term interest rate</td>
<td>0.994 0.999 0.978 1.000 0.999 1.000</td>
<td>1.000 1.000 1.000 1.000 1.000 1.000</td>
</tr>
<tr>
<td>Banks’ deposits</td>
<td>0.775 0.658 0.768 0.930 0.694 0.810</td>
<td>0.998 0.995 0.995 0.996 0.995 0.995</td>
</tr>
<tr>
<td>Banks’ assets</td>
<td>0.934 0.956 0.926 0.497 0.457 0.625</td>
<td>0.996 0.994 0.994 0.993 0.993 0.987</td>
</tr>
<tr>
<td>Term spread</td>
<td>0.999 0.999 0.996 0.990 0.978 0.988</td>
<td>0.999 0.997 0.997 0.996 0.996 0.996</td>
</tr>
<tr>
<td>Net interest rate margin</td>
<td>0.996 0.994 0.994 0.993 0.694 0.786</td>
<td>0.996 0.994 0.994 0.993 0.694 0.786</td>
</tr>
</tbody>
</table>

Notes: The table shows the correlation of median impulse responses to the conventional and unconventional monetary policy shocks, over three selected horizons. Correlations in the top panel refer to those of a model using assets of the shadow banking sector instead of commercial banks’ assets with estimates of the baseline model. Correlations in the bottom panel refer to estimates using 10 randomly-permuted Cholesky orderings and the baseline model.

### 4. Conclusions

In this paper, we have analyzed the effects and transmission of conventional and unconventional monetary policy in the USA. For that purpose, we have proposed a medium- to large-scale model that allows parameters to drift and residual variances to change over time. Our main results remain
qualitatively unaffected when considering an alternative measure for banking sector assets, including investment growth as a further transmission channel and using different Cholesky orderings in the estimation stage of the model. These can be summarized as follows:

First, we discuss the monetary policy shock. The rate cut has positive and rather persistent effects on output growth. These are driven by an expansion of asset and deposit growth of the banking sector and thus by a broad credit/bank lending channel. By contrast and in line with previous findings (see, e.g., (Ludvigson et al. 2002)), the wealth channel appears less important for the transmission of conventional monetary policy in the USA. A forecast error variance decomposition lends further support to these findings. More importantly though, we find a pronounced and distinct pattern of monetary policy effectiveness over time. More specifically, our results point to comparably modest effects on output growth in response to a hypothetical and unexpected lowering of the policy rate during the period of the global financial crisis. In this sense, our results corroborate the findings of a recent strand of the literature stating that monetary policy is weak in recessions associated with either high economic uncertainty or more generally financial crises; see, e.g., (Aastveit et al. 2017; Bech et al. 2014; Hubrich and Tetlow 2015; Tenreyro and Thwaites 2016). There is less empirical work on the effectiveness of monetary policy in the aftermath of the global financial crisis, a period in which the main U.S. policy rate was effectively zero. Our results show the strongest responsiveness of the economy to a hypothetical monetary policy shock during that period. From the perspective of a policymaker, this seems less relevant in practical terms, since obviously, the policy rate cannot enter negative territory. However, it is rather the fact that the policy rate has not changed for an extended time at which the policy rate stood that drives this result. If changes in the policy rate are rare, volatility associated with a monetary policy shock is low, and a deviation from the commitment can provide a particularly strong boost to output growth. Note, however, that a central bank’s loss function typically consists of other additional targets such as price stabilization, and hence, our finding does not directly translate into a policy recommendation to deviate from a commitment. Still, it suggests that effects of a correction of the monetary policy stance after an extended period of unchanged monetary policy might have large macroeconomic effects.

Second, and looking at the term spread shock, we find positive, but short-lived effects on output and consumer price growth. These work mainly through the consumer wealth channel and via steering inflation, while there is less evidence of impetus via banks’ asset and deposit growth. Effects of the term spread shock show also a distinct pattern over time. More specifically, we find that the term spread shock impacts most strongly the output growth during the period of the global financial crisis and less so in its aftermath. Taken at face value, this result implies that the effectiveness of the Fed’s unconventional monetary policy measures has abated since the early programs. Smaller effects in the most recent period stem from a decrease in stimulus of consumer wealth and a smaller responsiveness of inflation. These might be attributed to an implicit signaling channel, which is particularly effective when financial markets are impaired and economic conditions are characterized by high uncertainty (Engen et al. 2015). In addition, we show that effects of quantitative easing on investment growth have diminished over time providing, thereby less stimulus for overall GDP growth.
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Appendix A. Structural Identification

To implement the sign restrictions technically, note that Equation (8) can be written as:

\[ A_t y_t = c_t + \sum_{j=1}^{p} B_{jt} y_{t-j} + \Lambda_t^{0.5} v_t, \]  

\[ (A1) \]

where \( \Lambda = \Lambda_t^{0.5} \Lambda_t^{0.5} \) and \( v_t \sim \mathcal{N}(0, I_m) \) is a standard normal vector error term. Multiplication from the left by \( \Lambda_t^{-0.5} \) yields:

\[ \tilde{A}_t y_t = \tilde{c}_t + \sum_{j=1}^{p} \tilde{B}_{jt} y_{t-j} + v_t \]

\[ (A2) \]

with \( \tilde{A}_t = \Lambda_t^{-0.5} A_t, \tilde{c}_t = \Lambda_t^{-0.5} c_t \) and \( \tilde{B}_{jt} = \Lambda_t^{-0.5} B_{jt} \).

It can be shown that left multiplying Equation (A2) with an \( m \times m \)-dimensional orthonormal matrix \( R \) with \( R^T R = I_m \) leaves the likelihood function untouched. This implies that impulse responses are set-identified. To implement the sign restrictions approach, we simply draw \( R \) using the algorithm outlined in Rubio-Ramírez et al. (2010) until the impulse response functions satisfy a given set of sign restrictions to be chosen by the researcher. This has to be done for each draw from the posterior, which in our application boils down to 500 draws randomly taken from the full set of 15,000 posterior draws. To speed up computation, we do not search for each point in time a new rotation matrix. Instead, we look for new rotation matrices after 10 quarters and check whether the restrictions are fulfilled throughout the sample. These leaves us with 11 time periods for which we look for new rotation matrices. For each of these time points, we recovered 250–300 rotation matrices that fulfilled our restrictions. There was no visible time pattern over the amount of sign restrictions recovered throughout our sample period.

To impose the additional restriction that the short-term interest rate reacts sluggishly with respect to an unconventional monetary policy shock, we construct the following deterministic rotation matrix (Baumeister and Benati 2013):

\[ S = \begin{pmatrix} I_{m-2} & 0_{m-2 \times 2} \\ 0_{2 \times m-2} & U \end{pmatrix} \]

\[ (A3) \]

with:

\[ U = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix}. \]

\[ (A4) \]

The rotation angle is defined as:

\[ \theta = \tan^{-1}([\tilde{A}_t R]_{ij}/[\tilde{A}_t R]_{ii}). \]

\[ (A5) \]

Here, the notation \([\tilde{A}_t R]_{ij}\) selects the \( i, j \)-th element of the impact matrix, corresponding to the contemporaneous response of variable the short-term interest rate (variable \( i \)) to an unconventional monetary policy shock (variable \( j \)). Multiplying the impact matrix with \( U \) from the right yields a new impact matrix that satisfies the set of sign restrictions specified in Section 2.4 and the zero impact restriction described above.

Since we assume that the central bank is constrained by the zero lower bound, we zero-out the structural coefficients of the monetary policy rule for the first eight quarters after the shock hit the economy. This procedure, however, is subject to the Lucas critique because economic agents are not allowed to change their behavior accordingly. However, the findings in Baumeister and Benati (2013) suggest that the differences between the results obtained by manipulating the structural coefficients or by manipulating the historical structural shocks to keep the interest rate at the zero lower bound are quite similar. Moreover, manipulating the structural shocks gives rise to additional shortcomings like the fact that this approach ignores the impact of agents expectations about future changes in the policy
rate. In addition, the systematic component of monetary policy implies that the short-term interest rate reacts to different shocks. However, the unsystematic part, by construction, offsets this behavior, and the corresponding shocks would no longer originate from a white noise process.

Appendix B. A Brief Sketch of the Markov Chain Monte Carlo Algorithm

Since we impose a Cholesky structure on the model a priori and estimate the system equation-by-equation, our Markov chain Monte Carlo (MCMC) algorithm consists of the following three steps:

1. Sample \( a^T = (a_1, \ldots, a_T)' \) and \( b^T = (b_1, \ldots, b_T)' \) using the algorithm of Carter and Kohn (1994).
2. Sample the variances of Equations (5) and (6) using Gibbs steps by noting that the conditional posteriors are again of inverted Wishart form.
3. Sample \( h^T = (h_1, \ldots, h_T)' \) and the corresponding parameters of Equation (7) through the algorithm put forth in Kastner and Frühwirth-Schnatter (2013). A brief description of this algorithm is provided in Appendix C.

Step 1 is a standard application of Gibbs sampling in state-space models. In Step 2, we draw the parameters of the corresponding state equations conditional on the states. Step 3 is described in more detail in the Appendix. Finally, note that we sample the parameters of the different equations simultaneously.

Appendix C. Sampling Log-Volatilities

To simulate the full history of log-volatilities for the \( i \)-th equation \( h_i^T = (h_{i1}, \ldots, h_{iT})' \), we use the algorithm outlined in Kastner and Frühwirth-Schnatter (2013). This algorithm samples \( h_i^T \), all without a loop. This is achieved by rewriting \( h_i^T \) in terms of a multivariate normal distribution. Moreover, the parameters of the state equation in Equation (7) are sampled through simple Metropolis–Hastings (MH) or Gibbs sampling steps. To achieve a higher degree of sampling efficiency, we sample the corresponding parameters from the centered parameterization in Equation (7) and a non-centered variant given by:

\[
\tilde{h}_{it} = \rho \tilde{h}_{i,t-1} + \epsilon_{it}, \epsilon_{it} \sim N(0, 1). \tag{A6}
\]

To simplify the exposition, we illustrate the algorithm for the case when \( i = 2, \ldots, m \). For \( i = 1 \), the same steps apply with only minor modifications. Let us begin by rewriting Equation (4) as:

\[
e_{it} = c_{it} - \sum_{s=1}^{i-1} a_{iss} y_{st} - \sum_{j=1}^{p} b_{ij} y_{t-j} - \lambda^{0.5} \epsilon.
\tag{A7}
\]

Squaring and taking logarithms yield:

\[
e_{it}^2 = h_{it} + \ln(u_{it}^2).
\tag{A8}
\]

Since \( \ln(u_{it}^2) \) follows a \( \chi^2(1) \) distribution, we use a mixture of Gaussian distribution to render Equation (A8) conditionally Gaussian,

\[
\ln(u_{it}^2)|r_{it} \sim N(m_{it}, s_{it}^2),
\tag{A9}
\]

where \( r_{it} \) is an indicator controlling the mixture component to use at time \( t \) with \( r_{it} \in \{1, \ldots, 10\} \). \( m_{it} \) and \( s_{it}^2 \) define the mean and the variance of the mixture components employed.

The mixture indicators allow us to rewrite Equation (A8) as a linear Gaussian state space model:

\[
e_{it}^2 = m_{it,t} + h_{it} + \xi_{it}, \xi_{it} \sim N(0, s_{it,t}^2).
\tag{A10}
\]

The algorithm then consists of the following steps.
1. Sample $h_{t-1}|r_{it}, \mu_i, \rho_i, \sigma_{ih}$, $\Psi_{it}$ or $\tilde{h}_{t-1}|r_{ij}, \rho_i, \sigma_{ih}, \Psi_{it}$, all without a loop (AWOL). Here, $\Psi_{it} = (\xi_{it}, a_{ij,t}, \ldots, a_{i-1,j,t}, b_{i1,t}, \ldots, b_{ip,j,t})'$ is a vector of stacked coefficients and $h_{t-1} = (h_{t2}, \ldots, h_{iT})'$. Following Rue (2001), $h_{t-1}$ can be written in terms of a multivariate normal distribution:

$$h_{t-1} \sim \mathcal{N}(\Omega_{h_i}^{-1} c_i, \Omega_{h_i}^{-1}).$$

Similarly, the normal distribution corresponding to the non-centered parameterization is given by:

$$\tilde{h}_{t-1} \sim \mathcal{N}(\Omega_{h_i}^{-1} \tilde{c}_i, \Omega_{h_i}^{-1}).$$

The corresponding posterior moments are:

$$\Omega_{h_i} = \begin{pmatrix}
\frac{1}{s_{ij,t}^2} + \frac{1}{\sigma_{ih}^2} & \frac{-\rho_i}{\sigma_{ih}^2} & 0 & \cdots & 0 \\
\frac{-\rho_i}{\sigma_{ih}^2} & \frac{1}{s_{ij}^2} + \frac{1+\rho_i}{\sigma_i^2} - \frac{\rho_i}{\sigma_{ih}^2} & -\rho_i & \cdots & 0 \\
0 & -\rho_i & \frac{1}{s_{ij}^2} + \frac{1+\rho_i}{\sigma_i^2} - \frac{\rho_i}{\sigma_{ih}^2} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -\rho_i & \frac{1}{s_{ij}^2} + \frac{1}{\sigma_{ih}^2}
\end{pmatrix}$$

and:

$$c_i = \begin{pmatrix}
\frac{1}{s_{ij,t}^2} (\tilde{g}_{ij,t}^2 - m_{ij,t}^2) + \frac{\mu_i(1-\rho_i)}{\sigma_{ih}^2} \\
\vdots \\
\frac{1}{s_{ij,T}^2} (\tilde{g}_{ij,T}^2 - m_{ij,T}^2) + \frac{\mu_i(1-\rho_i)}{\sigma_{ih}^2}
\end{pmatrix}.$$ 

Multiplying by $\sigma_{ih}^2$ yields the moments for the non-centered parameterization: $\tilde{\Omega}_{i} = \sigma_{ih}^2 \Omega_{h_i}$ and $\tilde{c}_i = \sigma_{ih}^2 c_i$. Finally, the initial states of $h_{1}^T$, $h_{i1}$ and $\tilde{h}_{i1}$ are obtained from their respective stationary distributions.

2. Obtain the parameters of Equation (7) and Equation (A8). Since we impose a non-conjugate Gamma prior on $\sigma_{ih}$, we employ a Metropolis-within-Gibbs algorithm to sample $\mu_i, \rho_i$ and $\sigma_i$ for both parameterizations. For the centered variant, we simulate $\mu_i$ and $\rho_i$ with a single Gibbs step, and $\sigma_i^2$ is sampled through an MH step. For the non-centered parameterization, we sample $\rho_i$ with MH and the other parameters with Gibbs steps.

3. Sample the mixture indicators with inverse transform sampling. Note that we can rewrite Equation (A8) as:

$$c_{it}^2 - h_{it} = \xi_{it}^2, \xi_{it} \sim \mathcal{N}(m_{it}, s_{it}^2).$$

This allows us to compute the posterior probabilities that $r_{it} = j$, which are given by:

$$p(r_{it} = c|\bullet) \propto p(r_{it} = c) \frac{1}{s_{ik}} \exp \left(-\frac{(\xi_{it} - m_{ik})^2}{2s_{it}^2}\right),$$

where $p(r_{it} = c|\bullet)$ are the unnormalized weights associated with the $c$-th mixture component.

The algorithm simply draws the parameters under both parametrizations and decides ex-post which of the parametrizations to use. This choice depends on the relationship between the variances of Equations (7) and (A8). For more information, see Kastner and Frühwirth-Schnatter (2013) and Kastner (2013). The sampled log-volatilities are shown in Figure A1.
Figure A1. Stochastic volatility over time. Notes: Posterior mean of residual variance over time.
Reduced form volatility of the short-term interest rate and the term spread has increased considerably in the run-up of the global financial crisis, a period during which the Fed has aggressively lowered interest rates. Volatility has spiked around mid-2008 and hence in the midst of the crisis. While the crisis peak of residual variance associated with the short-term interest rate marked also the peak over our sample period, volatility of the term spread peaked in the early 1990s.

The middle panel of Figure A1 shows the volatilities for variables related to the real side of the economy. Residual variance associated with real GDP growth was elevated in the early 2000s and peaked around the same time as the financial variables discussed above. During the early 2000s, the so-called “dot-com bubble” burst, causing the slowing down of the U.S. economy. Stochastic volatility of wealth, which is strongly anchored on movements in stock market prices, naturally was also elevated during that period. In contrast to the volatility of real GDP, residual variance of wealth was pronounced for a longer period during the global financial crisis. Residual variance of CPI inflation started to rise more considerably from the beginning of the 2000s until 2008, a period that was characterized by sound growth in price dynamics in the USA. Residual variance peaked in the aftermath of the crisis and hence a little later than that associated with real GDP growth, when CPI inflation reverted from negative to positive territory.

Last, the bottom panel of Figure A1 shows residual variance for variables related to the banking sector. Residual variance of asset growth of commercial banks was elevated during the early 2000s and the global financial crisis, where it peaked around the same time as residual variance of real GDP growth, short-term interest rates and the term spread. Since 2009, estimated volatility has declined and is considerably smaller in the most recent period in our sample compared to its peak value. Residual variance associated with bank deposits and net interest margins show a slightly different pattern. Bank deposit volatility increased gradually from the beginning of 2004 until 2009, after which it gradually started to decline until the end of our sample period. Volatility associated with net interest margins spiked around 1997 and peaked in late 2009. That is, for both variables, banking deposits and net interest margins, volatility spikes during the global financial crisis occurred slightly later than those of the other variables considered in this study.
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