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Abstract: Ultra-Dense Network (UDN) deployment is considered a key element to achieve the requested capacity in future fifth-generation (5G) mobile networks. Backhaul networks in UDNs are formed by heterogeneous links with multi-hop connections and must handle massive traffic. Backhauling in future 5G networks may represent the capacity bottleneck. Therefore, there is the need for efficient and flexible routing schemes able to handle the dynamism of the traffic load in capacity-limited networks. Toward this goal, the emerging Software-Defined Network (SDN) paradigm provides an efficient solution, transferring the routing operation from the data plane switches to a central controller, thus achieving more flexibility, efficiency, and faster convergence time in comparison to conventional networks. This paper proposes and investigates an SDN-approach for an efficient routing in a capacity-limited backhaul network that carries data and control traffic of a heterogeneous UDN. The routing algorithm is centralized in the SDN controller and two different types of traffic flow are considered: data and control plane coordination traffic. The goal is to reduce or even to avoid the amount of traffic that the backhaul network is not able to support, distributing in a fair way the eventual lack of bandwidth among different access points. Simulation results show that with the considered approach the performance significantly improves, especially when there is an excess of traffic load in the network. Moreover, thanks to the SDN-based design, the network can reconfigure the traffic routing depending on the changing conditions.
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1. Introduction

Fifth-Generation (5G) wireless networks are expected to support a high variety of services and applications, with different quality-of-service requirements and network functions, in a cost-effective manner [1]. Disruptive changes in mobile networks are needed for supporting such an evolution. In particular, access-point densification (i.e., Ultra-Dense Networks, UDN) is one of the key elements of 5G to achieve the desired increase of the network capacity. The transmitter and the receiver are moved closer together, creating a multi-layer heterogeneous architecture where many low-power small cells, such as microcells, picocells, and femtocells are overlaid on high-power macrocells. Small cells can be deployed anywhere by operators and end users [2]. However, small-cell deployment on large scale is challenging. A certain level of centralization is required to manage inter-cell interference, mobility, load balancing and coordinated transmission schemes [3].

The traffic generated by cells (both data and coordination traffic) must be routed through the backhaul network toward the core network (CN) and other cells, often with stringent requirements in terms of capacity, latency, availability, energy, and cost efficiency. The consequent massive traffic forwarding is a great challenge for future 5G backhaul networks that may represent the capacity bottleneck. Moreover, the 5G backhaul network is complex and must have the ability to dynamically...
adapt to changes of the radio access network (RAN) in a flexible, efficient, and timely manner. 5G backhaul network is characterized by heterogeneous links: small cells are used in different environments, such as homes, small offices, hotspots, and enterprises, where the available connections to the CN are different (i.e., a mix of wired and wireless links with different characteristics). Finally, in presence of many access points, it is expected that the backhaul network is composed by multi-hop connections, where some small cells act as relays aggregating the incoming traffic and forwarding it. Therefore, there is the need for efficient and flexible routing schemes for capacity-limited backhaul networks, in order to enable a scalable and efficient deployment of UDNs. These schemes must be able to handle the variations of the traffic load at the access points, which fluctuates across space and time. Toward this goal the emerging Software-Defined Network (SDN) paradigm provides an efficient solution. SDN moves the routing decisions from switches to a central controller, thus achieving more flexibility, efficiency, and faster convergence time.

The basic idea of SDN is decoupling data (i.e., forwarding) and control planes (i.e., configuration and management) of the network, and facilitating the interaction between the two using an open interface, such as OpenFlow protocol, which specifies how to program the behavior of the network elements by a remote controller [4]. In that way the main intelligence of the network is centralized in a software-based controller which has an abstract view of the physical network topology. The controller also provides application programming interfaces (APIs) to operators that can directly program customized control algorithms depending on their objectives, thus reducing capital and operational expenses. Software-defined networking could effectively facilitate the management of heterogeneity, complexity, and dynamism of the mobile systems [5]. In particular, an SDN-based UDN will be able to dynamically respond to changes of traffic load and interference levels in the small cells, and will facilitate the co-existence of heterogeneous backhaul links. In addition, such an architecture provides the possibility of scaling the network adding/changing some links.

This paper proposes and investigates an SDN-approach for an efficient routing in a capacity-limited backhaul network, which carries data and control traffic of a heterogeneous UDN. The routing algorithm runs on the SDN controller, and two different types of traffic flow are considered: data and control plane coordination traffic. The goal is to avoid or reduce the amount of traffic generated by the small cells, which the backhaul network is not able to support, distributing in a fair way the eventual lack of bandwidth among different access points. Simulation results show that with the considered approach the performance significantly improves, and the network can reconfigure the traffic routing depending on the changing conditions.

2. Related Literature

SDN has been widely investigated for wired networks, where its benefits have been proved both in terms of performance and management. As a consequence, there is an increasing interest in evaluating if also mobile networks can take advantages from SDN [5,6]. Benefits and challenges of the software-defined-networking in wireless networks are analyzed in several papers that present high-level architectures [7–9]. In particular, there is a great interest in SDN-based backhauling due to the dominant role that these networks will have in future 5G systems, especially in presence of UDNs and new paradigms such as Cloud-RAN, caching, fog/edge computing [10–12]. In this area, recent papers focus on specific services provided by an SDN-based backhaul network, such as mobility management [13–15], multi-tenant network slicing [16,17], caching [18,19] and cross-layer coordination [20].

For what concerns routing schemes, the literature mainly refers to wired and fixed networks. In particular, the shortest-path routing protocols are the most widely used and investigated. Main research efforts have been focused on bandwidth-constrained solutions, where a new flow can be admitted only if there is a route that can support its bandwidth demand. Recently, also bandwidth-delay constrained problems have been considered. Using SDN paradigm, paths between source and destination can be defined with more flexibility, thus trying to overcome
limits of the classical routing, and mainly aiming at minimizing the maximum link use of the network. An exhaustive survey of quality-of-service (QoS) routing strategies for SDNs is provided in [21], while a comparison between routing on conventional and software-defined wired networks is presented in [22] in terms of convergence time. Moreover, different SDN-based routing strategies have been recently investigated for wired networks. For example, in [23] a hybrid SDN is presented, combining the flexibility of SDN with the robustness of Open Shortest Path First (OSPF) algorithm. A multipath routing protocol that integrates also load balancing and admission control is proposed in [24], while the network use is maximized in [25] solving a bandwidth-delay constrained problem.

By contrast, few papers are available on SDN-based routing in mobile network backhauling. In this area, the attention is mainly devoted to wireless backhauling at mmWave frequencies, which is a promising solution for small cells. The focus is on multi-hop transmissions, whose goal is to increase system throughput jointly optimizing resource allocation and capacity-aware routing [26–30]. Routing in a wireless SDN (i.e., not a backhaul network) is investigated in [31], where a modified shortest-widest path algorithm is proposed. Conversely, actual backhaul networks for UDNs made of heterogeneous links and multi-hop connections are considered in [32,33]. A distributed anycast routing protocol is proposed in [32] for a conventional network. Differently, [33] considers an SDN-approach that mainly focuses on jointly solving the problems of routing in the backhaul network and user equipment (UE) cell association, following a cross-layer approach.

Paper Contribution

From above we can summarize that routing policies, specifically designed for UDNs backhauling, have not been yet widely investigated. The literature mainly refers to routing in wired and fixed networks, where the common goal is to minimize the maximum link use, thus avoiding that some links are particularly congested while others are underused. However, sufficient capacity to admit a new flow is always assumed.

Differently, this paper focuses on UDNs taking into account that: (i) UDNs backhaul network may not be able to support all the traffic demand generated by cells, (ii) UDNs backhaul network is characterized by an irregular topology, changing in time and space, made by heterogeneous links and multi-hop connections.

Hence, the paper contribution can be summarized as

- a new optimization problem is defined for a capacity-limited backhauling in UDNs. In particular, the problem considers two types of traffic (data and control) according to the SDN paradigm, and aims at guaranteeing control-flow capacity demands and minimizing the amount of unsatisfied data-flow demands. This is the amount of data-flow capacity requested by cells that cannot be supported by the backhaul network. Moreover, the aim is fairly distributing the eventual lack of bandwidth (i.e., unsatisfied requests) among cells.
- a new algorithm is proposed to solve the problem. It differentiates the network behavior for control and data traffic, to satisfy their different constraints. Moreover, it takes into account not only the capacity of each link, but also its congestion. In particular, we propose a two-step algorithm based on a modified Dijkstra algorithm. It is designed for an SDN implementation that requires a global knowledge of the network and is performed centrally at the SDN controller.

The paper is organized as follows. First we introduce the main concepts of SDN in Section 3, then the considered scenario is described in Section 4. Section 5 presents the problem formulation whose solution is proposed in Section 6. Finally, numerical results are presented in Section 7 and conclusions are drawn in Section 8.

3. Software-Defined Backhaul Network

An SDN-based backhaul network is composed by a set of forwarding elements as a traditional network. However, while in traditional networks the control is distributed in every node (i.e.,
routing protocols are executed in every node), in SDNs devices are simply forward nodes without any control function.

The main pillar of SDN is decoupling control and data planes: the first one is represented by the SDN controller that aggregates and performs control decisions, while the second is represented by forwarding nodes and links connecting these nodes, and simply becomes packet forwarding. In particular, the main elements of an SDN network are:

- **forwarding devices** (FD)—physical devices that accomplish instructions that are provided by the SDN controller throughout the southbound interface, which is installed by the SDN controller on devices depending on the used protocol;
- **southbound interface**—the interface that defines the communication protocol and the instructions set that are given by the SDN controller to FDs;
- **SDN controller**—the central controller that represents the network intelligence that instructs the FDs;
- **northbound interface**—the interface of the SDN controller toward the applications. Usually, a northbound interface abstracts the low-level instructions set used by southbound interface to program FDs;
- **application plane**—the set of applications that define the policies that are then translated in instructions to program the forwarding elements. Examples of applications are routing, monitoring, and load balancing.

In an SDN the control logic is moved on an external entity and is programmable via software. The SDN controller supervises the behavior of the forwarding elements through an open programming interface such as OpenFlow. The controller can translate the application requirements down to the data plane, and to provide an abstracted view of the physical network to applications. More in detail, the SDN controller defines forwarding rules that are pushed down to the FDs, which simply match the rules with the incoming data flows. Simplifying the functionality of FDs, these can be implemented on general-purpose hardware and controlled with standard protocols. This leads to a significant flexibility increase respect to traditional networks where each router must perform control functions and implements proprietary interfaces that cannot be reconfigured via software. Moreover, if significant changes frequently occur (like in case of UDNs), traditional networks present a significant signaling increase and longer convergence time of routing algorithms. Differently, centralized control operations require less communications (i.e., signaling) and shorter delays. SDN controller must have an updated global view of the network connectivity and throughput. When a change occurs in the network, the SDN knowledge is updated.

### 4. System Model

We consider here a heterogeneous network where micro-, pico-, and femto-cells (generally referred as small cells or access points in what follows) are densely and randomly deployed in the macrocell area. The total number of cells is \( C \) (i.e., small cells plus macrocell). Each cell base station (BS) provides access to UEs connected with it, hence, the cell BS has a certain amount of traffic generated by the associated-UEs that must be routed in the backhaul network. Due to differences in cell coverage areas the amount of traffic generated by different cells can significantly vary. Following the SDN principle, we consider two types of traffic flow: **data** and **control**. Indeed, cell coordination can be split in control plane coordination, which allows optimization of network parameters (e.g., interference management, load balancing, mobility management), and data plane coordination, which allows data exchange and resource scheduling. The two flows are routed following different principles, and control traffic has higher priority.

Each cell BS has a backhaul connection with the CN and/or with one/more other cell BSs by means of heterogeneous links with different communication capacity. In particular, macro- and micro-cell placement usually follows operator’s network planning; hence, macro- and micro-cells
have high-capacity links toward the CN and among them. Conversely, pico and femto-cells can be placed anywhere by operators and end users following a random deployment. Some small-cell BSs can have direct backhaul links toward the CN while others use multi-hop connections toward the CN, exploiting other cells as forwarding elements. The UDN scenario is represented in Figure 1a. The UDN backhaul network can be seen from an SDN perspective as a network where the CN and the cell BSs are both ingress/egress nodes and forwarding elements. Indeed, BSs generate and receive traffic, and at the same time forward traffic of other neighbor BSs. The UDN backhaul from an SDN perspective is represented in Figure 1b. Decisions on paths for data forwarding are taken by the SDN controller that is placed in the CN. The SDN controller implements routing policies that are indicated by the application plane, which in this case requires different treatments for control and data traffic.

From the figure we can see that the backhaul network can be modeled with an undirected graph $G$ where vertexes are cell BSs plus the CN and edges are the backhaul links. In particular, the set of vertexes $V$ has cardinality $V = C + 1$, and the set of edges $E$ has cardinality $E$. We define a capacity matrix $C$ whose element $c_{v,w}$ is the capacity of the edge connecting vertexes $v$ and $w$, $e_{v,w}$. If the capacity is zero it means that the edge does not exist. Vertex $v$ has a demand of data and control traffic to route in the backhaul network. We define two traffic matrices $D^D$ and $D^C$ that represent the data- and control-traffic demands from the sources to the destinations. In particular, the element $d^{X}_{v,w}$, with $X = D$ or $C$ ($D$ for data traffic and $C$ for control traffic), represents the amount of data/control traffic from ingress node $v$ to egress node $w$. Control traffic generated by cells is directed toward the CN, hence assuming that the CN is the first vertex, we have that $d^{C}_{v,w} = 0 \forall v, w \neq 1$, while the control traffic generated by the CN can be directed to any cell.

5. Problem Formulation

As stated before, dense and random deployment of the network infrastructure imposes new challenges in the backhauling, which becomes the capacity bottleneck and may not be able to support all the traffic demanded by cells. As consequence, we formulate a new routing problem that is particularly suited for this scenario.

We suppose that the admission of an access point to the network is constrained by the control traffic, i.e., a small cell can be admitted only if there is at least one path on the backhaul network that supports its control-traffic bandwidth demand. By contrast, the data traffic demand can be only partially satisfied (i.e., it is not constrained). The main concept is that control traffic is mandatory for an access point to function, hence, it cannot be limited. Conversely, if the backhaul network is not able to support all the data traffic demand, the SDN controller instructs the small-cell BS to take actions at RAN level to reduce its data traffic such as call blocking, UE’s throughput reduction and load balancing policies [34]. In general, in a UDN, UEs are under the radio coverage of multiple cells,
we divide the problem in two sub-problems: (i) finding the solution for the bandwidth-constrained
where the first constraint imposes that the control-traffic capacity demand is always satisfied, while the
problem of the control traffic, and (ii) finding the paths for the data flows that minimize the UTDs.

The aim is to have almost the same percentage of UTDs for different flows.

• the cost of each edge is the inverse of the edge capacity, i.e., the routing algorithm takes into
account both the number of hops and the capacity of each link thus preferring links with higher
capacity (HC).

Before to explain the proposed approach, we shortly describe the methods considered to be
benchmarks. Being the shortest-path routing protocols the most widely used, we have considered two
of these algorithms. In particular, we consider the Dijkstra algorithm [35] to find the path with the
minimum cost in two different cases:

• a bandwidth-constrained problem for the control traffic;
• the minimization of the total amount of unsatisfied traffic demand (UTD) of the cells, with a fair
distribution of unsatisfied demands.

The routing algorithm allows the finding of the path from a source node to a destination for both
control and data traffic. In particular, being $L_{v,w}$ the set of all the possible paths from ingress node
$v$ to egress node $w$, whose generic element is $L_{v,w}^e$, the routing algorithm allows selection of one of
these paths for the control $L_{v,w}^C$ and for the data traffic $L_{v,w}^D$. (The two flows have different constraints,
therefore, can have different routes even if they have the same ingress and egress nodes.) Each path
$L_{v,w}^{(D)}$ is composed by a set of edges $L_{v,w}^{(D)} = \{e_{v,j}, e_{j,k}, ..., e_{k,w}\}$. As a consequence, we can define two
three-dimensional matrices $P^C$ and $P^D$ with dimension $V \times V \times E$ whose element $p^{(C)}_{v,w,a,ij}$ = 1 if the path
from ingress node $v$ to egress node $w$ passes through link $e_{ij}$, zero otherwise.

The total demand of traffic through edge $e_{ij} \in E$ is

$$Q_{e_{ij}} = \sum_{(v,w) \in V^2} \left[ d_{v,a,w}^C p_{v,w,a,ij}^C + d_{v,a,w}^D p_{v,w,a,ij}^D \right]$$

(1)

where $V^2$ is the set of all the possible vertex-pairs, $(v, w)$, whose dimension is $V \times V$. If the edge
capacity, $c_{ij}$, is lower than $Q_{e_{ij}}$, the link $e_{ij}$ is not able to support all the traffic demand.

Let us define two matrices of allocation $A^C$ and $A^D$, whose element $a^{(D)}_{v,w}$ represents the amount
of capacity that has been allocated to the flow from node $v$ to node $w$ for the control and data traffic,
respectively.

We can formulate the optimization problem as

$$\min_{L_{v,w} \forall (v,w) \in V^2} \left\{ \sum_{(v,w) \in V^2} \frac{a^{D}_{v,w} - a^{C}_{v,w}}{d_{v,w}^D} \right\}$$

(2)

s.t.: $d_{v,a,w}^C = a_{v,a,w}^C \ \forall (v, w) \in V^2$

(3)

$\quad d_{v,a,w}^D \leq a_{v,a,w}^D \ \forall (v, w) \in V^2$

(4)

where the first constraint imposes that the control-traffic capacity demand is always satisfied, while the
second imposes that the amount of capacity assigned to a data flow does not exceed the demand.
Moreover, fairness is introduced by normalizing the UTD for the data-traffic demand of each flow, $d_{v,w}^D$.
The aim is to have almost the same percentage of UTDs for different flows.

The optimal solution of the proposed problem is not feasible with an affordable complexity, hence,
we divide the problem in two sub-problems: (i) finding the solution for the bandwidth-constrained
problem of the control traffic, and (ii) finding the paths for the data flows that minimize the UTDs.

Benchmark Approaches

Before to explain the proposed approach, we shortly describe the methods considered to be
benchmarks. Being the shortest-path routing protocols the most widely used, we have considered two
of these algorithms. In particular, we consider the Dijkstra algorithm [35] to find the path with the
minimum number of hops (MNH);
For each vertex of the graph, the Dijkstra algorithm [35] generates a shortest-path tree (A tree is a graph with one and only one path between every two nodes) with the given vertex as root, i.e., the node that originates the path. Two sets are maintained, one contains vertices included in the shortest-path tree and the other contains those not included. At every step the algorithm finds a vertex not yet included in the shortest-path tree that has minimum cost from the source. At the beginning only the root (i.e., the selected vertex of the graph) is included in the shortest-path tree.

We suppose that first the algorithm (MNH or HC) is carried out for the control traffic with a bandwidth constraint: the selected path is the one that has minimum cost and has sufficient bandwidth to accommodate the control flow. Then the algorithm is performed again for the data traffic without any constraint.

6. Proposed Approach

To solve the considered problem, the routing algorithm must take into account both the capacity of each edge and the edge’s congestion. Toward this goal we have modified the Dijkstra algorithm for an SDN implementation that requires a global knowledge of the network and is performed centrally at the SDN controller. Being the goal the minimization of UTDs with a fair distribution we refer to the algorithm as fair unsatisfied demands minimization (FUDM).

6.1. Control-Flow Routing

For the control traffic the bandwidth-constrained Dijkstra algorithm is applied using as edges’ cost the inverse of the residual capacity, i.e., the edge’s capacity minus the traffic demand already allocated on the edge. We define a residual capacity matrix \( R \), whose generic element is \( r_{ij} \), and whose dimension is \( V x V \). This matrix is initialized at the edges’ capacity value, i.e., \( R(0) = C \).

The SDN controller performs the path search successively for all control flows that must be transmitted in the network. In particular, for each flow, the algorithm finds the path that has the minimum cost and can support the flow’s bandwidth demand. Then the residual capacity is updated by removing from each edge that belongs to the selected path, the capacity demand of the allocated control flow. More in detail, at the \( s \)-th iteration the \( s \)-th control flow is selected. The selected flow is characterized by the source-cell \( v \), the destination-cell \( w \), and the traffic demand \( d_{v,w}^C \). The Dijkstra algorithm is used to determine the path from cell \( v \) to cell \( w \), with the minimum cost and sufficient capacity, i.e., \( L_{v,w}^C = \{e_{ij}, e_{ij}, ..., e_{k,w}\} \). Hence, the residual capacity of edges belonging to the path \( L_{v,w}^C \) is updated as: \( r_{ei}(s) = r_{ei}(s-1) - d_{v,w}^C \) with \( e_{ij} \in L_{v,w}^C \). Moreover, the capacity allocated to the control flow is \( d_{v,w}^C = d_{v,w}^C \).

6.2. Data-Flow Routing

Data traffic path selection is always based on a modified Dijkstra algorithm. However, the algorithm is not constrained and introduces a proportional fairness concept. At the beginning of this phase, the residual capacity matrix, \( R \), has the value achieved at the end of control-flow allocation.

The SDN controller lists data flows in descending order, and then performs the allocation starting from the data flow with the highest capacity demand. At the \( s \)-th iteration the Dijkstra algorithm is used to determine the path for the \( s \)-th data flow that has \( v \) as ingress node, \( w \) as egress node and the traffic demand \( d_{v,w}^D \).

As before, first the algorithm looks for the path that has minimum cost and sufficient capacity to accommodate the data-flow demand. If this path, \( L_{v,w}^D = \{e_{ij}, e_{ij}, ..., e_{k,w}\} \), exists, the residual capacity of all edges belonging to \( L_{v,w}^D \) is updated as \( r_{ei}(s) = r_{ei}(s-1) - d_{v,w}^D \).

However, if no path in \( L_{v,w}^D \) supports the traffic demand of the \( s \)-th data flow, the route selection is based on the minimum amount of UTD. Toward this goal, we define the set of data flows allocated on the edge \( e_{ij} \) at the \( (s-1) \)-th step as \( E_{ij}(s-1) \). That is, the data flow from ingress node \( v \) to egress node \( w \), \((v, w) \in E_{ij}(s-1)\) if \( e_{ij} \in L_{v,w}^D \). Hence, at the \( s \)-th iteration for each possible path from node \( v \) to node \( w \) belonging to the set \( L_{v,w}^D \), the UTD is calculated, and the route that guarantees the minimum
UTD is selected. The UTD for the considered flow ($UTD^D_{v,w}$) in the path $L_{v,w}$ is derived taking into account a proportionally fair distribution of the UTD among all the data flows allocated on an edge, i.e.,

$$UTD^D_{v,w} = \max_{e_{ij} \in L_{v,w}} \left\{ \frac{d^D_{v,w}}{\sum_{(q,r) \in E_{ij}} d^D_{q,r}} \left[ \sum_{(q,r) \in E_{ij}} d^D_{q,r} - r_{e_{ij}}(0) \right] \right\}$$

(5)

More in detail, $\left[ \sum_{(q,r) \in E_{ij}} d^D_{q,r} - r_{e_{ij}}(0) \right]$ is the amount of requested data traffic that cannot be satisfied by the edge $e_{ij}$, which is the sum of all the allocated demands minus the capacity of the edge. The total amount of data traffic that cannot be satisfied by the edge $e_{ij}$ is fairly distributed among all the paths allocated on that edge. In particular, the weighted UTD of the flow $(v, w)$ on edge $e_{ij}$ is proportional to its original demand, $d^D_{v,w}$. Finally, the $UTD^D_{v,w}$ is given by the edge $e_{ij} \in L_{v,w}$ that introduces the maximum amount of weighted UTD. Indeed, the traffic that can pass through the path $L_{v,w}$ depends on the edge that has the minimum capacity (i.e., the bottleneck).

As a consequence, the selected path is

$$L^D_{v,w} = \arg \min_{e_{ij} \in L_{v,w}} UTD^D_{v,w}$$

(6)

and the capacity allocated to the data flow is $a^D_{v,w} = d^D_{v,w} - UTD^D_{v,w}$.

The procedure is repeated for all the data flows. Figure 2 reports the flow diagram of the proposed algorithm.

Figure 2. Proposed routing algorithm flow diagram.
6.3. SDN-Based Routing—OpenFlow Approach

As already stated the proposed routing algorithm runs at the SDN controller that supervises the FDs’ behavior by means of OpenFlow protocol. When a change occurs in the network, the SDN controller recomputes traffic-routes following the steps described before, and sends a MODIFY-STATE command to FDs affected by changes. FDs change corresponding entries in the forwarding tables. In particular, three types of messages are supported: controller-to-switch, asynchronous and symmetric.

Controller-to-switch messages are initiated by the SDN controller and used to manage and observe the FDs’ state. Hence, these messages are used for feature/status requests and configurations. For example, the SDN controller periodically performs traffic monitoring (READ-STATE message) to collect links’ statistics, in order to react in real time. SDN controller sends a flow-status request to FDs, which answer with a flow-status reply that contains flow-duration and byte-count, thus, to evaluate the link throughput.

Asynchronous messages are initiated by FDs to update the SDN controller of events and changes (e.g., a new flow, status change, etc.).

Symmetric messages are initiated by either the FD or the controller and sent without solicitation, such as HELLO or ERROR messages. For example, if a link goes down the FD sends an ERROR message to the controller that selects new paths that do not involve the failed link.

Figure 3 reports the message-flow for updating the network knowledge and forwarding tables in two cases: (a) SDN controller initiated (status update), (b) FD-initiated (link failure).

![Figure 3. Messages-flow for network updates: (a) SDN controller initiated (status update), (b) FD-initiated (link failure).](image)

Consequently, an SDN can timely react to the network changes. Indeed, in an SDN-based network the convergence time of routing algorithms is low and quite invariant respect to the network size [22]. Convergence time depends only on the reactivity of FDs to notify a change in the network to the SDN controller. Only the SDN controller must be advised, then it computes new routes and simultaneously instructs all the involved FDs. Conversely, in a traditional network if a change occurs, the FD first updates its routing tables, then sends a message to its neighbors. These on their turn update their tables and send the message to their neighbors and so on. The message propagates in the network. Then each node updates its routing tables and sends its best paths to the other routers. This messages flooding introduces a significant delay because all FDs must be advised, then updated routing information must be propagated. Obviously, the convergence time and the delay increase with the network dimension.

Moreover, SDN allows use of a centralized algorithm as the one we propose. Indeed, in this case a distributed algorithm would be impracticable, because all routes are calculated/updated together so that to fairly distribute the UTDs. This operation can be done only by a central entity that has a global view of the network. As an example, Figure 4 reports the path-reconfiguration that follows the increase of the data-traffic demand of the node D. In particular, three nodes, (D, E, F), are involved in
the network changes. The routes are depicted only for these nodes, and we suppose, in this example, that only data traffic is present directed toward the CN.

Initially, the node \( D \) requires 30 Mbps that can be entirely routed toward the CN by means the direct link. The network can satisfy all the traffic demands (i.e., no UTDs). When node \( D \) increases its traffic demand up to 50 Mbps, the shortest path (i.e., the direct path toward the CN) would lead an UTD for the node \( D \) of 20 Mbps. The proposed algorithm instead looks for the solution that minimizes the total UTD. If the traffic of node \( D \) toward the CN is forwarded by node \( C \), the total UTD results to be 10 Mbps (i.e., the edge form node \( C \) to node \( A \) has 100 Mbps capacity but the total request of nodes \( C \) and \( D \) is 110 Mbps). Moreover, the proposed algorithm distributes the UTD among all the nodes that route their traffic on the congested link, in this example the 10 Mbps are distributed among the nodes \( C \) and \( D \) as represented in figure. In particular, the UTD of the two nodes are derived by the (5), which allows distribution of the unsatisfied requests among all the data flows allocated on the congested edge proportionally to their data-traffic demand as previously detailed.

Figure 4. Reconfiguration example using the proposed SDN-routing scheme.

7. Results

This section provides numerical results to validate the effectiveness of the proposed SDN-based routing approach. As stated in Section 5, the aim of our paper is to minimize the total amount of UTDs, which is the requested capacity that the backhaul network is unable to support due to links overloading. As a consequence, we are interested in evaluating the total amount of UTDs achieved with the proposed method.

We define different macro-scenarios where network parameters are random variables with a certain probability distribution as reported in Table 1. We have averaged numerical results over several realizations of a given scenario. In that way results depend on the macro-scenario but not on a specific distribution of cells and traffic-loads.

Macro-scenarios differ in the mean values of the probability distributions. In particular, macro-scenarios are characterized by edges capacity and the network degree of connectivity. Edges’ capacity depends on the link type, and we distinguish among three cases: high-, low-, and medium-capacity network as reported in Table 1. Low- and medium-capacity networks have been set so that not always there is sufficient capacity to satisfy all data-traffic demands, while the high-capacity network is always able to support all control and data-traffic demands. Also for what concerns the degree of connectivity of the network (i.e., the mean number of edges per cell) we consider three cases: (i) 2 edges - low-connected, 3 edges medium-connected, 5 edges highly connected. In particular, the number of edges per cell is derived as an integer value uniformly distributed in the intervals defined in Table 1. Finally, cells are randomly distributed in the considered area, \( A \), and the number of cells is selected according to a homogeneous spatial Poisson point process, with intensity \( \lambda_s \). Numerical results are given as a function of the mean number of cells, which is \( S = \lambda_s A \). Moreover,
data-traffic demands are uniformly distributed on given intervals that are different for each kind of cell as reported in Table 1. The control traffic is a percentage of the data traffic, in particular, in simulations we have assumed 1%.

We want to underline that varying the network capacity while maintaining the traffic load constant leads to the same considerations as fixing the network capacity and varying the network load.

Since the control traffic is bandwidth-constrained, the control-traffic demands are always satisfied. Moreover, in high-capacity network scenarios, all traffic demands are satisfied (i.e., UTD is zero). For these reasons when we show results in terms of UTDs, we refer only to data traffic in low- and medium-capacity networks. The high-capacity network is considered for delay evaluations.

<table>
<thead>
<tr>
<th>Table 1. Simulation parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Considered area (A)</strong></td>
</tr>
<tr>
<td><strong>Number of cells</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Number of edges per node</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Data traffic demand ($D^D_i$)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Edge capacity ($c_{ei}$)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Low-capacity network</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Medium-capacity network</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Low-capacity network</td>
</tr>
</tbody>
</table>

Figure 5 reports the total amount of UTDs for the data traffic as a function of the mean number of cells in the area when the network has medium (a) and low (b) capacity. Figures report the behavior of the proposed algorithm (FUDM) and the two benchmarks (MNH, HC). We can see that the proposed algorithm always outperforms the two benchmarks. In particular, the effectiveness of FUDM algorithm is more evident when the network has low capacity (or similarly, is overloaded), indeed in this case the gain in terms of UTDs increases. This means that the proposed method is more able to distribute the traffic among the available paths, thus reducing the links’ congestion. In all cases we can observe that increasing the number of cells introduces only a slight increase of the UTDs value because also the number of possible paths in the network increases accordingly.

![Figure 5](image-url)

**Figure 5.** Averaged amount of total UTDs of data traffic vs. mean number of small cells for (a) a low-capacity network and (b) a medium-capacity network. Medium degree of connection of the network.
To see how the degree of connection of the network impacts on system performance, Figure 6 reports the total amount of UTDs when the mean number of edges per node varies (i.e., low, medium and highly connected network), for both low- and medium-capacity networks. As the network connection degree increases, also the number of edges in the network increases. Hence, the data traffic has more alternative paths to reach the destination and the links' congestion decreases. This is particularly true for the proposed method that can better distribute the traffic among the possible routes. Benefits are more evident in critical situations, i.e., when the network has low-capacity links.

![Figure 6. Averaged amount of total UTDs of data traffic vs. mean number of edges per node. The mean number of small cells is 30.](image)

Moreover, the proposed algorithm aims at fairly distributing UTDs among different data flows. To evaluate this aspect, we have derived the Jain index of the percentage of the data-traffic demand that is not satisfied (i.e., following the proportional fair approach). Jain index provides a measure of the fairness of a given performance $x$, and is defined as $\frac{\sum_{i=1}^{N} x_i^2}{N \sum_{i=1}^{N} x_i^2}$. Figure 7 represents the fairness index of the proposed scheme as a function of the number of small cells in the area. We can see that the proposed scheme achieves a higher proportional fairness, while the other two schemes have almost the same performance. Indeed, even if the HC approach allows distribution of the traffic mainly in high-capacity links, it does not take into account the fair distribution of UTDs among the flows. The behavior is almost constant with the number of cells, there is a little increase, because there are more paths, and hence, a reduction of UTDs that can be better distributed.

When the network has very high capacity, all the traffic (both data and control) is supported, with any algorithm. Nevertheless, in this case it is interesting to evaluate the average delay of the network. We can see that using a more efficient routing algorithm allows reduction of the delay because traffic is routed in less congested links thus speeding up the transmission. With a rough approximation the average delay of the control and data traffic has been estimated as

$$\bar{\delta}_C = \frac{1}{\sum_{(v,w) \in V^2} d_{v,w}^C \sum_{e_{i,j} \in E} C_{e_{i,j}}} \frac{\sum_{(v,w) \in V^2} d_{v,w}^C p_{e_{i,j}}^C}{\sum_{(v,w) \in V^2} d_{v,w}^C p_{e_{i,j}}^C}$$

(7)
\[
\delta^D = \frac{1}{\sum_{(v,w) \in V^2} \left( d^C_{v,w} + d^D_{v,w} \right) \sum_{e_{i,j} \in E} c_{e_{i,j}} - \sum_{(v,w) \in V^2} \left[ d^C_{v,w} P^C_{v,w,e_{i,j}} + d^D_{v,w} P^D_{v,w,e_{i,j}} \right]} \sum_{(v,w) \in V^2} \left( d^C_{v,w} + d^D_{v,w} \right)
\] (8)

**Figure 7.** Jain index of the percentage of UTD of each flow respect its data traffic demand.

Table 2 reports the average network delay of the network for the proposed and benchmark methods when the network has high capacity and UTDs is zero for both data and control traffic. We have considered a medium-connected network.

<table>
<thead>
<tr>
<th>Mean Number of Cells</th>
<th>FUDM</th>
<th>HC</th>
<th>MNH</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>88 µs</td>
<td>100 µs</td>
<td>105 µs</td>
</tr>
<tr>
<td>30</td>
<td>93 µs</td>
<td>109 µs</td>
<td>116 µs</td>
</tr>
<tr>
<td>40</td>
<td>101 µs</td>
<td>120 µs</td>
<td>126 µs</td>
</tr>
</tbody>
</table>

**8. Conclusions**

This paper dealt with backhaul routing in 5G UDN.

UDN paradigm is considered a pillar of future 5G networks but its deployment on large scale is challenging. In particular, UDN deployment could lead to a massive traffic forwarding on the backhaul network that may not be able to support all access-point traffic demands.

This paper investigated the use of the SDN paradigm to have efficient and flexible routing policies. A problem specific for UDNs backhauling has been presented, and a new solution based on a modified Dijkstra algorithm has been proposed with the aim of reducing the traffic demand that the backhaul network is not able to support. The solution is defined for a centralized implementation and for splitting control and data planes following the SDN-approach. In particular, first, the control-flow routes in the backhaul network are identified using a bandwidth-constrained Dijkstra algorithm. The control flows must be always satisfied by the network. The second step allows finding of the routes for the data flows. The algorithm searches successively for each cell for the route that has the minimum cost and that satisfies the data-flow request. If this route does not exist the algorithm looks for the path that minimizes the weighted UTD, i.e., the amount of traffic that the backhaul network is not able to support due to the congestion of one or more links. The UTD is weighted to achieve...
a fair distribution of the unsatisfied demand among different data flows that are allocated on the congested link. 

Presented numerical results have shown the effectiveness of the proposed scheme in case of backhaul network congestion in comparison with traditional shortest-path routing algorithm. 

This work showed the effectiveness of a centralized routing protocol that follows the SDN principles. However, the work should be extended to evaluate the network reactivity, meaning that the reaction time to changing conditions should be evaluated taking into account also the overhead introduced by the SDN message flow.
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- 5G: fifth-Generation
- API: Application Programming Interface
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- QoS: Quality-of-Service
- RAN: Radio Access Network
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- UDN: Ultra-Dense Network
- UE: User Equipment
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