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Abstract: In this paper, we introduce the various types of generalized invexities, i.e., \(\alpha_f\)-invex/\(\alpha_f\)-pseudoinvex and \((G, \alpha_f)\)-bonvex/(\(G, \alpha_f\))-pseudobonvex functions. Furthermore, we construct nontrivial numerical examples of \((G, \alpha_f)\)-bonvexity/(\(G, \alpha_f\))-pseudobonvexity, which is neither \(\alpha_f\)-bonvex/\(\alpha_f\)-pseudobonvex nor \(\alpha_f\)-invex/\(\alpha_f\)-pseudoinvex with the same \(\eta\). Further, we formulate a pair of second-order non-differentiable symmetric dual models and prove the duality relations under \(\alpha_f\)-invex/\(\alpha_f\)-pseudoinvex and \((G, \alpha_f)\)-bonvex/(\(G, \alpha_f\))-pseudobonvex assumptions. Finally, we construct a nontrivial numerical example justifying the weak duality result presented in the paper.
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1. Introduction

Decision making is an integral and indispensable part of life. Every day, one has to make decisions of some type or the other. The decision process is relatively easier when there is a single criterion or objective in mind. The duality hypothesis in nonlinear writing programs is identified with the complementary standards of the analytics of varieties. Persuaded by the idea of second-order duality in nonlinear problems, presented by Mangasarian [1], numerous analysts have likewise worked here. The benefit of second-order duality is considered over first-order as it gives all the more closer limits. Hanson [2] in his examination referred to one model that shows the utilization of second-order duality from a fairly alternate point of view.

Motivated by different ideas of generalized convexity, Ojha [3] formulated the generalized problem and determined duality theorems. Expanding the idea of [3] by Jayswal [4], a new kind of problem has been defined and duality results demonstrated under generalized convexity presumptions over cone requirements. Later on, Jayswal et al. [5] defined higher order duality for multiobjective problems and set up duality relations utilizing higher order \((F, \alpha, \rho d)\)-V-Type I suspicions. As of late, Suneja et al. [6] utilized the idea of \((F, a, \sigma)\)-type I capacities to build up K-K-T-type sufficient optimality conditions for the non-smooth multiobjective fractional programming problem. Many researchers have done work related to the same area [7–9].

The definition of the \(G\)-convex function introduced by Avriel et al. [10], which is a further generalization of a convex function where \(G\) has the properties that it is a real-valued strictly-increasing,
and continuous function. Further, under the assumption of G-invexity, Antczak [11] introduced the concept of the G-invex function and derived some optimality conditions for the constrained problem. In [12], Antczak extended the above notion and proved necessary and sufficient optimality conditions for Pareto-optimal solutions of a multiobjective programming problem. Moreover, defining G-invexity for a locally-Lipschitz function by Kang et al. [13], the optimality conditions for a multiobjective programming are obtained. Recently, Gao [14] introduced a new type of generalized invexity and derived sufficiency conditions under B−(p,r)−V-Type-I assumptions.

In this article, we develop the meanings of \((G,\alpha_f)\)-bonvexity/\((G,\alpha_f)\)-pseudo-bonvexity and give nontrivial numerical examples for such kinds of existing functions. We formulate a second-order non-differentiable symmetric dual model and demonstrate duality results under \((G,\alpha_f)\)-bonvexity/\((G,\alpha_f)\)-pseudobonvexity assumptions. Furthermore, we build different nontrivial examples, which legitimize the definitions, as well as the weak duality hypothesis introduced in the paper.

2. Preliminaries and Definitions

Let \(R^n\) denote \(n\)-dimensional Euclidean space and \(R^n_+\) be its non-negative orthant. Let \(C_1\) and \(C_2\) be closed convex cones in \(R^n\) and \(R^m\), respectively, with nonempty interiors. For a real-valued twice differentiable function \(g(x,y)\) defined on an open set in \(R^n \times R^m\), denote by \(\nabla_x g(x,y)\) the gradient vector of \(g\) with respect to \(x\) at \((x,y)\) and \(\nabla_{xx} g(x,y)\) the Hessian matrix with respect to \(x\) at \((x,y)\). Similarly, \(\nabla_{yx} g(x,y), \nabla_{xy} g(x,y),\) and \(\nabla_{yy} g(x,y)\) are also defined.

Let \(X \subseteq R^n\) be an open set. Let \(f : X \rightarrow R\) be a differentiable function and \(G : I_f(X) \rightarrow R\), where \(I_f(X)\) is the range of \(f\) such that \(G\) is strictly increasing on the range of \(f, \alpha_f : X \times X \rightarrow R_+ \setminus \{0\}\) and \(\eta : X \times X \rightarrow R^n\).

**Definition 1.** Let \(E\) be a compact convex set in \(R^n\). The support function of \(E\) is defined by:

\[ s(y|E) = \max \{ y^T z : z \in E \}. \]

A support function, being convex and everywhere finite, has a subdifferential, that is there exists a \(z \in R^n\) such that:

\[ s(z|E) \geq s(y|E) + u^T(z - y), \forall y \in E. \]

The subdifferential of \(s(y|E)\) is given by:

\[ \partial s(y|E) = \{ u \in E : u^T y = s(y|E) \}. \]

For a convex set \(F \subseteq R^n\), the normal cone to \(F\) at a point \(y \in F\) is defined by:

\[ N_F(y) = \{ z \in R^n : z^T (u - y) \leq 0, \forall u \in F \}. \]

When \(E\) is a compact convex set, \(z \in N_E(y)\) if and only if \(s(z|E) = y^T z\) or, equivalently, \(y \in \partial s(z|E)\).

**Definition 2.** The positive polar cone \(S^*\) of a cone \(S \subseteq R^n\) is defined by:

\[ S^* = \{ z \in R^n : y^T z \geq 0 \}. \]

Now, we give the definitions of \(\alpha_f\)-invex/\(\alpha_f\)-pseudoinvex and \((G,\alpha_f)\)-bonvex/\((G,\alpha_f)\)-pseudobonvex functions with respect to \(\eta\).

**Definition 3.** If there exist functions \(\alpha_f : Y \times Z \rightarrow R_+ \setminus \{0\}\) and \(\eta : Y \times Y \rightarrow R^n\) s.t. \(\forall y \in Y,\)

\[ \frac{1}{\alpha_f(y,v)} [f(y) - f(v)] \geq \eta^T (y,v) \nabla_y f(v), \]
then \( f \) is called \( \alpha_f \)-invex at \( v \in Y \) with respect to \( \eta \).

**Definition 4.** If there exists functions \( \alpha_f : Y \times Y \to R_+ \setminus \{0\} \) and \( \eta : Y \times Y \to R^n \) such that \( \forall y \in Y \)

\[
\eta^T (y, v) \nabla_y f (v) \geq 0 \Rightarrow \frac{1}{\alpha_f (y, v)} [f(y) - f(v)] \geq 0,
\]

then \( f \) is called \( \alpha_f \)-pseudoinvex at \( v \in Y \) with respect to \( \eta \).

**Definition 5.** \( f : Y \to R \) is \((G, \alpha_f)\)-bonvex at \( v \in Y \), if there exist \( G, \alpha_f : Y \times Y \to R_+ \setminus \{0\} \) and \( \eta : Y \times Y \to R^n \) if \( \forall (y, p) \in Y \times R^n \),

\[
\frac{1}{\alpha_f (y, v)} [G(f(y)) - G(f(v)) + \frac{1}{2}p^T \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] \geq \eta^T (y, v) [G'(f(v))\nabla_y f(v) + \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] p.
\]

**Definition 6.** \( f : Y \to R \) is \((G, \alpha_f)\)-pseudobonvex at \( v \in Y \), if there exist \( G, \alpha_f : Y \times Y \to R_+ \setminus \{0\} \) and \( \eta : Y \times Y \to R^n \) if \( \forall (y, p) \in Y \times R^n \),

\[
\eta^T (y, v) [G'(f(v))\nabla_y f(v) + \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] p \geq 0:
\]

\[
\Rightarrow \frac{1}{\alpha_f (y, v)} [G(f(y)) - G(f(v)) + \frac{1}{2}p^T \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] p \geq 0.
\]

**Remark 1.** If \( G(t) = t \), then Definitions 5 and 6 become the \( \alpha_f \)-bonvex/\( \alpha_f \)-pseudobonvex functions with the same \( \eta \).

Now, we present here functions that are \((G, \alpha_f)\)-bonvexity/\((G, \alpha_f)\)-pseudobonvexity, but neither \( \alpha_f \)-bonvex/\( \alpha_f \)-pseudobonvex nor \( \alpha_f \)-invex/\( \alpha_f \)-pseudoinvex with the same \( \eta \).

**Example 1.** Let \( f : \left[ -\frac{\pi}{3}, \frac{\pi}{3}\right] \to R \) be defined as

\[
f(y) = y^7, \forall y \in \left[ -\frac{\pi}{3}, \frac{\pi}{3}\right].
\]

A function \( G : R \to R \) is defined as:

\[
G(t) = 2t^4.
\]

Let \( \eta : \left[ -\frac{\pi}{3}, \frac{\pi}{3}\right] \times \left[ -\frac{\pi}{3}, \frac{\pi}{3}\right] \to R \) be given as:

\[
\eta(y, v) = y^9 + y^2 v^2 + 2yv + 3.
\]

Furthermore, \( \alpha_f : Y \times Y \to R_+ \setminus \{0\} \) is given by:

\[
\alpha_f (y, v) = 2, \forall y, v \in \left[ -\frac{\pi}{3}, \frac{\pi}{3}\right].
\]

To demonstrate that \( f \) is \((G, \alpha_f)\)-bonvex at \( v = 0 \), we need to demonstrate that

\[
\xi = \frac{1}{\alpha_f (y, v)} [G(f(y)) - G(f(v)) + \frac{1}{2}p^T \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] p
\]

\[
- \eta^T (y, v) [G'(f(v))\nabla_y f(v) + \{G''(f(v))\nabla_y f(v)(\nabla_y f(v))^T + G'(f(v))\nabla_{vv} f(v)\}] p \geq 0.
\]

Putting the estimations of \( f \), \( \alpha_f \), \( \eta \), and \( G \) in the above articulation, we get:

\[
\xi = [y^{28} - v^{28} + p^2(588v^{26} + 84v^{26})] - (y^9 + y^2 v^2 + 2yv + 3)\{1176v^{26} + 168v^{26}\} p
\]
for which at \( v = 0 \), we get: \( \xi \geq 0, \forall y \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right] \) (clearly, from Figure 1).

Therefore, \( f \) is \((G,\alpha_f)\)-bonvex at \( v = 0 \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right] \).

Next, let:

\[
\delta = \frac{1}{\alpha_f(y,v)} \left[ f(y) - f(v) + \frac{1}{2} p^T \left[ \nabla_y f(v) \right] p \right] - \eta^T (y,v) \left[ \nabla_v f(v) + \nabla_{vv} f(v) p \right]
\]

\[
\delta = \frac{1}{2} \left[ y^7-v^7 + \frac{7}{2} v^5(v+6)p \right] - 7u^5(y^9 + y^2v^2 + 2yv + 3)(v+6),
\]

for which at \( v = 0 \), the above equation may not be nonnegative \( \forall y \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right] \) (see Figure 2).

Therefore, \( f \) is not \( \alpha_f \)-bonvex at \( v = 0 \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right] \) with the same \( \eta \).
Finally,
\[ \tau = \frac{1}{\alpha_f(y, v)} \left[ f(y) - f(v) \right] - \eta^T(y, v) \nabla_v f(v) \]
\[ \tau = \frac{1}{2} [y^2 - v^2] - 7\eta^6(y^9 + y^3v^2 + 2yv + 3). \]

Specifically, at point \( y = -\frac{\pi}{3} \in \left[ -\frac{\pi}{3}, \frac{\pi}{3} \right] \) and at \( v = 0 \), we find that:
\[ \tau < 0. \]

This shows that \( f \) is not \( \alpha_f \)-invex with the same \( \eta \).

**Example 2.** Let \( f : [-1, 1] \rightarrow R \) be defined as:
\[ f(y) = \text{arc(tany)}. \]

A function \( G : R \rightarrow R \) is defined as:
\[ G(t) = \text{tant}. \]

Let \( \eta : [-1, 1] \times [-1, 1] \rightarrow R \) be given as:
\[ \eta(y, v) = -\frac{1}{11}y^{20} + y + 15y^3v^3. \]

Furthermore, \( \alpha_f : Y \times Y \rightarrow R_+ \setminus \{0\} \) is given by:
\[ \alpha_f(y, v) = 1, \forall y, v \in [-1, 1]. \]

Now, we have to claim that \( f \) is \((G, \alpha_f)\)-bonvex at \( v = 0 \). For this, we have to prove that
\[ \pi = \frac{1}{\alpha_f(y, v)} \left[ G(f(y)) - G(f(v)) + \frac{1}{2}p^T \{G''(f(v))\nabla_v f(v)(\nabla_v f(v))^T + G'(f(v))\nabla_v f(v)\}p \right] 
\[ - \eta^T(y, v)[G'(f(v))\nabla_v f(v) + \{G''(f(v))\nabla_v f(v)(\nabla_v f(v))^T + G'(f(v))\nabla_v f(v)\}] \]
\[ + G'(f(v))\nabla_v f(v)\}p \geq 0. \]

Substituting the values of \( f, \alpha_f, \eta \), and \( G \) in the above expression, we obtain:
\[ \pi = y - v - (-\frac{1}{11}y^{20} + y + 15y^3v^3) \times 1 \]

Clearly, from Figure 3, \( \pi \geq 0, \forall y \in [-1, 1] \) and \( v = 0 \).

Therefore, \( f \) is \((G, \alpha_f)\)-bonvex at \( v = 0 \) with respect to \( \eta \).

Suppose,
\[ \chi = \frac{1}{\alpha_f(y, v)} \left[ f(y) - f(v) + \frac{1}{2}p^T(\nabla_v f(v))p \right] - \eta^T(y, v)\{\nabla_v f(v) + \nabla_v f(v)p \}, \]
\[ \chi = \text{arc(tany)} - \text{arc(tanv)} - \left( -\frac{1}{11}y^{20} + y + 15y^3v^3 \right) \left[ \frac{1}{1 + v^2} - \frac{2vp}{(1 + v^2)^2} \right] - \frac{vp^2}{(1 + v^2)^2} \]

which at \( v = 0 \) yields:
\[ \chi = \text{arc(tany)} + \frac{1}{11}y^{20} - y. \]
\[ \chi < 0, \forall y \in [-1, 1] \]

(from Figure 4).

This implies that \( f \) is not \( \alpha_f \)-bonvex at \( v = 0 \) with the same \( \eta \).
Finally,

\[ q = \frac{1}{\alpha_f(y, v)} [f(y) - f(v)] - \eta^T (y, v) \nabla f(v) \]

\[q = \arctan(y) - \arctan(v) - \left( -\frac{1}{\Pi} y^{20} + y + 15y^3v^3 \right) \left( \frac{1}{1 + v^2} \right)\]

\[ q = \arctan(y) + \frac{1}{\Pi} y^{20} - y, \text{ at the point } v = 0. \]

At the point \( y = 1 \in [-1, 1] \), we find that:

\[ q = \frac{\pi}{4} + \frac{1}{\Pi} - 1 < 0. \]

Hence, \( f \) is not \( \alpha_f \)-invex at \( u = 0 \) with the same \( \eta \).
Example 3. Let $f : \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right] \rightarrow \mathbb{R}$ be defined as:

$$f(y) = y^3.$$ 

A function $G : \mathbb{R} \rightarrow \mathbb{R}$ is defined as:

$$G(t) = t^4 + t^2 + 9.$$ 

Let $\eta : \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right] \times \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right] \rightarrow \mathbb{R}$ be given as:

$$\eta(y, v) = y^4 + yv^2 + 2yv^2 + 3.$$ 

Furthermore, $\alpha_f : Y \times Y \rightarrow \mathbb{R}_+ \setminus \{0\}$ is given by:

$$\alpha_f(y, v) = 9, \ \forall y, v \in \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right].$$ 

Presently, we need to demonstrate that $f$ is $(G, \alpha_f)$-pseudobonvex at $v = 0$ concerning $\eta$. For this, we have to show that:

$$\Delta_1 = \eta^T(y, v)[G'(f(v))\nabla_v f(v) + \{G''(f(v))\nabla_v f(v)\nabla_v f(v)\}p].$$

Putting the estimations of $f, \eta,$ and $G$ in the above articulation, we get:

$$\Delta_1 = (y^4 + yv^2 + 2yv^2 + 3)\{3v^2(4v^6 + 2v^4) + 9v^4(12v^6 + 2) + 6v(4v^9 + 2v^3)\}p]$$

for which at $v = 0$, we obtain $\Delta_1 \geq 0, \ \forall v \in \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right], \ \forall p.$

Next, $\Delta_2 = \frac{1}{\alpha_f(y, v)}[G(f(y)) - G(f(v)) + \frac{1}{2}p^T \{G''(f(v))\nabla_v f(v)\nabla_v f(v)\}T$

$$+ G'(f(v))\nabla_v f(v)\}p].$$

Substituting the estimations of $f, \alpha_f, \text{and } G$ in the above articulation,

$$\Delta_2 = \frac{1}{9}[y^4 + y^6 + 1] - (y^{12} + v^6 + 1) + \frac{p^2}{2} \{9v^4(12v^6 + 2) + 6v(4v^9 + 2v^3)\}$$

for which at $v = 0$, we obtain $\Delta_2 \geq 0, \ \forall y \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right], \ \forall p.$ Therefore, $f$ is $(G, \alpha_f)$-pseudobonvex at $v = 0.$

Next, consider:

$$\Delta_3 = \eta^T(y, v)[\nabla_v f(v) + \nabla_v f(v)p].$$

Substituting the values of $f, \eta, \text{and } G$ in the above expression, we obtain:

$$\Delta_3 = (y^4 + yv^2 + 2yv^2 + 3)[3v^2 + 6v]p],$$

for which at $v = 0$, we find that $\Delta_3 \geq 0, \ \forall y \left[ -\frac{\pi}{9}, \frac{\pi}{9} \right], \ \forall p.$

Next,

$$\Delta_4 = \frac{1}{\alpha_f(y, v)}[f(y) - f(v) + \frac{1}{2}p^T \nabla_v f(v)p].$$
Substituting the values of \( f, \alpha_f, \) and \( G \) in the above expression, we obtain:

\[
\Delta_4 = \frac{1}{9} [y^3 - \nu^3 + 3\nu p^2],
\]

for which at \( v = 0, \) we get \( \Delta_4 \neq 0, \forall y \in \left[-\frac{\pi}{9}, \frac{\pi}{9}\right] \). Therefore, \( f \) is not \( \alpha_f(y, v) \)-pseudoconvex at \( v = 0 \).

Next, consider:

\[
\Delta_5 = \eta^T (y, v) \nabla_y f(u).
\]

Similarly, at \( v = 0, \) we find that \( \Delta_5 \geq 0, \forall y \in \left[-\frac{\pi}{9}, \frac{\pi}{9}\right] \). Next,

\[
\Delta_6 = \frac{1}{\alpha_f(y, v)} [f(y) - f(v)].
\]

In the same way, at \( v = 0, \) we find that,

\[
\Delta_6 \neq 0, \forall y \in \left[-\frac{\pi}{9}, \frac{\pi}{9}\right].
\]

Hence, \( f \) is not \( \alpha_f \)-pseudoconvex at \( v = 0 \in \left[-\frac{\pi}{9}, \frac{\pi}{9}\right] \) with the same \( \eta \).

3. Non-Differentiable Second-Order Symmetric Primal-Dual Pair over Arbitrary Cones

In this section, we formulate the following pair of second-order non-differentiable symmetric dual programs over arbitrary cones:

**NSOP** Minimize \( W(y, z, r, p) = G(f(y, z)) + s(y|B) - z^T r - \frac{1}{2} p^T [G''(f(y, z)) \nabla_z f(y, z)(\nabla_z f(y, z))^T + G'(f(y, z)) \nabla_{zz} f(y, z)] p \)

subject to

\[
-z^T [G'(f(y, z)) \nabla_z f(y, z) - r + G''(f(y, z)) \nabla_z f(y, z)(\nabla_z f(y, z))^T ] + G'(f(y, z)) \nabla_{zz} f(y, z) p \mid \in C^*_z,
\]

\( y \in C_1, \; r \in F. \)

**NSOD** Maximize \( T(v, w, t, q) = G(f(v, w)) + s(w|F) + w^T t - \frac{1}{2} q^T [G''(f(v, w)) \nabla_{vv} f(v, w)(\nabla_{vv} f(v, w))^T + G'(f(v, w)) \nabla_{vo} f(v, w)] q \)

subject to

\[
[G'(f(v, w)) \nabla_{vv} f(v, w) + t + G''(f(v, w)) \nabla_v f(v, w)(\nabla_v f(v, w))^T ] + G'(f(v, w)) \nabla_{vo} f(v, w) q \mid \in C^*_v,
\]
where $C^*_2$ and $C^*_3$ are positive polar cones of $C_1$ and $C_2$, respectively. Let $P^0$ and $Q^0$ be feasible solutions of (NSOP) and (NSOD), respectively.

**Theorem 1 (Weak duality theorem).** Let $(y, z, r, p) \in P^0$ and $(v, w, t, q) \in Q^0$. Let:

(i) $f(\cdot, w)$ and $(\cdot)^T$ be $(G, \alpha_f)$-boncave and $\alpha_f$-invex at $v$, respectively, with the same $\eta$,

(ii) $f(y, \cdot)$ and $(\cdot)^T r$ be $(G, \alpha_f)$-boncave and $\alpha_f$-inconcave at $z$, respectively, with the same $\xi$,

(iii) $\eta(y, v) + v \in C_1$,

(iv) $\xi(w, z) + z \in C_2$.

Then,

$$W(y, z, r, p) \geq T(v, w, t, q).$$

**Proof.** From Hypothesis (iii) and the dual constraint (5), we obtain

$$(\eta(y, v) + v + q)^T \left[ G'(f(v, w)) \nabla_v f(v, w) + t + G''(f(v, w)) \nabla_v f(v, w) \right] \geq 0. $$

The above inequality follows

$$\nabla_v f(v, w) \geq \nabla_v f(v, w),$$

which upon using (6) and (7) yields

$$\eta^T(y, v) \left[ G'(f(v, w)) \nabla_v f(v, w) + t + G''(f(v, w)) \nabla_v f(v, w) \right] \geq 0.$$
and:
\[
\frac{1}{\alpha_f(y,v)}[y^T t - v^T t] \geq \eta^T (y,v)t.
\]

Combining the above inequalities, we get
\[
\frac{1}{\alpha_f(y,v)}[G(f(y,w)) + y^T t - G(f(v,w)) - v^T t + \frac{1}{2}q^T \{G''(f(v,w))\nabla_v f(v,w)\nabla_v f(v,w)\}^T + G'(f(v,w))\nabla_v f(v,w)q] \geq \eta^T (y,v) [G'(f(v,w))\nabla_v f(v,w) + t + \{G''(f(v,w))\nabla_v f(v,w)\}q].
\]

Using Inequality (10), it follows that
\[
\nabla_v f(v,w)(\nabla_v f(v,w))^T + G'(f(v,w))\nabla_v f(v,w)q] \geq 0.
\]

Similarly, using (ii), (iv), and primal constraints, it follows that
\[
\frac{1}{\alpha_f(y,v)}[-G(f(y,w)) + w^T r + G(f(y,z)) - z^T r - \frac{1}{2}p^T \{G''(f(y,z))\nabla_z f(y,z)\}^T + G'(f(y,z))\nabla_z f(y,z)\}p] \geq 0.
\]

Adding Inequalities (11) and (12), we get
\[
\frac{1}{\alpha_f(y,v)}[G'(f(y,z)) + y^T t - z^T r - \frac{1}{2}p^T \{G''(f(y,z))\nabla_z f(y,z)\}^T + G'(f(y,z))\nabla_z f(y,z)\}p] \geq \frac{1}{\alpha_f(y,v)}[G(f(v,w)) - w^T r - \nabla_v f(v,w)\nabla_v f(v,w)]q.
\]

Finally, using the inequalities \(y^T t \leq s(y|B)\) and \(w^T r \leq s(w|F)\), we have
\[
\frac{1}{\alpha_f(y,v)}[G'(f(y,z)) + s(y|B) - z^T r - \frac{1}{2}p^T \{G''(f(y,z))\nabla_z f(y,z)\}^T + G'(f(y,z))\nabla_z f(y,z)\}p] \geq \frac{1}{\alpha_f(y,v)}[G(f(v,w)) - s(w|F) + v^T t:
\]
\[
- \frac{1}{2}q^T \{G''(f(v,w))\nabla_v f(v,w)\nabla_v f(v,w)\}^T + G'(f(v,w))\nabla_v f(v,w)]q].
\]

Since \(\alpha_f \in R_+ \setminus \{0\}\), we obtain
\[
[G'(f(y,z)) + s(y|B) - z^T r - \frac{1}{2}p^T \{G''(f(y,z))\nabla_z f(y,z)\}^T + G'(f(y,z))\nabla_z f(y,z)\}p] \geq [G(f(v,w)) - s(w|F) + v^T t - \frac{1}{2}q^T \{G''(f(v,w))\nabla_v f(v,w)\nabla_v f(v,w)\}q].
\]

Hence, the result. \(\square\)

A non-trivial numerical example for legitimization of the weak duality theorem.

**Example 4.** Let \(f : Y \times Y \rightarrow R \ (Y \subseteq R_+)\) be a function given by:
\[
f(y,z) = y^5.
\]
Suppose that \( G(t) = t^4 + 3 \) and \( B = \{0\} = F. \)

Further, let \( \eta, \xi : Y \times Y \rightarrow R \) be given by:
\[
\eta(y, v) = y^2v^2 + y^2v + v + 4 \quad \text{and} \quad \xi(w, z) = w^2z^2 + w^2z - z + 9.
\]

Furthermore, \( a_f : Y \times Y \rightarrow R_+ \setminus \{0\} \) and \( C_1 = R_+, C_2 = R_+. \)

Putting these values in (NSOP) and (NSOD), we get:

\((ENSOP)\) Minimize \( T(y, z, r, p) = y^{20} + 3 \)
subject to
\[
[2y^3 \times 0 + \{2 \times 0 + 2y^3 \times 0\}p] \leq 0, \\
z[2y^3 \times 0 + \{2 \times 0 + 2y^3 \times 0\}p] \geq 0, \\
p[2y^3 \times 0 + \{2 \times 0 + 2y^3 \times 0\}p] \geq 0,
\]
\( p \in R. \)

\((ENSOD)\) Maximize \( W(v, w, t, q) = v^{20} - 190q^2 + 3 \)
subject to
\[
v^{18}[v + 19q] \geq 0, \\
v^{19}[v + 19q] \leq 0, \\
quv^{18}[v + 19q] \leq 0,
\]
\( q \in R. \)

Firstly, we will try to prove that all the hypotheses of the weak duality theorem are satisfied:

(i) \( f(\cdot, w) \) is \((G, a_f)\)-convex at \( v = 0 \).
\[
\frac{1}{a_f(y, v)}[G(f(y, v)) - G(f(v, w))] + \frac{1}{2}p^T[G''(f(y, z))\nabla_zf(y, z)(\nabla_zf(y, z))^T + G'(f(y, z))\nabla_zf(y, z)]p \\
- \eta^T(y, v)[G'(f(v, w))\nabla_zf(v, w) + \{G''(f(v, w))\nabla_zf(v, w)(\nabla_zf(v, w))^T + G'(f(v, w))\nabla_zf(v, w)]q] \\
= \frac{1}{a_f(y, v)}[y^{20} - v^{20}] - (y^2v^2 + y^2v + v + 4)[20v^{19} + 380v^{18}q] + 190q^2v^{18} \\
= \frac{y^{20}}{a_f(y, v)} \quad \text{at} \quad v = 0 \in Y \\
\geq 0, \quad \forall q.
\]

Obviously, \((f, w)\) is \((G, a_f)\)-concave at \( z = 0 \) and we obtain
\[
\frac{1}{a_f(y, z)}[G(f(y, v)) - G(f(y, z))] + \frac{1}{2}p^T[G''(f(y, z))\nabla_zf(y, z)(\nabla_zf(y, z))^T + G'(f(y, z))\nabla_zf(y, z)]p \\
- \xi^T(y, v)[G'(f(y, z))\nabla_zf(v, w) + \{G''(f(y, z))\nabla_zf(y, z)(\nabla_zf(y, z))^T + G'(f(y, z))\nabla_zf(y, z)]p, \\
= \frac{1}{a_f(y, z)}[(y^{20} + 3) - (y^{20} + 3)] - (w^2z^2 + w^2z - z + 9)(0), \\
= 0 \quad \text{at} \quad z = 0, \quad \forall p.
\]

Naturally, \((f, w)\) is \((G, a_f)\)-convex at \( z = 0 \in Y. \)

(iii) Obviously, \( \eta(y, v) \geq 0 \) and \( \xi(w, z) \geq 0. \)

Hence, all the assumptions of Theorem 1 hold.

Verification of the weak duality theorem: Let \( (y = 2, z = 9, r = 0, p = \frac{1}{2}) \in P^0 \) and \( (v = 0, w = 7, t = 0, q = \frac{1}{2}) \in Q^0. \) To validate the result of the weak duality theorem, we have to show that

\[
\Omega = \left[ G(f(y, z)) + s|y|B - z^T r - \frac{1}{2}p^T[G'(f(y, z))\nabla_zf(y, z)(\nabla_zf(y, z))^T + G'(f(y, z))] \right] \\
\nabla_zf(y, z)]p - \left[ G(f(v, w)) - s|w|F + w^T t - \frac{1}{2}q^T[G'(f(v, w))\nabla_vf(v, w)(\nabla_vf(v, w))^T \\
+ G'(f(v, w))]\nabla_vf(v, w)]q \right] \geq 0.
\]
Substituting the values in the above expression, we obtain:

\[ \Omega = (y^{20} + 3) - (v^{20} - 190q^2 + 3). \]

At the feasible point, the above expression reduces:

\[ \Omega \geq 0. \]

Hence, the weak duality theorem is verified.

**Remark 2.** Since every convex function is pseudobiconvex, therefore the above weak duality theorem for the symmetric dual pair (NSOP) and (NSOD) can also be obtained under \( (G, \alpha_f) \)-pseudobiconvex assumptions.

**Theorem 2** (Weak duality theorem). Let \( (y, z, r, p) \in P^0 \) and \((v, w, t, q) \in Q^0\). Let:

(i) \( f(\cdot, w) \) be \( (G, \alpha_f) \)-pseudobiconvex and \((\cdot)^T t \) be \( \alpha_f \)-pseudoinvex at \( v \) with the same \( \eta \),

(ii) \( f(y, \cdot) \) be \( (G, \alpha_f) \)-pseudobiconvex and \((\cdot)^T r \) be \( \alpha_f \)-pseudoinvex at \( z \) with the same \( \xi \),

(iii) \( \eta(y, v) + v \in C_1 \),

(iv) \( \xi(w, z) + z \in C_2 \).

Then,

\[ W(y, z, r, p) \geq T(v, w, t, q). \]

**Proof.** The proof follows on the lines of Theorem 1. □

**Theorem 3** (Strong duality theorem). Let \((\bar{y}, \bar{z}, \bar{r}, \bar{p})\) be an optimum of problem (NSOP). Let:

(i) \( [G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})(\nabla_z f(\bar{y}, \bar{z}))^T + G'(f(\bar{y}, \bar{z}))\nabla_{zz} f(\bar{y}, \bar{z})] \) is positive or negative definite,

(ii) \( \left\{ G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z}) - r + \{G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})(\nabla_z f(\bar{y}, \bar{z}))^T + G'(f(\bar{y}, \bar{z})) \right\} \nabla_{zz} f(\bar{y}, \bar{z}) \right\} \neq 0,

(iii) \( \left\{ p^T \{G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z}) - r + G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})(\nabla_z f(\bar{y}, \bar{z}))^T + G'(f(\bar{y}, \bar{z})) \right\} \nabla_{zz} f(\bar{y}, \bar{z}) \right\} = 0.

Then, \( \bar{p} = 0 \) and there exists \( \bar{t} \in B \) such that \((\bar{v}, \bar{w}, \bar{t}, \bar{q})\) is an optimum for the problem (NSOD).

**Proof.** Since \((\bar{y}, \bar{z}, \bar{r}, \bar{p})\) is an efficient solution of (NSOD), therefore by the conditions in [15], such that

\[
(y - \bar{y})^T \left\{ \alpha[G''(f(\bar{y}, \bar{z}))\nabla_y f(\bar{y}, \bar{z}) + \bar{t} - \frac{1}{2}p^T \nabla_y \{G'(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})\nabla_z f(\bar{y}, \bar{z})^T + G''(f(\bar{y}, \bar{z}))\} \nabla_{zz} f(\bar{y}, \bar{z}) \right\] + G''(f(\bar{y}, \bar{z}))\nabla_{zz} f(\bar{y}, \bar{z})p} + (\beta - \gamma z^T - \delta p^T) \nabla_y [G'(f(\bar{y}, \bar{z}))\nabla_y f(\bar{y}, \bar{z}) + \{G'(f(\bar{y}, \bar{z})) : \]

\[ a[G'(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z}) - r - \frac{1}{2}p^T \nabla_z \{G'(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})\nabla_z f(\bar{y}, \bar{z})^T + G''(f(\bar{y}, \bar{z}))\} \nabla_{zz} f(\bar{y}, \bar{z}) \right\] + G''(f(\bar{y}, \bar{z}))\nabla_{zz} f(\bar{y}, \bar{z}) + \nabla_z [G''(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z})(\nabla_z f(\bar{y}, \bar{z}))^T + G''(f(\bar{y}, \bar{z}))\nabla_{zz} f(\bar{y}, \bar{z})] - \gamma[G'(f(\bar{y}, \bar{z}))\nabla_z f(\bar{y}, \bar{z}) - r + \{G''(f(\bar{y}, \bar{z})) : \]

\[ \nabla_z (f(\bar{y}, \bar{z}))(\nabla_z f(\bar{y}, \bar{z}))^T + G''(f(\bar{y}, \bar{z}))\nabla_{zz} f(\bar{y}, \bar{z})] \bar{p} = 0, \]
Using Equations (16)–(18), we have

\[ \nabla_z f(g,z)(\nabla_z f(g,z))^T + G'(f(g,z))\nabla_{zz} f(g,z)\{ \bar{p} \} - \eta = 0, \] (15)

\[ \beta [G'(f(g,z))\nabla_z f(g,z)] - \bar{r} + \{ G'(f(g,z))\nabla_z f(g,z)(\nabla_z f(g,z))^T \} = 0, \] (16)

\[ \gamma z^T [G(f(g,z))\nabla_z f(g,z)] - \bar{r} + \{ G'(f(g,z))\nabla_z f(g,z)(\nabla_z f(g,z))^T \} = 0, \] (17)

\[ \delta p^T [G'(f(g,z))\nabla_z f(g,z)] - \bar{r} + \{ G'(f(g,z))\nabla_z f(g,z)(\nabla_z f(g,z))^T \} = 0, \] (18)

\[ (a - \gamma)z + \beta - \delta p \in N_D(t), \] (19)

\[ I^T \bar{y} = s(y|B), \] (20)

\[ I \in B, \bar{r} \in F, \] (21)

\[ (a, \beta, \gamma, \delta) \neq 0, \] (22)

\[ (a, \beta, \gamma, \delta) \geq 0. \] (23)

Premultiplying Equation (15) by \((\beta - a \bar{p} - \gamma z - \delta p)\) and using (16)–(18), we get

\[ (\beta - a \bar{p} - \gamma z - \delta p)[G'(f(g,z))\nabla_z f(g,z)(\nabla_z f(g,z))^T \] \[ + G''(f(g,z))\nabla_{zz} f(g,z)](\beta - a \bar{p} - \gamma z - \delta p) = 0. \]

Using Hypothesis (i), we get:

\[ \beta = a \bar{p} + \gamma z + \delta p. \] (24)

From Equation (15) and Hypothesis (ii), we obtain:

\[ \delta = 0. \] (25)

Now, suppose \( a = 0 \). Then, Equation (14) and Hypothesis (ii) yield \( \gamma = 0 \), which along with Equations (24) and (25) gives \( \beta = 0 \). Thus, \((a, \beta, \gamma, \delta) = 0\), a contradiction to Equation (22). Hence, from (23):

\[ a > 0. \] (26)

Using Equations (16)–(18), we have

\[ (\beta - \gamma z^T - \delta p^T)[G'(f(g,z))\nabla_z f(g,z)] - \bar{r} + \{ G'(f(g,z))\nabla_z f(g,z)\} [\nabla_z f(g,z))^T + G''(f(g,z))\nabla_{zz} f(g,z)\{ \bar{p} \} = 0, \] (27)
and now, Equation (24) gives
\[
\alpha p^T \left[ G'(f(g, z)) \nabla_y (f(g, z)) - r + \{ G'(f(g, z)) \nabla_z (f(g, z)) \}^T \right] + G''(f(g, z)) \nabla_{zz} (f(g, z)) \{ p \} = 0,
\]
which along with Hypothesis (iii) yields:
\[
\rho = 0.
\]  
(29)

Therefore, the equation:
\[
\beta = \gamma \bar{z}.
\]  
(30)

Furthermore, it follows from Equations (14), (24), and (29) and Hypotheses (ii) and (iv) that:
\[
\alpha - \gamma = 0.
\]

As \(\alpha > 0\), we get:
\[
\alpha = \gamma > 0.
\]  
(31)

Therefore, Equation (30) gives:
\[
\bar{z} = \frac{\bar{\beta}}{\gamma} \geq 0.
\]  
(32)

Moreover, Equation (13) together with (24) and using \(\rho = 0\) yields
\[
(y - \bar{y})^T \left[ G'(f(g, \bar{z})) \nabla_y (f(g, \bar{z})) - \bar{r} + \{ G'(f(g, \bar{z})) \nabla_z (f(g, \bar{z})) \}^T \right] + G''(f(g, \bar{z})) \nabla_{zz} (f(g, \bar{z})) \{ \bar{p} \} \geq 0, \quad \forall y \in C_1.
\]  
(33)

Let \(y \in C_1\). Then, \(y + \bar{y} \in C_1\), as \(C_1\) is a closed convex cone. Upon substituting \(y + \bar{y}\) in place of \(y\) in (33), we get
\[
y^T \left[ G'(f(g, \bar{y})) \nabla_y (f(g, \bar{y})) - \bar{r} + \{ G'(f(g, \bar{y})) \nabla_z (f(g, \bar{y})) \}^T \right] + G''(f(g, \bar{y})) \nabla_{zz} (f(g, \bar{y})) \{ \bar{p} \} \geq 0,
\]  
(34)

which in turn implies that for all \(y \in C_1\), we obtain
\[
[ G'(f(g, \bar{z})) \nabla_y (f(g, \bar{z})) - r + \{ G'(f(g, \bar{z})) \nabla_z (f(g, \bar{z})) \}^T \right] + G''(f(g, \bar{z})) \nabla_{zz} (f(g, \bar{z})) \{ p \} \in C_1.
\]  
(35)

Furthermore, by letting \(y = 0\) and \(y = 2\bar{y}\), simultaneously in (33), this yields
\[
\bar{y}^T \left[ G'(f(g, \bar{z})) \nabla_y (f(g, \bar{z})) - \bar{r} + \{ G'(f(g, \bar{z})) \nabla_z (f(g, \bar{z})) \}^T \right] + G''(f(g, \bar{z})) \nabla_{zz} (f(g, \bar{z})) \{ \bar{p} \} \geq 0.
\]  
(36)

Using Inequality (31), we get:
\[
\bar{z} = \frac{\bar{\beta}}{\gamma} \in C_2.
\]  
(37)

Thus, \((\bar{y}, \bar{z}, \bar{\rho} = 0)\) satisfies the dual constraints.
Now, using Equations (30) and (31), we obtain:

\[ G'(f(\tilde{y}, \tilde{z})) \nabla \tilde{z} f(\tilde{y}, \tilde{z}) = \tilde{z}^T \mathbf{I}. \]  

(38)

Furthermore, \( \alpha > 0 \), then we obtain \( z \in N_D(\mathbf{I}) \). Furthermore, \( D \) is a compact convex set.

\[ z^T \mathbf{I} = s(z|D). \]  

(39)

Thus, after using (20), (29), (38) and (39), we get that the values of the objective functions of (NSOP) and (NSOD) at \((\tilde{y}, \tilde{z}, \tilde{r}, \tilde{p} = 0)\) and \((y, z, r, q = 0)\) are the same. By using duality Theorems 1 and 2, it is easily shown that \((\tilde{y}, \tilde{z}, \tilde{r}, \tilde{q} = 0)\) is an optimal solution of (NSOD). \( \square \)

**Theorem 4** (Strict converse duality theorem). Let \((\varnothing, \varnothing, \bar{r}, \bar{q})\) be an optimum of problem (NSOD). Let:

1. \( [G''(f(\bar{v}, \bar{w})) \nabla \bar{v} f(\bar{v}, \bar{w})(\nabla \bar{v} f(\bar{v}, \bar{w})) + G'(f(\bar{v}, \bar{w})) \nabla \bar{v} f(\bar{v}, \bar{w})] \) is positive or negative definite,
2. \( \{G''(f(\varnothing, \varnothing)) \nabla \varnothing f(\varnothing, \varnothing) + I + \{G''(f(\varnothing, \varnothing)) \nabla \varnothing f(\varnothing, \varnothing)(\nabla \varnothing f(\varnothing, \varnothing)) + G'(f(\varnothing, \varnothing)) \}\} \neq 0, \)
3. \( \{q^T \{G''(f(\varnothing, \varnothing)) \nabla \varnothing f(\varnothing, \varnothing) + I + G''(f(\varnothing, \varnothing)) \nabla \varnothing f(\varnothing, \varnothing)(\nabla \varnothing f(\varnothing, \varnothing)) + G'(f(\varnothing, \varnothing)) \}\} = 0. \)

Then, \( \bar{q} = 0, \) and there exists \( r \in B \) such that \((\tilde{y}, \tilde{z}, \tilde{r}, \tilde{p})\) is an optimum for the problem (NSOP).

**Proof.** The proof follows on the lines of Theorem 3. \( \square \)

4. Conclusions

In this paper, we considered a new type of non-differentiable second-order symmetric programming problem over arbitrary cones and derived duality theorems under generalized assumptions. The present work can further be extended to non-differentiable higher order fractional programming problems over arbitrary cones. This will orient the future task of the authors.
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