Design and Verification of Cyber-Physical Systems Specified by Petri Nets—A Case Study of a Direct Matrix Converter
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Abstract: The paper proposes a novel design technique of cyber-physical systems (CPSs). The system is specified by a Petri net, and further modelled in a hardware description language (HDL) towards final implementation in a programmable device. Contrary to the traditional design methods, the proposed solution is highly focused on the verification aspects. The system is checked three times before the final implementation in hardware. Initially, the Petri-net based specification is formally verified by the application of the model-checking technique. Secondly, software verification of the modelled system is performed. Finally, the hardware verification of the already implemented system is executed. The proposed method is explained by an example of a direct matrix converter (MC) with transistor commutation and space vector modulation (SVM). The main benefits, as well as the limitations, of the proposed solution are discussed and analysed.
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1. Introduction

A cyber-physical system (CPS) [1,2] integrates cybernetic aspects together with physical processes. Embedded computers monitor and control physical processes, usually with feedback loops, and physical processes affect the computations [1]. Sensors within the system allow to sense the surrounding physical environment and react accordingly through control and actuator modules with a physical change in the system [3]. A CPS consists therefore of a set of modules that cooperate with each other. Those modules usually operate in a concurrent manner, allowing execution of multiple operations simultaneously. CPSs can be observed in almost all areas of human life, e.g., vehicular and transportation systems, social networks and gaming, medical and health-care systems, smart homes and buildings, power and thermal management systems, electric power grids and energy systems [4–12].

The design of CPS is a structured creation of artefacts and specifies how a system is realising its main tasks [1]. In the paper we focus on the control part of a CPS system, that is on the control logic responsible for appropriate tasks execution in response to the events occurring within or outside the system. Generally, the control algorithm of a CPS can be specified in many ways, as in the embedded systems design [13], using e.g., Petri nets [3,14] or diagrams of the unified modelling language (UML) [15]. Hybrid automata, combining discrete and continuous aspects, can also be applied [16].

In the domain of arising cyber-physical systems, similar approaches can be found. A comprehensive survey paper [10] discusses several modelling techniques, semantics and programming tools for design of CPSs, concerning e.g., model-driven development (MDD). Generalised stochastic Petri nets are proposed in [2] to model cyber-physical manufacturing systems, focusing especially on the trustworthiness.
of the manufacturing CPS. Coloured spatiotemporal Petri nets are used in [17] to model transportation of CPS. Petri nets are also applied in [18] to describe information security risk evaluation process. A UML software profile for CPS applications is presented in [19], as an introduction of basic steps of a methodology for deploying CPS applications at a high level of programming.

In this work, live and safe Petri nets are proposed for the formal description of the CPS [3,20–22]. Such an approach has several advantages. First of all, it naturally reveals concurrency relations in the system [23]. Moreover, it is supported by methods and tools that allows for advanced analysis [24,25] and formal verification of the CPS [26]. Additionally, the reliability and robustness of the design [27,28] can be analysed. Furthermore, advanced decomposition techniques can be applied in order to implement the system among the distributed devices [29]. The design method shown in the paper highly focuses on the validation and verification aspects of the control part of CPS, in particular concerning formal verification (with the model checking technique) and analysis of the specification, software verification (using dedicated simulation programs) and hardware verification (with test-scenarios and measurement of the control signals).

Let us present the most interesting design and modelling methods of cyber-physical systems. The importance of design and modelling of CPSs is highlighted in the survey paper [30], with an overview of different types of systems and appearing challenges. The design of CPSs requires integrated design methods considering all engineering disciplines and focusing also on integration and interaction of separate physical and computational components [30,31]. Design automation tools should be developed to facilitate the multi-disciplinary collaboration [32].

Another survey paper [33] shows the potential benefits of the convergence between several technologies. It also discusses various design methods, starting from the early stages of computing and assembler code, through high level programming languages (C and Fortran), object-oriented programming languages (C++ and Java), model-driven development (MDD), model-driven architecture (MDA) and ending with model-integrated computing (MIC). The current state of the art related to CPS systems, especially regarding model-based methodologies, is presented in [34]. Modelling techniques addressing only software aspects are not able to accurately specify CPSs. The paper aims to be a basis for future extensions of the SysML standard to support CPS modelling.

A model-integrated development approach that addresses the development needs of CPS through the pervasive use of models is introduced in [35], covering all aspects of hardware and software components with their interactions. The elements of the framework are either already available or the technology for them is available. The proposed modelling language (EsMoL) is used to specify hardware platform and software components models.

A cyber-physical production framework (CyProF) for designing CPS-based solutions in production environments is proposed in [36]. Architecture components classes (ACCs) are defined to model production systems in detail, which can be realised using common modelling languages, like UML or business process model and notation (BPMN).

Graph-based design languages based on diagrams of UML for product development process are discussed in [37], using an example of complex automotive components. The paper presents an interesting case study of an automotive bonnet—an example for a complete automation of the entire product development process. An approach towards fully automated generation of CAD models is introduced, with fewer interfaces between modelling and simulation tools.

The MDD approach of software-intensive CPS (siCPS) is addressed in [38]. It is stated that traditional model-driven design and development techniques cannot ensure both the dependability and the self-adaptivity in the dynamic environments. A novel model-based design process is proposed which comprises both appropriate methods and models and allows for early implementations. The invariant refinement method (IRM) is introduced, integrated into the ensemble development life cycle.

A high-level architecture description language (ADL) for modelling CPSs within the INSAC framework is proposed in [39]. In ADL both borders and bindings between system components
are declared. Additionally, scalable runtime environment interactions are described in the INSAC
prescription language (IPL) and the INSAC modelling language (IML) is used to describe the dynamic
of the system.

Let us now shortly discuss the state-of-the-art in the area of cyber-physical systems verification.
In particular, we will focus on the approaches similar to the one proposed in this paper. Some classical
methods from software and hardware verification can be adapted and applied on CPS systems [40].
The overview of verification and validation aspects of CPS is presented in [41]. The paper shows a
qualitative literature review, but also an online survey of 25 CPS researchers and interviews with nine
practitioners. It concludes that existing formal and simulation methods are insufficient for supporting
the development of general-purpose CPS. Additionally, classical software engineering approaches are
evaluated as not applicable directly to CPS.

The correctness of the cyber-physical composition verified by means of a model-checking technique
is shown in [42]. The idea is supported by an advanced electric power grid example (and the Real-Time
SPIN tool with Real-Time Promela input language). It has to be pointed out that each component
may function correctly independently, yet the composition of several modules may yield incorrectness
due to the interference. The system is logically decomposed into smaller modules to reduce the state
explosion problem and consequently to allow it to be efficiently checked.

In [43] BNDC (bi-simulation-based non-deducibility on compositions) properties of CPS, being
a variant of non-interference properties are formally verified using model checking and the security
process algebra (SPA). Furthermore, statistical model checking of CPS (especially useful for verifying
systems with very large state spaces) is discussed in [44]. It is shown that the Importance Sampling and
the Cross-Entropy methods can be used to solve the rare event problem. Statistical model checking
combines the Monte Carlo method with temporal logic model checking.

Authors in [45] propose that CPS should be modelled and verified online. It is shown how to
build online models that describe the time-bounded short-run behaviour of CPS. Such models ought
to be built in a short time to guarantee discovering any faults or failures before they happen and to
provide as much time as possible for the online systems to react.

In [46] an automatic abstraction methodology simplifying CPS models is proposed. The models are
described by a user-defined language and then automatically compiled into a LHPN (labelled hybrid
Petri net) model. The LHPN model represents software and hardware, together with environment in a
single formalism. Moreover, LHPN transformations permits for reduction of the model complexity [46].
The verification tool called LEMA is used to support automatic transformation, compilation, and
models verification.

Summarising the above discussion, it should be noted that existing formal and simulation methods
are insufficient for supporting the development of CPS. There is a lack of prototyping flows of the
cyber-part of the CPSs focused on the verification of the designed system. The existing techniques
usually apply external tools and converters or require dedicated models or languages.

This paper introduces a novel design methodology of the control part of the cyber-physical
system described by a safe and live Petri net. The presented technique is strongly oriented toward the
validation and verification aspects of the system, especially the control part of the CPS.

In the proposed verification-oriented approach, the designed system is checked three times. First,
formal verification methods are used to verify the CPS at the early specification step. Such aspects
are important, as early formal verification allows increasing of final quality of the prototyped CPS,
decreasing of costs and shortening of system development time. Validation of the specification ensures
that the designed CPS meets all requirements, which are important for the user or customer. It is
possible to define and verify both the behavioural and the structural properties of the analysed CPS.
However, it should be noted that only those properties which have been previously defined can
be checked. This means that the requirements list should be as complete and versatile as possible.
The additional advantages of the model checking technique are the generated counterexamples
that allow tracing of undesired situations and simplifying of the error localisation. Thanks to the
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uncomplicated rule-based logical model, formal verification of the specification is simplified and more intuitive, what is an important aspect for CPS developers [47].

Second verification (software validation) is performed at the modelling stage. The correct functionality of the designed algorithms is checked using dedicated simulation programs by performing the numeric experiment. Finally, after the implementation of the control algorithm in a programmable devices-like field programmable gate arrays (FPGAs) the hardware verification is done. The correctness of the implemented algorithm is verified by performing test-scenarios and measuring the control signals.

The presented approach is illustrated by a real example of direct matrix converter (MC). In particular, the complete design methodology of an MC with transistor commutation and space vector modulation (SVM) oriented for further implementation in a programmable device is presented.

The main contributions can be summarised as follows:

- A novel design technique of a control part of a cyber-physical system specified by a live and safe Petri net is proposed in the paper. The proposed idea is oriented toward the hardware implementation of the CPS. Contrary to similar design methods, the presented approach highly utilises verification aspects of the designed system, especially the control part of the CPS;
- The system is verified three times during the prototyping process. Initially, a model-checking and analysis of the primary specification is performed. Secondly, the software verification of the modelled system is executed. Eventually, the CPS is once more examined, after the final implementation in hardware;
- The proposed method does not apply external tools (except MATLAB/Simulink), nor any additional conversions. In particular, any model-checking tool can be used in order to perform a formal verification of the system. Moreover, analysis of the system can be done with the application of any known methods that allow examination of the main properties of a Petri net (liveness, safeness, reachability, etc.). Furthermore, there are no restrictions regarding software verification, since any known HDL-simulator can be applied to produce data for further analysis in MATLAB/Simulink software;
- The proposed technique is explained by a case-study example of a direct matrix converter (MC) with transistor commutation and space vector modulation (SVM). The system is specified by a safe and live Petri net, described in the Verilog hardware description language and finally implemented in an FPGA device. Based on the MC example, also the usefulness of the proposed verification-oriented approach is shown.

The paper is structured as follows. Section 2 is focused on the theoretical background, where aspects related to Petri nets and matrix converters are presented. The idea of the proposed design technique is explained in Section 3, while Section 4 illustrates the presented approach by a case-study example. Finally, Section 5 summarises the paper and presents directions for future works.

2. Theoretical Background

This section presents notations and theoretical aspects required to explain the proposed technique. Firstly, we shall introduce definitions that refer to Petri net theory [25,26,48–53]. Subsequently, an algorithm of matrix converter with space vector modulation (SVM) will be shown.

2.1. Petri Nets

Petri nets are one of the popular forms of graphical representation and specification of control systems. They turn out to be especially effective in the area of analysis, design, and verification of logic controllers. The notations presented below correspond to the definitions from [25,26,48–53].

**Definition 1.** A Petri net $N$ is a 4-tuple: $PN = (P, T, F, M_0)$ where $P$ is a finite set of places, $T$ is a finite set of transitions, $F \subseteq (P \times T) \cup (T \times P)$ is a finite set of arcs, $M_0 : P \rightarrow N$ is an initial marking. Sets of input
and output places of a transition are defined as: \( \bullet t = \{ p \in P : (p, t) \in E \} \), \( \bullet e = \{ p \in P : (t, p) \in E \} \), while sets of input and output transitions of a place are denoted as: \( \bullet p = \{ t \in T : (t, p) \in E \} \), \( \bullet e = \{ t \in T : (p, t) \in E \} \).

**Definition 2.** A marking (state) of a Petri net \( PN = (P, T, F, M_0) \) is a vector \( M \) of non-negative integers that assign tokens to place \( p \in P \). Number of tokens in place \( p \) is denoted by \( M(p) \). A marking changes by the transition firing. A transition fires if each of its input places is marked. Firing of a transition moves a token from each of its inputs to each of its outputs. A marking \( M_n \) is reachable from marking \( M_0 \) if there exists a chain of firings from \( M_0 \) to \( M_n \).

**Definition 3.** A Petri net \( PN = (P, T, F, M_0) \) is safe, if for any reachable marking \( M_n \) the number of tokens in each place \( p \in P \) does not exceed 1 that is \( p \in P : M(p) \leq 1 \).

**Definition 4.** A Petri net \( PN = (P, T, F, M_0) \) is live, if for any transition \( t \in T \) and any reachable marking \( M_n \) there is marking \( M_m \) reachable from \( M_n \), such that \( t \) can fire in \( M_m \). A safe and live Petri net is a well-formed net.

**Definition 5.** A marked graph net (MG-net) is a Petri net \( PN = (P, T, F, M_0) \) for which every place \( p \) has exactly one input transition and exactly one output transition i.e., \( \forall p \in P : |\bullet p| = |\bullet e| = 1 \).

**Definition 6.** A state machine net (SM-net) is a Petri net \( PN = (P, T, F, M_0) \) for which every transition \( t \) has exactly one input place and exactly one output place, i.e., \( \forall t \in T : |\bullet t| = |\bullet \text{in} | = 1 \), and there is exactly one token at the initial marking.

**Definition 7.** A state machine component (SMC) of a Petri net \( PN = (P, T, F, M_0) \) is a Petri net \( S = (P', T', F', M'_0) \) such that \( S \) is an SM-net.

**Definition 8.** A Petri net \( PN = (P, T, F, M_0) \) is SM-coverable, if for each place \( p \in P \) there exists an SMC \( S = (P', T', F', M'_0) \) of \( N \) such that \( p \in P' \).

**Definition 9.** An incidence matrix of a Petri net \( PN = (P, T, F, M_0) \) with \( n = |P| \) places and \( m = |T| \) transitions is an incidence matrix \( A_{inc} = [a_{ij}] \) matrix (where \( m \) refers to rows, and \( n \) refers to columns) of integers, given by:

\[
a_{ij} = \begin{cases} 
-1, & \text{if } p_j \in \bullet t_i \text{ and } p_j \notin t_i \bullet \\
1, & \text{if } p_j \notin \bullet t_i \text{ and } p_j \in t_i \bullet \\
0, & \text{otherwise}
\end{cases}
\]

**Definition 10.** A place invariant (p-invariant) of a Petri net \( PN = (P, T, F, M_0) \) is a vector \( \overrightarrow{y} \) of nonnegative integers that solves the equation \( \overrightarrow{y} \cdot A^T = 0 \), where \( \overrightarrow{y} \neq 0 \) and \( A^T \) is a transposed incidence matrix of the net.

**Definition 11.** A simple rule-based logical model (RBLM) is a formal notation of control system behaviour, consisting of the three following sections: (1) definition of variables (Petri net places \( P \)); (2) initial values of variables (initial marking of the PN); (3) rules as descriptions of transitions \( T \) showing how the token flow evolves.

### 2.2. Matrix Converter with Space Vector Modulation Algorithm

Matrix converters are nowadays an inseparable element of up-to-date power systems. Modern power electronic converters operate in a pulse mode. Due to the nature of voltage of most electric sources, voltages are most often switched, modulating the instantaneous current value. For the switching of voltage and current signals in power electronics systems, power transistors are used. The most commonly used power transistor technology is the insulated gate bipolar transistor (IGBT) made using silicon (Si) technology. This technology enables work with switching frequencies of several
dozen kilohertz. In recent years, transistor technologies have emerged that enable a significant increase in the switching frequency to hundreds of kilohertz. These are transistors based on silicon carbide (SiC) [54] and gallium nitride (GaN) [55] technologies. By increasing the switching frequency, it is possible to reduce the size and weight of the converter, especially the passive elements used, such as reactors and capacitors in passive filter systems.

Power electronic converters transform DC and AC electric energy of various values, shapes and frequencies into DC or AC signals of any selected parameters. There is a very large number of different types of power converter from simple designs with one switched transistor to very complex ones with dozens of switching transistors and with various control modulation strategies [56]. Management of power electronic converters with a large amount of transistors and a high switching frequency requires the use of a special control system with high computing power and a large number of pulse-width modulation (PWM) outputs or freely programmable I/O pins. This requirement can be fulfilled by both digital signal processors (DSPs), as well as reconfigurable logic devices such as field programmable gate arrays (FPGAs) [57,58].

The concept of the matrix converter was created in the 1980s and is being constantly developed in the direction of creating new topologies, control algorithms and industrial implementations. The original solution of the direct matrix converter is the topology shown in Figure 1a [59–62]. Nine power electronics bi-directional switches are connected between the power supply terminals and the load. The most commonly used power switches were made of silicon technology (Si). However, nowadays the application of power switches structured of silicon carbide (SiC) technology is more often considered. Examples of bi-directional switch structures in SiC technology are depicted in Figure 2. The most capable SiC switches are the normally-off common drain anti-paralleled SiC JFET, common source anti-paralleled SiC MOSFET and common emitter anti-paralleled SiC BJTs [63,64]. The use of SiC transistors enables a large increase in the efficiency of converters with high switching frequencies (several dozen kHz) and minimising the dimension of the converter.

Figure 1. Topology of direct matrix converter (MC) with input low-pass inductor-capacitor (LC) filter: (a) the main circuit; (b) four step example of switch commutation.
The matrix converter directly converts the AC voltage of given parameters into AC voltage with selected parameters, according to the following relations between input and output [59]:

\[
\begin{bmatrix}
v_a(t) \\
v_b(t) \\
v_c(t)
\end{bmatrix} = 
\begin{bmatrix}
s_{aA} & s_{bA} & s_{cA} \\ s_{aB} & s_{bB} & s_{cB} \\ s_{aC} & s_{bC} & s_{cC}
\end{bmatrix}
\begin{bmatrix}
v_A(t) \\
v_B(t) \\
v_C(t)
\end{bmatrix}
\]

\[
\begin{bmatrix}
i_A(t) \\
i_B(t) \\
i_C(t)
\end{bmatrix} = 
\begin{bmatrix}
s_{aA} & s_{bA} & s_{cA} \\ s_{aB} & s_{bB} & s_{cB} \\ s_{aC} & s_{bC} & s_{cC}
\end{bmatrix}
\begin{bmatrix}
i_a(t) \\
i_b(t) \\
i_c(t)
\end{bmatrix}
\]

(1)

\[v_{abc}(t) = D(t)v_{ABC}\]

\[i_{ABC}(t) = D^T_i i_{abc}(t)\]

(2)

The matrix defining the relationship between input and output voltages is determined on the basis of the adopted modulation strategy. Different modulation strategies have been previously described in the scientific publications [62] and the most well-known are Venturini, scalar, space vector modulation (SVM) and predictive control. The SVM algorithm is commonly used in MC applications. However, in recent times predictive methods have been increasingly implemented. The SVM in the MC control is based on the instantaneous space vector depiction of the MC’s voltage (Equation (3)) and current signals (Equation (4)) in a complex reference system [65].

\[u_{OL} = \frac{2}{3}(u_{ab}(t) + e^{\frac{\beta_n}{2}}u_{bc}(t) + e^{\frac{\beta_n}{2}}u_{ca}(t)) = |u_{OL}|e^{j\beta(t)}\]

(3)

\[i_S = \frac{2}{3}(i_A(t) + e^{\frac{\beta_n}{2}}i_B(t) + e^{\frac{\beta_n}{2}}i_C(t)) = |i_S|e^{j\beta(t)}\]

(4)

The SVM technique uses so-called “active configurations” and “zero configurations” of power electronics switches, which are listed in the left part of Table 1 and Figure 3. The switching sequence in period \(T_{Seq}\) depends on the location of the voltage and current vectors and contains four “active configurations” and one “zero configuration”. The right part of Table 1 determines the switching order depending on the voltage and current sector numbers [65].
Table 1. Space vector modulation (SVM) vector definition: switch configuration in the MC (left hand side of table); selection of the switching arrangements for individual combination of \( S_0 \) and \( S_1 \) sectors (right hand side of table).

<table>
<thead>
<tr>
<th>No</th>
<th>( S_{A} )</th>
<th>( S_{B} )</th>
<th>( S_{C} )</th>
<th>( u_{ab} )</th>
<th>( u_{bc} )</th>
<th>( u_{ca} )</th>
<th>( i_{A} )</th>
<th>( i_{B} )</th>
<th>( i_{C} )</th>
<th>Index of ( d_{k} )</th>
<th>Sector of the Input Current Vector ( S_{I} )</th>
<th>Voltage Sector ( S_{O} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0_A</td>
<td>0_B</td>
<td>0_C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0_B</td>
<td>0_B</td>
<td>0_B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0_C</td>
<td>0_C</td>
<td>0_C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+1_A</td>
<td>+1_B</td>
<td>+1_C</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-1_A</td>
<td>-1_B</td>
<td>-1_C</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+2_A</td>
<td>+2_B</td>
<td>+2_C</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>+2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-2_A</td>
<td>-2_B</td>
<td>-2_C</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+3_A</td>
<td>+3_B</td>
<td>+3_C</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>+3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-3_A</td>
<td>-3_B</td>
<td>-3_C</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+4_A</td>
<td>+4_B</td>
<td>+4_C</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>+4</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-4_A</td>
<td>-4_B</td>
<td>-4_C</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+5_A</td>
<td>+5_B</td>
<td>+5_C</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>+5</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-5_A</td>
<td>-5_B</td>
<td>-5_C</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>-5</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+6_A</td>
<td>+6_B</td>
<td>+6_C</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>+6</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-6_A</td>
<td>-6_B</td>
<td>-6_C</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+7_A</td>
<td>+7_B</td>
<td>+7_C</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>+7</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-7_A</td>
<td>-7_B</td>
<td>-7_C</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>-7</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+8_A</td>
<td>+8_B</td>
<td>+8_C</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>+8</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-8_A</td>
<td>-8_B</td>
<td>-8_C</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>+9_A</td>
<td>+9_B</td>
<td>+9_C</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>+9</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-9_A</td>
<td>-9_B</td>
<td>-9_C</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>-9</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3. Graphical visualisation of: (a) voltage vectors for “active configurations” and description of the synthesis of set output voltage vector \( u_{OL} \); (b) set current vectors for “active configurations” and synthesis description of reference input current vector \( i_{S} \).

The synthesis process of set output voltage \( u_{OL} \) space vectors according to Figure 3a is defined as follows:

\[
u_{OL} = u_{OL}^1 + u_{OL}^2 = d_1 u_I + d_2 u_{II} + d_3 u_{III} + d_4 u_{IV}
\]  

(5)
where \( d_j = \frac{t_j}{T_{soj}} \), \( j = I, II, III, IV \), and \( d_0 = 1 - d_I - d_{II} - d_{III} - d_{IV} \). The \( d_i \) coefficients are defined as the relative switch-on times of individual switch configurations and are calculated from the following formulas:

\[
d_I = (-1)^{S_O + S_i + 1} \frac{2q \cos(\alpha_O - \frac{\pi}{3}) \cos(\beta_i - \frac{\pi}{3})}{\sqrt{3} \cos \phi_i},
\]

\[
d_{II} = (-1)^{S_O + S_i} \frac{2q \cos(\alpha_O - \frac{\pi}{3}) \cos(\beta_i + \frac{\pi}{3})}{\sqrt{3} \cos \phi_i},
\]

\[
d_{III} = (-1)^{S_O + S_i} \frac{2q \cos(\alpha_O + \frac{\pi}{3}) \cos(\beta_i - \frac{\pi}{3})}{\sqrt{3} \cos \phi_i},
\]

\[
d_{IV} = (-1)^{S_O + S_i + 1} \frac{2q \cos(\alpha_O + \frac{\pi}{3}) \cos(\beta_i + \frac{\pi}{3})}{\sqrt{3} \cos \phi_i}.
\]

The angles \( \alpha_O \) and \( \beta_i \) are designated relative to the bisecting line of each segment \((S_o \text{ and } S_i)\) of the complex coordinate system and set voltage and current space vectors, respectively. For such definition, these angles are limited by the following ranges: \( \frac{\pi}{6} < \alpha_O < \frac{\pi}{3}; \frac{\pi}{6} < \beta_i < \frac{\pi}{4} \). The MC voltage gain is controlled by \( q \) factor. The maximum value of \( q \) is equal \( \frac{\sqrt{3}}{2} \approx 0.866 \).

The second algorithm necessary for correct operation of the MC is the commutation algorithm of the transistors. Few commutation approaches have been described in the literature [66] and the most often used is the four-step commutation algorithm. In this approach, the way of current flow over the commutation switches must be controlled, since the switching sequence depends on the direction of the current as is shown in Figure 1b. An identical switching arrangement happens between any transistors in two bidirectional switches in individually output phase.

3. The Idea of the Proposed Method

The proposed design idea consists of six main steps. The presented technique is heavily focused on the verification aspects. Therefore, the system is checked three times: at the specification stage (formal verification methods), after the modelling stage (software verification), and finally after the implementation in a programmable device (hardware verification).

In more detail, the proposed design technique of cyber-physical systems contains the following steps (Figure 4):

1. Specification of the CPS by a safe and live Petri net (based on the system requirements);
2. Formal verification and analysis of the initial specification;
3. Modelling of the system;
4. Software verification of the system;
5. Hardware implementation of the system with the application of the programmable device;
6. Hardware verification of the system.

![Figure 4](image-url)  
Figure 4. The framework of the proposed design method.

Let us describe each of the stages of the proposed method in more detail.
3.1. Specification of the CPS by a Petri Net

Initially, based on the informal system requirements, a CPS is specified by a Petri net. Such a description naturally reveals the concurrency relations in the system. Furthermore, Petri nets are supported by various verification techniques that permit the detection of errors and mistakes at an early specification stage. Therefore, they can be found in various fields, like flexible manufacturing systems [25,67], system engineering [68], distributed systems [26], robot-control applications [69], transportation [70], as well as systems implemented in digital devices [49,51,71].

3.2. Formal Verification and Analysis of the Initial Specification

Formal verification of a Petri net ensures that initial requirements are satisfied in the finally implemented system. The specification of the control part of the CPS can be formally verified with the application of the model checking technique [72,73]. Such a formal verification can be automatically performed by the so-called model checkers, e.g., the nuXmv tool [74]. The verifiable models (in the format of the chosen model checker) are quite long, so they can be automatically generated based on the much shorter specification models.

In the paper, we propose to use the simple rule-based logical model (RBLM) (based on the Petri net model) to perform the stage of model checking of the CPS specification. The RBLM describes places and transitions (basic elements of a net) and presents how the marking evolves. Note that the proposed design approach allows for application of any known model-checking tools. In our considerations, we use the nuXmv symbolic model checker, supported by m2vs tool ([26]).

The m2vs tool, based on the RBLM, generates a verifiable model, but additionally also a synthesizable model of the analysed system [26]. It is worth noting, that the complete process is automated. As a result, two models of the CPS are obtained. The first one includes a specification in a synthesizable VHDL code (and can be used for prototype implementation), and the second one contains a verifiable model (in the format of the nuXmv tool), which has only to be supplemented by the requirements definition to perform the model checking process. Both models reflect the primary, Petri net-based specification and are consistent with each other.

Beside the methods, additional analysis of the system is performed. Firstly, safeness of the net is checked. It can be executed, for example, by computation of SM-cover in the net [75,76]. Furthermore, main properties of the net can be checked [26,49,51–53,77–85], such as classification of the net, number of reachable states, number of place invariants, total number of SMCs, etc. Additionally, concurrency, as well as sequentiality relations in the net can be examined [23]. It should be noted that all the above properties can be easily analysed automatically within dedicated tools, such as IOPT-Tools [86], PIPE [87] or Hippo system [88].

3.3. Modelling of the System

In the proposed design method, after successful formal verification and analysis of the initial specification, the system is modelled with hardware description language (HDL). The system is divided into some components (modules) that are connected with each other via internal buses. The modules can be executed either sequentially or concurrently, which show how the tasks are realised within the system. The components, which are synchronous, additionally use the clock signal. Detailed information about modelling of the system in HDLs can be found in other authors publications ([26,49,89,90], please also refer to Section 4.3, where modelling of exemplary CPS is shown). Note that there is no restriction regarding the applied hardware description language. In the proposed approach, the CPS can be modelled in any language that is oriented for further implementation in hardware. In particular, this paper shows use of Verilog code (as shown in Section 4.3), but VHDL language (or even mixed design—based on both, Verilog and VHDL) can be applied, as well.
3.4. Software Verification of the System

The correct functionality of the designed algorithms can be checked using dedicated simulation programs by performing the so-called numeric experiment. In order to perform such verification, all signals should be implemented in the form of numerical data (test-scenario) in a simulation system. In the presented design flow, a MATLAB simulation is applied. This tool (delivered by MathWorks) offers versatile and robust options in simulation and control verification of power electronic converters using Simulink Toolbox from MathWorks. It is assumed that the initial data is stored in a text file, which is the result of software simulation of HDL code. This simulation can be performed with the use of any tool that supports verification of the HDL code (such as Active-HDL from Aldec, ModelSim from Mentor Graphics, etc.). In this paper, we shall apply Active-HDL simulator to produce software simulation, which will be further used for numerical testing of the correctness of the prototyped SVM algorithm (Section 4.4).

3.5. Hardware Implementation of the System with the Application of the Programmable Device

After software verification, the system can be physically implemented in hardware with the application of the programmable device. The implementation involves additional operations, such as logic synthesis, logic implementation and generation of the final bit-stream (data sent in order to program an FPGA). Particular actions are performed as required by the vendor of the targeted device using the specialised tools. In this paper, we follow the guidelines from Xilinx, since the algorithm presented the case-study example was implemented in the FPGA produced by this vendor. Note that more detailed information about implementation of systems specified by Petri nets in FPGAs can be found in [89].

3.6. Hardware Verification

Finally, the correctness of the algorithm (implemented in hardware in the previous stage) is verified by performing test-scenarios and measuring the control signals. In the paper it is proposed to apply the verification based on the measurement by the oscilloscope, which is directly connected to a device (FPGA, see Section 4.6). It is worth noting, that the test-scenarios can be the same as in the software verification step. Only by obtaining correct software and hardware verification results can there be any confidence that the designed and implemented system meets all the initial requirements.

4. Case-Study Example (Hardware Implementation of the Proposed Method)

Let us explain the approach proposed in the paper with the use of a real cyber-physical system. As an exemplary CPS, a direct matrix converter with space vector modulation algorithm (described in detail in Section 2.2) was chosen. The SVM algorithm was initially specified with the use of a live and safe Petri net. Then, it was analysed and formally verified to ensure that the specification does not contain any ill-modelled parts. At the subsequent step, the system is modelled with the use of HDL. Before the implementation in the hardware, the system was once again verified (based on the description in the HDL code). Finally, after the hardware implementation, the CPS was verified for the third time to be sure that the realised system meets all the initial requirements. Let us describe each of the steps in more detail.

4.1. Specification of the System with the Use of a Petri Net

Initially, based on the system requirements, a Petri net is created (Figure 5). The net is live and safe (Definitions 3 and 4 presented in Section 2.1). The net contains 49 places and 31 transitions. 32 places (marked in Figure 5 in blue) are associated with particular hardware tasks executed by the system. The remaining 17 places (marked in yellow) are used for synchronisation purposes. It is worth mentioning that hardware tasks (marked in blue) could be performed sequentially or concurrently. To perform the SVM algorithm, the 32 main “cyber” tasks have to be realised. Most of them are
executed concurrently, e.g., commutation signal generation or computations of values for load voltages and source currents.

![Petri net-based description of the presented direct matrix converter.](image)

Figure 5. Petri net-based description of the presented direct matrix converter.

The presented system works as follows. The realisation of the SVM algorithm starts from the place \( p_1 \) (the initial marking of the net). Then, based on the input values, the instantaneous values of the load voltages \( u_{ab}, u_{bc}, u_{ca} \) (places \( p_2, p_3, \) and \( p_4 \)) and source currents \( i_A, i_B, i_C \) (places \( p_5, p_6, \) and \( p_7 \)) are set. Next, the real and imaginary parts for the space vectors \( u_{OL} \) and \( i_E \) are concurrently computed [91]. The place \( p_{16} \) is assigned with the computation of the real part \( (Re) \) of the space vector for \( u_{OL} \):

\[
Re(u_{OL}) = \frac{1}{3} (2u_{ab} - u_{bc} - u_{ca})
\]  

while place \( p_{17} \) is in response for the imaginary part \( (Im) \) of the space vector for \( u_{OL} \) computation:

\[
Im(u_{OL}) = \frac{\sqrt{3}}{3} (u_{bc} - u_{ca}).
\]

In an analogous way, the calculation of the real part \( (Re) \) of the space vector for \( i_E \) (place \( p_{18} \)) is performed:

\[
Re(i_E) = \frac{1}{3} (2i_A - i_B - i_C)
\]

and place \( p_{19} \) is assigned with the calculation of the imaginary part \( (Im) \) of the space vector for \( i_E \):

\[
Im(i_E) = \frac{\sqrt{3}}{3} (i_B - i_C).
\]

Afterwards, computations regarding sectors and angles are executed (concurrently for voltages and currents). Places \( p_{20}, p_{22}, \) and \( p_{24} \) are responsible for the computation of angle \( \alpha_O \) for \( u_{OL} \), the sector \( S_O \) computation and angle \( \alpha_O \) scaling, respectively.

In the place \( p_{20} \) the angle \( \alpha_O \) among the real and imaginary parts of the space vector for \( u_{OL} \) is calculated according to the equation:

\[
\alpha_O = \arctan \left( \frac{Im(u_{OL})}{Re(u_{OL})} \right).
\]
Then, based on the angle $\alpha$ the calculation of the sector $S$ for the voltage space vector is computed (place $p_{22}$). Finally, in place $p_{24}$ scaling (normalisation) of the angle $\alpha$ from the range $-\pi \leq \alpha \leq \pi$ to the range $-\frac{\pi}{6} \leq \alpha \leq \frac{\pi}{6}$ is performed depending on the sector $S$ [91].

Simultaneously to the places $p_{20}, p_{22},$ and $p_{24}$, the calculation of angle $\beta_i$ for $i_S$, the sector $S_i$ and angle $\beta_i$ scaling is performed (places $p_{21}, p_{23},$ and $p_{25}$).

Similarly, the computation of the angle $\beta_i$ among the real and imaginary parts of the space vector for $i_S$ (place $p_{21}$) is executed:

$$\beta_i = \text{atg} \left( \frac{\text{Im}(i_S)}{\text{Re}(i_S)} \right). \tag{15}$$

Based on the angle $\beta_i$ (place $p_{23}$), the sector $S_i$ for the voltage space vector is computed. Lastly, according to the place $p_{25}$ the angle $\beta_i$ is scaled from the initial range $-\pi \leq \beta_i \leq \pi$ to the range $-\frac{\pi}{6} \leq \beta_i \leq \frac{\pi}{6}$.

Places $p_{26}, \ldots, p_{29}$ are responsible for data transformation, and places $p_{30}, \ldots, p_{33}$ perform the computation of the trigonometric functions. Then, the modulation duty cycles (within concurrent places $p_{42}, \ldots, p_{45}$) are computed. Based on those results, the internal PWM signals $S_{aA}, \ldots, S_{cC}$ are computed (place $p_{46}$).

Finally, the output commutation signals $(T_{aA1}, T_{aA2}, T_{aB1}, T_{aB2}, T_{aC1}, T_{aC2}, T_{bA1}, T_{bA2}, T_{bB1}, T_{bB2}, T_{bC1}, T_{bC2}, T_{cA1}, T_{cA2}, T_{cB1}, T_{cB2}, T_{cC1}, T_{cC2})$ are generated—each line independently (place $p_{47}$ for line $a$, place $p_{48}$ for line $b$, and $p_{49}$ for line $c$).

### 4.2. Formal Verification and Analysis of the Initial Specification

The net from Figure 5 can be formally verified using the model checking technique and the simple rule-based logical model (RBLM). In order to do this, the net is firstly written as an RBLM, where the only variables are Petri net places. The initialisation therefore includes only the initial marking of the net, i.e., place $p_1$. Then, all the transitions from the Petri net are written as separate rules, each one consisting of pre-conditions (conditions for firing a transition) and post-conditions (showing how the net marking changes in the next state of the system). The rules for the considered case study are listed in Listing 1. Please note, that each rule is labelled, and the post-conditions include both places that become inactive (do not include a token anymore, indicated by exclamation mark) and places that become active (already have a token).

The complete RBLM for the case study consists of 36 lines. Then, the developed m2vs tool is used to automatically generate the verifiable model in the nuXmv format, but also the synthesizable prototype model in the VHDL language. The verifiable model consists of 345 lines, which is almost ten times more than the initial RBLM, but which is needed to perform formal verification. The synthesizable model consists of 229 lines, which is still over six times more than the RBLM. Let us point out that thanks to the automatic generation of models, both resulting models are consistent with each other, and the prototype implementation in the FPGA device satisfies the requirements that hold in the verifiable model. The verifiable model has then been supplemented with the list of structural requirements for the modelled system. Model checking of the specification confirms that all places of the net are reachable and that the Petri net is live.

After formal verification step, the initial specification expressed as a Petri net model was analysed with the application of dedicated on-line tools: Hippo system [88] and the IOPT-Tools [86]. The following properties of the Petri net were checked by these tools: classification of the net, safeness, liveness, number of reachable markings (states in the net), the minimal number of SMCs that are required to cover the net. Table 2 presents the achieved results of analysis.
Listing 1. Rules in the rule-based logic model (RBLM) of the Petri net from Figure 5.

<table>
<thead>
<tr>
<th>TRANSITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1: p1 -&gt; X (!p1 &amp; p2 &amp; p3 &amp; p4 &amp; p5 &amp; p6 &amp; p7);</td>
</tr>
<tr>
<td>t2: p3 -&gt; X (!p3 &amp; p8 &amp; p10);</td>
</tr>
<tr>
<td>t3: p4 -&gt; X (!p4 &amp; p9 &amp; p11);</td>
</tr>
<tr>
<td>t4: p5 -&gt; X (!p5 &amp; p12 &amp; p14);</td>
</tr>
<tr>
<td>t5: p6 -&gt; X (!p6 &amp; p13 &amp; p15);</td>
</tr>
<tr>
<td>t6: p2 &amp; p8 &amp; p9 -&gt; X (!p2 &amp; !p8 &amp; !p9 &amp; p16);</td>
</tr>
<tr>
<td>t7: p10 &amp; p11 -&gt; X (!p10 &amp; !p11 &amp; p17);</td>
</tr>
<tr>
<td>t8: p12 &amp; p13 -&gt; X (!p12 &amp; !p13 &amp; p18);</td>
</tr>
<tr>
<td>t9: p7 &amp; p14 &amp; p15 -&gt; X (!p7 &amp; !p14 &amp; !p15 &amp; p19);</td>
</tr>
<tr>
<td>t10: p16 &amp; p17 -&gt; X (!p16 &amp; !p17 &amp; p20);</td>
</tr>
<tr>
<td>t11: p18 &amp; p19 -&gt; X (!p18 &amp; !p19 &amp; p21);</td>
</tr>
<tr>
<td>t12: p20 -&gt; X (!p20 &amp; p22);</td>
</tr>
<tr>
<td>t13: p21 -&gt; X (!p21 &amp; p23);</td>
</tr>
<tr>
<td>t14: p22 -&gt; X (!p22 &amp; p24);</td>
</tr>
<tr>
<td>t15: p23 -&gt; X (!p23 &amp; p25);</td>
</tr>
<tr>
<td>t17: p26 -&gt; X (!p26 &amp; p30);</td>
</tr>
<tr>
<td>t18: p27 -&gt; X (!p27 &amp; p31);</td>
</tr>
<tr>
<td>t19: p28 -&gt; X (!p28 &amp; p32);</td>
</tr>
<tr>
<td>t20: p29 -&gt; X (!p29 &amp; p33);</td>
</tr>
<tr>
<td>t21: p30 -&gt; X (!p30 &amp; p34 &amp; p38);</td>
</tr>
<tr>
<td>t22: p31 -&gt; X (!p31 &amp; p36 &amp; p40);</td>
</tr>
<tr>
<td>t23: p32 -&gt; X (!p32 &amp; p35 &amp; p37);</td>
</tr>
<tr>
<td>t24: p33 -&gt; X (!p33 &amp; p39 &amp; p41);</td>
</tr>
<tr>
<td>t25: p34 &amp; p35 -&gt; X (!p34 &amp; !p35 &amp; p42);</td>
</tr>
<tr>
<td>t26: p36 &amp; p37 -&gt; X (!p36 &amp; !p37 &amp; p43);</td>
</tr>
<tr>
<td>t27: p38 &amp; p39 -&gt; X (!p38 &amp; !p39 &amp; p44);</td>
</tr>
<tr>
<td>t28: p40 &amp; p41 -&gt; X (!p40 &amp; !p41 &amp; p45);</td>
</tr>
<tr>
<td>t30: p46 -&gt; X (!p46 &amp; p47 &amp; p48 &amp; p49);</td>
</tr>
<tr>
<td>t31: p47 &amp; p48 &amp; p49 -&gt; X (!p47 &amp; !p48 &amp; !p49 &amp; p1);</td>
</tr>
</tbody>
</table>

Table 2. Results of analysis of the Petri net from Figure 5.

<table>
<thead>
<tr>
<th>Property of the Net</th>
<th>Result of the Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of places</td>
<td>49</td>
</tr>
<tr>
<td>Number of transitions</td>
<td>31</td>
</tr>
<tr>
<td>Classification</td>
<td>MG-net (Marked Graph)</td>
</tr>
<tr>
<td>Safeness</td>
<td>TRUE</td>
</tr>
<tr>
<td>Liveness</td>
<td>TRUE</td>
</tr>
<tr>
<td>Number of reachable markings (states)</td>
<td>239</td>
</tr>
<tr>
<td>Number of all place invariants in the net</td>
<td>240</td>
</tr>
<tr>
<td>Number of all SMCs in the net</td>
<td>10</td>
</tr>
<tr>
<td>SM-coverability of the Petri net</td>
<td>TRUE</td>
</tr>
<tr>
<td>Minimal number of SMCs to cover the Petri net</td>
<td>10</td>
</tr>
</tbody>
</table>

Regarding the presented results, it can be noticed that two crucial properties of the Petri net have been met—the analysed net is safe and live. This means that the designed system neither contains any deadlocks, nor unreachable states. Therefore, it is specified in a proper way.

The detailed analysis of the Petri net shows that the net belongs to the MG-nets. This information is very useful if further optimisations are planned, because this particular subclass has interesting properties [49,52]. Furthermore, the total number of p-invariants in the Petri net is equal to 240, while the number of reachable markings (states) is 239. Moreover, the net is SM-coverable, which indicates
that the system can be decomposed into independent components. This can be useful in the case of
the system implementation in devices that operate in a sequential manner (such as programmable
logic controllers, PLCs) or if further dynamic partial reconfiguration of the system in FPGA devices is
planned (see [48] for details).
To conclude the above discussion, the results of the analysis of the initial specification show
that the net is safe, live and has been properly designed. Furthermore, it is possible to apply further
optimisations of the specified system.

4.3. Modelling of the System

Once the designer is sure that the initial specification does not contain any formal errors,
nor mistakes, the system can be modelled with the application of the HDL. It is a non-trivial task
because many of the places in the designed Petri net relate to a quite complicated computation task
(especially if the hardware has limited hardware resources). In the proposed approach the Verilog
language was chosen as a modelling language.

Figure 6 presents the diagram of the modelled system based on the Petri net. Each place of the
Petri net in Figure 5 marked in blue refers to the particular module of the system. All these modules
are connected to each other via internal buses. Moreover, the clock signal (clk) was introduced to the
system because most of components are synchronous. Furthermore, to reset seven blocks of the system
the special ‘reset’ signal was delivered.

Each of the 19 modules presented in Figure 6 is responsible for a computational task:

- four modules (p₁₁, . . . , p₁₉) are responsible for calculation of the real and imaginary parts of the
  space vector for voltages and currents;
- two modules (p₂₀, p₂₁) perform angle computation of the space vectors;
- two modules (p₂₂, p₂₃) compute sectors of the space vectors;
- two modules (p₂₄, p₂₅) realise angle normalisation;
- four modules (p₄₂, . . . , p₄₅) execute duty computation and organisation;
- one module (p₄₆) is responsible for switching of the PWM signals;
- three modules (p₄₇, . . . , p₄₉) generate final commutation signals;
- one module was designed for clock signal (clk) division.

![Figure 6. Diagram of the modelled system with application of hardware description language (HDL)
based on the Petri net.](image-url)
It is worth noting, that many of the above described modules are executed concurrently (for example four modules that calculate the real or imaginary parts of the space vectors, two modules responsible for angle normalisation, or three modules generating final commutation signals). Moreover, the computation of the mathematical arctangent function is realised with the application of a coordinate rotation digital computer (CORDIC) method. In particular, the intellectual property (IP-core) from Xilinx is used [92].

The exemplary Verilog specification of selected module ($p_{16}$—calculation of the real part of the space vector for voltages) is presented in Listing 2. The same module is used in block $p_{18}$, however different input is delivered for this module instance. The internal blocks Multiply_1QN simply perform multiplication of remaining values in the remaining notation 1QN [92].

**Listing 2.** Verilog source code of the real part computation for the space vector for voltages ($p_{16}$, $p_{18}$).

```verilog
//computation of Re: result=2/3*x1-1/3*x2-1/3*x3
module Calculate_Re(result,x1,x2,x3);
output [12:0] result;
input [12:0] x1,x2,x3;
wire signed [12:0] x1_signed,x2_signed,x3_signed;
Multiply_1QN m1 (x1_signed,x1,13'b 0001010101010); //2/3 * x1
Multiply_1QN m2 (x2_signed,x2,13'b 0001010101010); //1/3 * x2
Multiply_1QN m3 (x3_signed,x3,13'b 0001010101010); //1/3 * x3
wire signed [12:0] Re_signed;
wire [12:0] Re;
assign Re_signed=x1_signed+x1_signed-x2_signed-x3_signed;
assign Re=(Re_signed [12:11]==2'b10)?13'b1100000000000:
    (Re_signed [1 2:11]==2'b01)?13'b0100000000000:Re_signed;
assign result=Re;
endmodule
```

4.4. Software Verification of the System

Figure 7a presents the procedure of the software verification of the system. The verification process applied two specialised tools.

Firstly, based on the test-scenarios prepared by the designer, Active-HDL software from Aldec was used in order to generate results in text format. Those values were further read into the MATLAB/Simulink tool from MathWorks. The main view of Simulink program is presented in Figure 7b. A program presenting power electronics switches and a part of the program responsible for reading control signals from previously generated files is shown in Figure 7c.

The proper functionality of the SVM modulation algorithm and commutation strategies has been verified. In the obtained results (Figure 8), there were no visible abnormal states resulting from the incorrectness of the created algorithms. Even the disturbance generated in the supply voltage does not cause incorrect results. The obtained output currents without overcurrent change to a steady state point resulting from power supply and load conditions.
Firstly, based on the test-scenarios prepared by the designer, Active-HDL software from Aldec was used in order to generate results in text format. Those values were further read into the MATLAB/Simulink tool from MathWorks. The main view of Simulink program is presented in Figure 7b. A program presenting power electronics switches and a part of the program responsible for reading control signals from previously generated files is shown in Figure 7c.

The proper functionality of the SVM modulation algorithm and commutation strategies has been verified. In the obtained results (Figure 8), there were no visible abnormal states resulting from the incorrectness of the created algorithms. Even the disturbance generated in the supply voltage does not cause incorrect results. The obtained output currents without overcurrent change to a steady state point resulting from power supply and load conditions.

Figure 8. The results of software verification the system.

4.5. Hardware Implementation of the System

The designed and verified system was modelled with application of the HDL. Then the Verilog specification (using specialised Vivado synthesis tool from Xilinx) was logically synthesised in order to program an FPGA device (XC7A35T from Xilinx Artix-7 family was used). The consumption of the hardware resources of XC7A35T device is presented in Table 3.
The results show that the consumption of the hardware resources in each case was below 40%. This means that also other components can be integrated in the system (e.g., analogue-to-digital converters, specialised IP-cores).

After the synthesis of the system, using bit-stream generated at this stage, the implementation of the real hardware device was done. To realise this task, the Basys 3 Artix-7 FPGA Trainer Board from Digilent with integrated XC7A35T-1CPG236C Xilinx FPGA device was used. The values of the prerequisites were as follows:

- the sequence of modulation period was set to 100 kHz (the value of \( T_{\text{Seq}} \) was set to 10 \( \mu \text{s} \));
- the commutation switch period was set to 0.2 \( \mu \text{s} \);
- the value of the parameter \( \phi_i \) (used in Equations (6)–(9)) was set to 0 (constant value);
- the main oscillator (clock signal) frequency was set to 100 MHz.

### 4.6. Hardware Verification of the System

Lastly, the appropriate behaviour of the implemented algorithm was verified by measuring the transistor control signals direct on the I/O pins of the FPGA device. Figure 9 shows the empirical results of measurement signals. The \( S_{aA}, S_{aB}, S_{aC} \) signals obtained during SVM process, as well as the individual transistors \( T_{aA1}, T_{aA2}, T_{aB1}, T_{aB2}, T_{aC1}, T_{aC2} \) signals obtained during the commutation strategy and the current direction signal \( \text{sign}(i_a) \), are shown in the presented oscillogram. The different switching arrangements of transistors occur for different sign of the load current. For the negative current sign, the \( S_{aB} \) is in turn-on and the \( S_{aA} \) is in turn-off. The arrangement is as follows: \( T_{aA1} \rightarrow \text{OFF}, T_{aB2} \rightarrow \text{ON}, T_{aA2} \rightarrow \text{OFF}, T_{aB1} \rightarrow \text{ON} \). For the opposite current sign, the \( S_{aC} \) is in turn-on and the \( S_{aB} \) is in turn-off. The sequence is as follows: \( T_{aB2} \rightarrow \text{OFF}, T_{aC1} \rightarrow \text{ON}, T_{aB1} \rightarrow \text{OFF}, T_{aC2} \rightarrow \text{ON} \). The delay time \( (t_d) \) of the transistors’ switching time is equal to 0.2 \( \mu \text{s} \). The presented signals agree to the general switching pattern which is shown in Figure 1b. The presented testing procedure gives high hopes that the implementation of the obtained algorithms in the real prototype will not damage it and will ensure its correct operation.

**Figure 9.** The measurement of control signals for output phase “a”.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Consumption</th>
<th>Available</th>
<th>Utilisation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in Digital Signal Processing blocks</td>
<td>16</td>
<td>90</td>
<td>17.78</td>
</tr>
<tr>
<td>Block Random Access Memory</td>
<td>18</td>
<td>50</td>
<td>36.00</td>
</tr>
<tr>
<td>Flip-Flop registers</td>
<td>4304</td>
<td>41,600</td>
<td>10.35</td>
</tr>
<tr>
<td>Look-Up Tables</td>
<td>4837</td>
<td>20,800</td>
<td>23.25</td>
</tr>
</tbody>
</table>

Table 3. Results of utilisation of the hardware resources of XC7A35T FPGA device.
5. Conclusions

A novel prototyping method of a control part of a cyber-physical system is proposed in the paper. The presented solution is aimed at the verification of the designed system, and thus it bridges the gap in current CPS design methods. The approach is strongly focused on the verification aspects. Indeed, the system is analysed and verified three times at various stages of the design flow. Firstly, the model checking of the initial specification is executed and the system is verified against the structural properties which permits to avoid formal errors and prototyping mistakes (such as deadlocks or non-reachable states). Afterwards, the CPS is verified at the software modelling stage (software simulation and numerical verification). Finally, hardware verification of the already implemented CPS is performed.

The main advantage of the proposed verification-oriented methodology relies on the multiple verification of the system. The CPS is checked at various stages of the design process in order to minimise the possible errors and mistakes. It is worth noting that the presented solution does not involve any dedicated tools (except MATLAB/Simulink software), nor additional conversions. It means that the designer is able to perform the formal verification with the application of any known tool that supports model-checking of Petri nets (in the paper nuXmv model checker was applied). Moreover, the software verification can be executed with the use of any simulator (in the paper Active-HDL was applied). Finally, there are no restrictions regarding the modelling stage. The system can be modelled in any hardware language that is designed for further implementation in programmable devices. In the paper, Verilog was used, however VHDL language can be equally applied (to describe the whole design or particular modules).

The main limitation of the proposed design methodology refers to the specification stage. The system ought to be described by a Petri net. Obviously, it requires specialised knowledge on the designer’s side. Furthermore, the proposed technique applies dedicated MATLAB/Simulink software. This step (software verification) is not necessary in the design process, but it gives a high degree of assurance of proper functionality of the system before the implementation in hardware.

For future research, it is planned to enhance the proposed technique by other specification methods of CPS. In particular, other graphical descriptions based on the UML-like state machine diagrams are going to be considered. These diagrams support the two important features of the nowadays designed CPS-like hierarchy and concurrency and are very intuitive and efficient (especially in combination with MDD techniques).

Furthermore, the proposed verification-oriented design approach, where the designed CPS is analysed and verified several times, can be also very useful in the safety-critical control systems development process, which is highly focused on the validation and verification aspects.

Moreover, other software verification methods will be analysed to propose alternatives for MATLAB/Simulink. Although the fact is that this tool is very popular among engineers, there are still to be found some designers that are not closely familiar with this software. Another reason is that the MATLAB/Simulink system is quite expensive and under certain circumstances can be substituted by open source alternatives.
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