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Abstract: The rise of the internet has led to rapid development of online group buying, and with the various functions and analysis tools provided on the internet, consumers are making more purchases than ever before. In addition to attracting consumers to buy products or services via online shopping platforms, the industry’s online group buying market allows customers to enjoy preferential prices together. Consumers can bargain through large-scale purchases. Through quantity-based pricing, the effect of the decline on consumers’ expected price will be enhanced, and consumers will be able to purchase products at lower prices, which encourages more consumers to join group buying schemes. In terms of product cost, online shopping operations enable manufacturers to save shop setup and inventory costs, and some of these cost savings may be reflected in the selling price, which can enable customers to obtain products at lower prices. The grey decision model is used for further in-depth exploration. The purpose of this study is to use the grey correlation ranking and grey multi-attribute decision-making (TOPSIS) process to further determine the optimal shelf-time, inventory quantity, and selling price (key parameters) of commodities, in order to design a plan that makes maximum profit for the industry and provides the best service to customers.

Keywords: online group buying; grey correlation ranking; grey multi-attribute decision-making; key parameters

1. Introduction

According to the statistics of the industry, the output value of the Taiwanese group purchase market is more than NT$12 billion if the group purchase website is conservatively estimated. No matter whether it is an offline or community platform, such as open group transactions that cannot be accurately calculated, it can be seen that the online group buying business opportunities are unlimited. For consumers, group buying activities can gather the power of the masses, order high-volume goods from sellers, lower the price of products, and obtain bargaining power to obtain the best buying conditions. For suppliers, consumers can spontaneously spread consumer information. While reducing the cost of enterprise marketing, this does not affect the number of orders. It is thus known that group purchases give both parties a win-win situation, and therefore, group buying has become a popular consumption pattern [1–3].

Online group buying is a very popular consumption method today. This is mainly due to the maturity of network technology and the objective analysis provided by the industry. Therefore, it
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attracts many people to participate in online group buying. Due to the large number of participating customers, the customers are unknown to each other. Therefore, risk analysis of the online group buying community is important [1]. As the number of users shopping with mobile devices has increased significantly, if customers feel that the inventories of group buying websites are decreasing, they will be more motivated to purchase a product. Therefore, this study explored the impacts of the different types of consumers engaging in group purchases on the internet as well as the inventory and prices of the purchase needs of consumers and applied the grey-based decision-making model for further in-depth exploration [4,5].

Sometimes stores deliberately introduce group buying with ultra-low prices, which seems unprofitable on the surface, but, in fact, these merchants can earn enough exposure and a high enough netizen reputation, which provides an alternative marketing method; however, as group buying orders are large, they test the stores’ inventory capacity and the manufacturers’ production capacity. Sacrificing product quality and after-sales service due to the requirement of fast delivery is more likely to result in negative comments from netizens. This study considers the marginal decline rate of the inventory-dependent demand $G_0$, the upper limit of demand $L$, and other parameters which affect the inventory quantity of group buying operators. Operators must also possess knowledge regarding the arrangement of shelf-time of many commodities, for example, in response to summer vacation, more amusement parks, water sports, and other tourism tickets will be introduced. In addition, the shelf-time of commodities with high similarity should be staggered; for example, you will not see two groups of spicy hot pot on the same day, which provides the best arrangement within a limited range. Therefore, this study considers the influence coefficients of different commodity prices on different demands $E$, different unit costs $c$, and different commodity selling prices on the model. There are also many group buying websites in Taiwan (Gomaji, 17life, etc.) to help with marketing. “Group buying websites” will usually evaluate whether a providers’ products have selling points before allowing them on the shelves for sale, and there will be a price checking process before product providers submit their products. The selling price given to group buying websites by product providers must be 20% off of the actual price after a market survey. Moreover, group buying websites require product providers to give prices for one piece and a combination of multiple pieces (for example, bracket combinations of 1 piece/4 pieces/6 pieces), which means that 1 piece must be 15–20% off the market price, four pieces must be 25–30% off the market price, etc. In addition, depending on the product category, the commission will be about 15–20% (the logistics cost is borne by the product providers). Group buying websites have power, because they have loyal customers wanting bargains and their own marketing resources. A single product was once sold to nearly 2000 groups on Gomaji within a month. However, the disadvantage is that it is very difficult to sell a product at the original price after the group buying website breaks it down, as even if the cooperation ends, customers can still find the historical price recorded on the group buying website (consumers usually have an expectation psychology), which forms the consumer’s mentality of waiting for anniversary discounts. Therefore, this study focuses on the selling price of online group buying products and considers various parameters, such as the upper limit of demand $L$, the unit cost $c$, the influence coefficient of price on demand $E$, etc. This study uses the grey correlation ranking method and grey multi-attribute decision-making (plan selection) to further plan the optimal shelf-time, inventory quantity, and selling price (key parameters) of commodities in order to design a plan that makes maximum profit for the industry and provides the best service to customers [6–12].

2. Literature Review

Research has shown that, through the collective shopping mechanism of the internet, sellers can reduce the cost of recruiting customers and buyers can purchase products at lower prices [13]. Liaw et al. [14] found that, in the online shopping environment, perceived risk has a significant impact on consumers’ willingness to purchase; if consumers have a lower perceived risk, they will be more willing to purchase items on the internet. Chen et al. [15] discussed the preconditions of online group
buying willingness and found that the content of reviews on the website and the number of existing orders will influence the perceived risk and perceived trust, which will, in turn, affect the willingness to join group buying schemes. Group buying assembles groups of consumers who have similar goals or interests, and therefore, the purchasing power of the group is voluntarily assembled to negotiate with specific suppliers to obtain more favorable prices [5].

Kauffman and Wang [4] suggested that group buying attracts consumers in two ways: (1) the group purchase price is lower than the marked price of a retail store; and (2) engaging in group buying makes the customer feel that they have the ability to negotiate prices with suppliers. Suppliers can stimulate greater consumer demand and purchases under a pre-committed price-to-quantity mechanism that maximizes revenue; therefore, both consumers and suppliers can use the group purchase mechanism to make money [1]. One e-commerce model is the Customer + Customer to Business model (CC2B). The difference between the CC2B online buying platform and the B2CC online buying platform is that CC2B allows consumers to initiate group buying based on individual needs.

Currently, there are two common types of group bidding for CC2B online group purchases. First, a group purchase is initiated by a certain main purchaser on a group buying platform, which initiates the purchase of a certain product. The main purchaser is responsible for calling users who are interested in purchasing the product, recording the number of purchases, and finally, placing the orders with the seller. The main purchaser must represent the users of the group and negotiate with the seller for price, product quality, ordering and delivery dates, and other matters as well as consolidating the group members’ information, dealing with payment issues, and informing the group members of order deadlines and delivery locations. Under this group buying model, group members may not know each other, and the process may be complicated. Second, a group purchase is initiated by a main purchaser, which is then jointly purchased by friends, co-workers, classmates, or other people that the main purchaser knows, and then, group buying is opened on a group purchase platform. Although this group buying process also includes the above procedures and steps, it is easier to implement and is less complicated because the members are acquainted with each other.

In the past, most research on online group buying issues emphasized the characteristics of using the internet to increase the purchasing power of groups of strangers; therefore, the purchasing situations mostly belonged to the B2CC e-commerce model or the first group buying model of the above CC2B e-commerce models [4,5]. In reality, numerous cases of group buying occur in daily life, such as among office colleagues, friends, family, schoolmates, etc. Such cases belong to the second group purchase model of CC2B, as mentioned above. In this type of group buying, it is usually one person (the main purchaser) who initiates the group purchase of a product and invites other people to join the group; therefore, the main purchaser and the group buyers are acquainted. Since less research has focused on the online group buying model initiated by acquaintances and friends, research from different perspectives and an appropriate theoretical basis could aid in the theoretical development and practical applications of this topic in the future. Since most previous studies of online group buying were based on groups of strangers (consumers), scholars have often discussed the opinions and interest exchanges of netizens, human interactions, and social relations from the perspective of virtual communities or online communities [16].

In this group buying model, the product to be purchased might not be the same each time, and the members of each group purchase team could be different. Therefore, each time individuals face a group purchase, they will form a purchasing decision based on the product characteristics of the group formed at that time. Under the theory of the reference group, the phenomenon of an individual being affiliated with several reference groups at the same time can be more accurately reflected in daily life. Therefore, after considering the relevant theories of social relations, this study proposes that the discussion of reference groups is more consistent with the influence of the group on individual purchase decisions within the group buying activities, as initiated by colleagues, friends, or family, because the socialization process is affected by reference groups, and the social context to which individuals belong will shape consumer behaviors and influence individual purchase decisions [17].
Group buying, which is a popular activity, means consumers unfamiliar with each other are willing to cooperate on the internet to obtain products/services with lower discounts on online shopping platforms, such as Groupon, which advertises at least one super discount per day for products and services. With the help of mobile communications and new forms of social media (such as Facebook and Plurk), it has aroused even more responses from online consumers. Online group buying is different from traditional B2C online shopping, as its trading behavior involves a three-party relationship among group purchase websites (group buying website), cooperating stores, and consumers. Therefore, when group buying networks bring large orders to the stores, some stores may fail to meet the needs of the consumers due to over ordering and a lack of production capacity [18]. Sahay [19] pointed out that online group buying breaks geographical limitations, makes the price of the agreement more flexible, and allows consumers to have better buying conditions. Past research has also pointed out that the price of a product will affect the consumer’s perceived fairness, and thus, will influence their purchase willingness [20–22]. Traditional group buying is limited by territory; therefore, it is usually arranged with friends, family members, or colleagues who have the same needs in order to achieve the goal of reducing the purchase price [4,23,24]. For the product providers, time is the reason for the loss of consumers, as consumers have varying degrees of wait-acceptance when they have different waiting expectations [25].

The grey system theory focuses on the relational system model of ambiguity and the incomplete information system and conducts a relational analysis and model construction on the basis of prediction and decision-making. To understand the situation of the system so that the gray correlation analysis method can effectively deal with the uncertainty of things, multivariate input, discrete data, and data incompleteness are used. The grey theory research category is mainly divided into six parts: (1) grey generation; (2) grey relational analysis; (3) grey modeling; (4) grey prediction; (5) grey multi-attribute decision making; and (6) grey control [6,8,26–28]. The basic feature of gray theory is the ambiguity of the system’s information. In the grey theory system, information consists of two structures: one is an incalculable part, that is, the image is expressed; the other is a measurable part, that is, the data part of the information is expressed. In terms of the imagery of information, the grey theory holds that the system lets us know that it is usually an insufficient or partial image component. As far as the scale of information is concerned, grey theory points out that in terms of the measurement scale of the system, usually only one interval can be taken, and there is no way to obtain the exact value. The central problems that must be dealt with by the gray theory include the rise and fall of the country, economic, social, educational, and political factors. There are many variables in each system. Humans have limited understanding and mastery of the system, which represents a small part of the system or incomplete information. They can be regarded as only receiving part of the signal of the system. Other parts are miscellaneous (noise). The general statistical method used is to treat the noise as a residual term in the pattern. Compared with statistical methods, grey theory is characterized by the fact that the researcher has not fully been informed about the facts. In the case that the system is not fully understood, the small sample abnormal state (small and non-specifically distributed data) can still be used for the grey system. For theoretical analysis, on the contrary, the statistical probability method must use a large amount of data to find the regularity, and usually, there is a hypothesis that the data is normally distributed or close to the normal distribution. When the amount of data is insufficient, the statistical method is regarded as including the error in the change that does not conform to the regularity of items (or residuals), but also there is too little information to determine whether it is representative [6,8,26–28]. Grey relational analysis (GRA) is a quantitative comparative analysis of the developmental dynamics between grey system factors. It is based on the similarity or relative degree among the factors and the method of measuring the degree of the relationship among factors. It presents the various relationships among the relevant factors of the system as system decisions and predictive control, thereby providing useful information and a more reliable basis. Because the grey correlation analysis is based on the trends of development of various factors, a large number of data samples is not required. A good distribution law for the samples obtained is also not required, so the
amount of calculation required is small and does not occur. The results of the quantitative analysis of the grey scale and the results of the qualitative analysis do not occur. For the factors between the systems, the degree of change over time or with different objects is measured. In the process of system development, if the trend of change between factors is coherent, that is, the degree of synchronous change is higher, it can be said that the degree of the relationship between the two is higher; otherwise, it is lower. In grey multi-attribute decision-making, according to the characteristics of the factors, the choice of the upper limit effect measure, the lower limit effect measure, and the specific center effect measure can be considered, and most options can be chosen [6,8,26–28].

3. Research Method

In the online group buying feature, the relationship between demand and inventory is very important, so \( G_{0i} \) is used as the marginal decline rate of demand due to inventory. \( A_j \) is the demand for different stages, the upper limit effect measure, the lower limit effect measure, and the specific center effect measure, and TOPSIS \( (TC^*_j) \) describes the way that professional managers subjectively give weights [6,8].

3.1. Grey Correlation Ranking

The analysis of the factors of online group buying showed that the factors considered are likely to have the following characteristics. They are based on the similarity or relative degree among the factors and the method of measuring the degree of the relationship among factors. The various relationships are presented as a system of decision making and predictive control, thereby providing useful information and a more reliable basis. The obtained sample does not require a good distribution law, so the amount of calculation required is small, and it does not occur in cases where the results of quantitative and qualitative analyses do not require a measure of the magnitude of the change over time or from different subjects [2,6,8].

The degree of relevance between factors was determined using the grey correlation ranking method to identify the key factors affecting the system’s operation and to further analyze the key characteristics of the research variations. The research steps are described as follows [6,8]:

Step 1: Normalize the initial data, as shown in Equation (1):

\[
A_i(l) = \frac{y_i(l)}{\sum_{l=1}^{N} y_i(l)}, \quad i = a, \ldots, d, \quad l = 1, \ldots, N .
\]  

Step 2: Calculate the difference sequence with the specified standard column as the base. Use the average of the 0th column as the standard column. The difference sequence \( \Delta_{0i}(l) \) is calculated, as shown in Equation (2):

\[
\Delta_{0i}(l) = |A_0(l) - A_i(l)|, \quad i = 1, 2, 3, \ldots, l = 1, \ldots, N .
\]  

Step 3: Calculate the maximum difference \( \Delta_{\text{max}} \) and the minimum difference \( \Delta_{\text{min}} \), as shown in Equations (3) and (4):

\[
\Delta_{\text{max}} = \max_{i,j} \Delta_{0i}(l)
\]  

\[
\Delta_{\text{min}} = \min_{i,j} \Delta_{0i}(l).
\]  

Step 4: Calculate the grey correlation coefficient \( C_{0i}(l) \), as shown in Equation (5), where \( z \) is the adjustment coefficient. In general, the coefficient value is taken as 0.5; however, in order to increase the difference of the results, the grey correlation coefficient can also be adjusted as needed. The grey correlation coefficient is the degree of correlation between the reference sequence and the comparison sequence; when the grey correlation coefficient is closer to 1, it indicates that the correlation degree
between the reference sequence and the comparison sequence is higher; when it approaches 0, the correlation degree between the two becomes lower:

$$C_0(i) = \frac{\Delta_{\text{min}} + z \cdot \Delta_{\text{max}}}{\Delta_0(i) + z \cdot \Delta_{\text{max}}}$$  \hspace{1cm} (5)

Step 5: Calculate the degree of correlation $G_0$ between each column and the standard column, as shown in Equation (6):

$$G_0 = \sum_{l=1}^{N} \frac{C_0(i)}{N}.$$  \hspace{1cm} (6)

Step 6: Sort the degree of each factor influencing the system according to the calculation results of grey correlation given in Step 5.

3.2. Grey Multi-Attribute Decision-Making: Plan Selection

The plan selection method of grey multi-attribute decision-making refers to the combination of factors that make up all the possible decision-making factors in the process of multi-attribute decision-making when there are features with uncertain information in the scheme and then measures the effect of grey-based decision-making. After calculation and execution of the resulting combination of decisions, the decision-making matrix of the solution is used to determine the best solution. The calculation process first defines the decision-making factors of the plan. The grey multi-attribute decision-making scheme selection method defines the attributes as events, defines set $A$ as a set of events, and defines $d_i$ as one of multiple elements in a set of events, which is defined as one attribute $d_i$, $i = 1, 2, ..., n$. Multiple option plans are called countermeasures; set $B$ represents a set of multiple option plans, and $e_j$ is an element of a set of multiple option plans, which is represented by plan $e_j$, where $j = 1, 2, ..., m$. Each plan is displayed under the attribute as the influential content of the plan and is marked as $m_{ij}$ in the plan selection method of grey multi-attribute decision analysis, while the decision matrix $M = [m_{ij}]$ can be initially established according to the evaluation result of each plan under each attribute. This decision-making method must establish a preset standard column to calculate the grey correlation coefficient $C_0(i)$. The preset standard column is composed of $m_{ij}$, meaning the best estimation results according to the different properties under each attribute. Different calculation methods must be developed for the so-called definition of the best estimation results according to different properties by considering whether the objective of the attribute is large, small, or desirable. $A_{ij}$ represents the dependence calculation of each element in the series $\{m_{i1}, m_{i2}, ..., m_{in}\}$ corresponding to each distinct attribute $d_i$ and the default standard column. The calculation of the effect measure, as based on the estimation of different properties, is divided into the upper limit effect measure, lower limit effect measure, or specific center effect measure. Equation (10) indicates the attribute factor ranking ($U_i$) [6,8,26].

The upper limit effect measure is applicable when the requirement of the target effect is to be large (such as for quality, academic performance, etc.). Therefore, with the maximum result $u_{i}^{\text{max}}$ of all plans using attribute $d_i$ as the corresponding key factor in the preset standard column, the definition of the upper limit effect measure is, as shown in Equation (7),

$$B_{ij} = \frac{m_{ij}}{u_{i}^{\text{max}}}, \text{ where } u_{i}^{\text{max}} = \text{Max}_{j} m_{ij}.$$  \hspace{1cm} (7)

The lower limit effect measure is applicable when the requirement of the target effect is to be small (such as cost, noise, etc.). Therefore, with the minimum result $u_{i}^{\text{min}}$ of all plans under attribute $d_i$ used
as the corresponding key factor in the preset standard column, the definition of the lower limit effect measure is, as shown in Equation (8),

\[ B_{ij} = \frac{u_i^{\min}}{m_{ij}}, \text{ where } u_i^{\min} = \text{Min} \]

\[
\begin{align*}
&= m_{ij} \\
&
\end{align*}
\]

(8)

The specific center effect measure is applicable when the requirement of the target effect is a specified target (such as humidity, body temperature, etc.). Therefore, with target \( u_{i}^{\max} \) as the corresponding key factor in the preset standard column, the definition of the specific center effect measure is, as shown in Equation (9),

\[ B_{ij} = \frac{\text{Min}\{m_{ij}, u_{i}^{*}\}}{\text{Max}\{m_{ij}, u_{i}^{*}\}}. \]  

(9)

From the above three different definitions, it can be seen that the value of the dissimilarity effect measure is between 0 and 1, and the larger the value is, the better the evaluation performance of decision-making plan \( b_j \) under attribute \( d_i \) is.

3.2.1. Multi-Attribute Decision Matrix and Decision Criteria

Decision matrix \( F \) was built based on the effect measures of the estimation according to different properties \( A_{ij} \); if there are \( n \) key evaluation attributes, i.e., \( d_i \), where \( i = 1, 2, \ldots, n \) and \( p \) are option plans, i.e., \( e_j \), where \( j = 1, 2, \ldots, p \), the decision matrix \( F(n \times p) \) will be as shown in Equation (10)

\[
F = \begin{bmatrix}
    e_1 & e_2 & \ldots & e_n \\
    A_{11} & A_{12} & \ldots & A_{1p} \\
    A_{21} & A_{22} & \ldots & A_{2p} \\
    \vdots & \vdots & \ddots & \vdots \\
    A_{n1} & A_{n2} & \ldots & A_{np}
\end{bmatrix}.
\]

(10)

After the formation of the decision matrix, as based on the estimation according to different properties, the best plan can be calculated and selected according to the decision criteria. In the grey multi-attribute decision-making analysis method, the decision criterion for selecting a plan is to choose the largest effect measure in attribute \( d_i^* \) as the best solution, which means that, in the calculation of attribute \( d_i^* \), \( e_j \) is the best solution. As it considers the largest factor in each row, it is called the row decision, as shown in Equation (11):

\[
A_{j^*} = \text{Max}_{i} A_{ij} = \text{Max}_{i} \{A_{i1}, A_{i2}, \ldots, A_{ip}\}.
\]

(11)

In order to consider the integration results of all the properties of plan \( e_j \) with the estimation according to different properties, consider the \( TC^* \) weights of different properties, as shown in Equation (12). The calculation of \( A_j \) is shown in Equation (13).

3.2.2. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

Since the grey multi-attribute decision has not yet considered the opinions of professional managers, and TOPSIS includes the ways that professional managers subjectively give weights, the best solution is defined as all attributes having the best value. This study used TOPSIS and professional managers to identify possible factors that affect physical factors. The value measurement method of TOPSIS is based on the best ideal solution and the negative ideal solution. The ideal solution is to reach the maximum value of the large attribute and to reach the minimum value in the small attribute. For the convenience of calculation, after adjusting the small attribute to the desired value, the ideal
solution \( Q^* \) is the maximum value of all attributes, where the \( h_{ij} \) standardized score after multiplying the weight is [8].

\[
Q^* = \{ \max h_{ij} | i = 1, 2, \ldots, m \} = \{ h_j^* | j = 1, 2, \ldots, m \}.
\]

The distance from solution \( j \) to the most ideal solution is the degree of separation \( K_j^* \), and the distance to the negative ideal solution is the degree of separation, as defined.

\[
K_j^* = \sqrt{\sum_{i=1}^{n} (h_{ij} - h_{ij}^*)^2}, \quad j = 1, 2, \ldots, o.
\]

\[
K_j^- = \sqrt{\sum_{i=1}^{n} (h_{ij} - h_{ij}^{-})^2}, \quad j = 1, 2, \ldots, o.
\]

TOPSIS measures the distance between the best solution and the negative ideal solution by calculating the relative progress indicator and integrates the two degrees of separation in a proportional manner to measure the pros and cons of the solution. In other words, the closer a solution is to the most ideal solution and the farther away it is from the negative ideal solution, the better the solution is. This study defines \( TC_j^* \) as shown in Equation (12)

\[
TC_j^* = \frac{K_j^-}{K_j^* + K_j^-}, \quad j = 1, 2, \ldots, o
\]

where the measured \( TC_j^* \) value is between 0 and 1. The closer to 1 the value is, the further the solution is from the negative ideal solution. The closer to 0 the value is, the further the solution is from the ideal solution.

\[
A_j = \sum_{i=1}^{n} TC_j^* A_{ij}, \quad \sum_{j} TC_j^* \% = 100\%
\]

The maximum solution \( e_j \) under the combined results of \( A_j \) in this method is the best choice, as shown in Equation (13). \( A_j \) represents the demand of the solution, where \( j = 1, 2, \ldots, p \).

### 3.3. Model Derivation

Symbol definition:

- \( c \) : unit cost
- \( f \) : Monthly shelf fee
- \( J_y \) : The inventory in Stage \( y \), where \( y = 1, 2, \ldots, n \)
- \( \pi \) : Profit
- \( h \) : Shelf stage of group buying products
- \( s \) : Inventory quantity
- \( r \) : Selling price

The online group buying decision model used in this study was derived by referring to the demand function \( A_{ijy} = L - E_{ijy} \), which has been used in inventory-dependent demand studies conducted by scholars in the past [7]. This function is a linear function and was taken as the basic formula for developing the model in this study. Considering that group buying information is often incomplete, grey decision-making was incorporated into the model as the basis for construction. In addition to the inventory quantity, shelf time, and selling price in the online group buying decision model, the changes of other parameters, such as the cost per unit \( c \), the monthly shelf cost \( f \), and the shelf time of products \( h \), was also considered. The shelf cost affects the length of the shelf time of products. The above parameters were all used for the convenience of calculating the revenue of products. Based on the
above, the profit model of online group buying is equal to the total revenue of selling products minus the cost per unit and the shelf cost per unit time. $\Psi$ is used to express the profit of online group buying. The profit model of online group buying, as derived in this study, is shown in Equation (14) [6–8,29,30]. This decision-making model includes the idea that the samples obtained by the grey correlation analysis do not require a good distribution law, so the amount of calculation required is small, and the results of the quantitative and qualitative analyses are not necessary. The occurrence is a measure of the degree of correlation between factors that vary over time or among different objects. In grey multi-attribute decision making, the choice of most schemes can be considered according to the characteristics of the factors, considering the upper limit effect measure, the lower limit effect measure, and the specific center effect measure [6,8,26].

$$\max \quad \Psi(r, s, h) = r \left[ (L - Er - G_{0i}) \frac{1 - (1 + G_{0i})^h}{1 - (1 + G_{0i})} \right] - cs - fh$$

(14)

### 3.3.1. Inventory Function Deduction

The initial inventory (Phase-1 inventory) $J_1$ will be equal to the inventory quantity $s$. The Phase-2 inventory $J_2$ will be the inventory quantity $s$ minus the Phase-1 demand $A_{j1}$, meaning the quantity purchased by customers in Phase 1; and the Phase-3 inventory $J_3$ will be the Phase-2 inventory $J_2$ minus Phase-2 demand $A_{j2}$. In this way, the inventory function is shown as Equation (15) [6–8,29,30]

$$
J_1 = s \\
J_2 = s - A_{j1} \\
J_3 = s - A_{j1} - A_{j2} \\
\vdots \\
J_y = s - \sum_{y=1}^{h-1} A_{jy}.
$$

(15)

### 3.3.2. Demand Function Deduction

We extend the demand function derived by scholars in the past (Sarker et al., 1997) to the basic formula for the development of the demand function used in this study and discuss whether the consumer demand for online group buying will be affected by changes in inventory levels and selling prices. $A_j$ is the demand for stage $y$, $J_y$ is the inventory of stage $y$, $r$ is the selling price, $L$ is the upper limit of the demand, $E$ is the coefficient of influence of the price to demand, $G_{0i}$ is the marginal decline rate of the demand due to inventory, and $L$, $E$, and $G_{0i}$ are all positive constants. $G_{0i}$ is the marginal decline rate of demand due to inventory. Because the inventory is often affected by many factors, including positive and negative comments from online communities and important factors such as raw material prices and quality impacts, $G_{0i}$ can consider relevant key factors together to optimize the inventory for online group manufacturers. In addition, when considering the online group manufacturers to make inventory optimization decisions, sometimes the types of information obtained are inconsistent, and when there is a small number of cases, countermeasures still need to be taken.

After the result is deducted, its total demand function is as shown in Equation (16) [6–8,29,30]

$$A_{jy} = (L - Er - G_{0i}J_y).$$

(16)

In the case of $E^*r = 120$, the relationships among $L$, $G_{0i}$, $A_{jy}$, and $J_y$ and the $A_{jy}$ of demand increase and the $J_y$ inventory of $y$ for the period also increases, but $G_{0i}$ declines, as shown in Figure 1.
First, the demand-inventory-related function is taken as the first step of derivation, and then, a complete total demand function model is deduced. Assuming that the demand and inventory quantity are inversely related, it can be seen that the first-stage demand of $A_{j1}$ will be equal to the upper limit of demand $L$, as deduced by the product of the price-to-demand impact coefficient $E$ and the selling price $r$ minus the product of the marginal decline rate of the demand due to the inventory $G_{0i}$ and inventory quantity $s$. When the inventory quantity and selling price both decrease, the demand will increase; on the contrary, when the inventory quantity and selling price increase, the demand will decrease. Then, the general demand function is deduced by mathematical induction.

Deduction process of the demand function (Appendix A) [6–8,29,30]:

**Theorem 1.** The demand for commodities in stage $y$ can be determined by deductions, such as that shown in Equation (17) [6–8,29,30]:

$$A_{jy} = (L - Er - G_{0ys}) \times (1 + G_{0i})^{y-1}. \quad (17)$$

**Proof.** When $A_{j1}$ is consistent with the formula, the following formula is established:

$$A_{j1} = (L - Er - G_{0ys}) \times (1 + G_{0i})^{1-1}
= (L - Er - G_{0ys})$$

If every $k \in N$, the next step will be to prove whether $A_{jk}$ is true; $A_{jk+1}$ is also true, as shown below (Appendix B) [6–8,29,30]:

**Theorem 2.** The cumulative demand function from Phase 1 to Phase $y$ is shown in Equation (18) [6–8,29,30]:

$$\sum_{y=1}^{h} A_{jy} = (L - Er - G_{0ys}) \frac{1 - (1 + G_{0i})^y}{1 - (1 + G_{0i})}. \quad (18)$$

From the derivation of the demand function, we can see that $A_{j1} \sim A_{jy}$ is a geometric progression. Since the accumulated demand is the accumulated value of the geometric progression, we can obtain the accumulated demand function from Phase 1 to Phase $h$ by applying the formula of geometric progression [6–8,29,30].
3.4. Constructing the Profit Function of Online Group Buying

This study aims to develop a decision model for online group buying. The objective function ($\Psi$) is obtained by deducting the cost per unit and the shelf cost of the product from the revenue of the overall sales quantity. The total revenue from selling the product is obtained by multiplying the sales price per unit by the sum of demand $\sum_{y=1}^{h} A_{jy}$. The unit cost to be paid for the product is determined by subtracting the product with unit cost $c$ and inventory quantity $s$. Then, it is subtracted from the product of the shelf cost per unit time $f$ and the shelf period $h$, that is, the cost required for the product to be sold on the shelves. Assuming that there is no shortage in the online group buying in this study, the inventory quantity will definitely be greater than or equal to the total demand. From the above description, we obtain the decision model for online group buying, as shown in Equation (19) [6–8,29,30]

$$\text{Max } \Psi (r, s, h) = r \sum_{y=1}^{h} A_{jy} - cs^* - fh$$

$$= r \left[ (L - Er - G_{0i} s) \frac{1-(1+G_{0i})^h}{1-(1+G_{0i})} \right] - cs^* - fh$$

$$L > E > 0$$

$$L > rE$$

$$r, s, h \geq 0$$

Equation (19)

3.5. Analysis of the Optimal Shelf Time for Online Group Buying

Based on the decision model for online group buying, as constructed above, this study further discusses whether there is a certain degree of difference in the profit of online group buying under the consideration of different parameters, as determined through the partial differential method, and uses the model to discuss whether the inventory quantity $s$, shelf time $h$, and selling price $r$ will bring profit growth to the decision model for online group buying. Furthermore, the optimal formula solution of the decision model for online group buying is derived [6–8,29,30].

Analysis of optimal profit model for online group buying for

Theorem 3 ([6–8,29,30]). The general formula of $s$ is further derived from the restriction formula $s \geq \sum_{y=1}^{h} A_{jy}$, and it is assumed that the inventory quantity will be equal to the total demand under optimal conditions, as shown in Equation (20):

$$s^* = \sum_{y=1}^{h} A_{jy}$$

Equation (20)

Theorem 4. The optimal inventory quantity $s^*$ is shown in Equation (21) [6–8,29,30]:

$$s^* = \frac{(L - Er)(1 + G_{0i})^{-h} - 1 + (1 + G_{0i})^h}{G_{0i}}$$

Equation (21)
Proof. Based on Theorem 3, this study substitutes the total demand $\sum_{y=1}^{h} A_{y}$ into formula (20), and the optimal solution for $s^*$ is obtained after deduction, as shown in Equation (22):

$$s^* = \left( L - Er - G(0)s \right) \times \left[ \frac{1 - (1 + G(0))^h}{1 - (1 + G(0))^h} \right]$$

$$s^* = \left[ 1 - (1 + G(0))^h + G(0) \left[ 1 - (1 + G(0))^h \right] \right]$$

The optimal solution of the inventory quantity $s^*$ is substituted into the target formula $Max$:

$$Max \quad \Psi(r, s^*, h) = r \left[ L - Er - G(0)s \right] \times \frac{1 - (1 + G(0))^h}{1 - (1 + G(0))^h} - cs^* - fh$$

The optimal solution for $s^*$ is obtained after deduction, as shown in Equation (22):

Then, using the first-order partial differential, which is equal to zero, as the necessary condition, and the second-order partial differential, which is less than zero, as the sufficient condition, the optimal $r^*$ and $h^*$ values are obtained to maximize $\Psi$ in Equation (23). The parameter optimization solution is divided into three parts, as follows: (1) the profit function performs a partial differential function on the shelf time of the commodity to determine the optimal value; (2) the profit function performs a partial differential function on the selling price of the commodity to determine the optimal selling price; and (3) the profit function performs a partial differential function on the shelf time and selling price to detect whether the model satisfies the semi-negative characterization of the function.

3.6. Verification Analysis of the Profit Function Regarding the Shelf Time

The profit function $\Psi$ performs first-order partial differentiation on the commodity shelf-time $(h)$, as follows (Appendix C) [6–8,29,30]:

$$\frac{\partial \Psi}{\partial h} = -\frac{c(L-Er)(1+G(0))}{1-(1+G(0))^h}$$

$$\frac{\partial \Psi}{\partial h} = -\frac{r[1-(1+G(0))^h]}{[L-Er-(L-Er)(1+G(0))]} - \frac{G(0)}{1-(1+G(0))^h} = -fh$$

According to Equation (23), we can get the second-order partial derivative of the profit function as follows:

$$\frac{\partial^2 \Psi}{\partial h^2} < 0$$

Under the condition that the second-order partial differential of profit is less than zero and can satisfy the optimal shelf-time $(h)$ of commodities, the expected profit can reach the maximum value; thus, this study further deduced the optimal shelf-time of the commodity.

The first-order partial differential is set, as performed by the profit function $\Psi$ on the commodity shelf-time $(h)$, to zero.

It is known that the second-order partial differential of this profit function is less than zero. If we let $\frac{\partial^2 \Psi}{\partial h^2} = 0$, the optimal solution of shelf-time can be obtained by solving this equation, as shown in Equation (24):

$$h^* = \frac{\log \left[ \frac{(L-Er+E-Er^2)}{fG(0)} \right]}{\log (1 + G(0))}.$$
The profit function ($\Psi$) is used to perform first-order partial differentiation on the shelf-time ($h$) of the commodity, and the formula of the first-order partial differentiation is set to zero in order to obtain the optimal shelf period ($h^*$) through which online group buying can be used to maximize profit.

3.6.1. Verification Analysis of Profit Function Regarding Selling Price

The profit function ($\Psi$) performs first-order partial differentiation on the selling price ($r$), as shown in Equation (25)

$$\frac{\partial \Psi}{\partial r} = \frac{(1+G_0)^{\gamma}[\log L + 1 + G_0)h] + \frac{E}{r} \left[\log \left(1 + \frac{1 + G_0}{h}\right)\right]}{L + Ec - 2Er}$$

(25)

The second-order partial differential of the profit function ($\Psi$) to the selling price ($r$) is

$$\frac{\partial^2 \Psi}{\partial r^2} = -\frac{2E(1 + G_0)^{-h}[1 + (1 + G_0)^h]}{G_0}\leq 0.$$  

We get it for sure $\frac{\partial^2 \Psi}{\partial r^2} < 0$.

The first-order partial differential of the profit function ($\Psi$) on the selling price ($r$) (NT$) is set to be equal to zero. Knowing that the second-order partial differential of the profit function is less than zero and $\frac{\partial \Psi}{\partial r} = 0$, the optimal solution of the selling price can be obtained by solving this equation, as shown in Equation (26):

$$r^* = \frac{L + Ec}{2E}.$$  

(26)

By running first-order partial differentiation of the profit function ($\Psi$) on the selling price ($r$), we can see that the selling price and the profit have a reverse relationship, that is, when the selling price rises, the commodity cost will also rise, and the expected profit performance will decrease, and this phenomenon is in line with the actual situation. Then, the expression of the first-order partial differentiation is set to be equal to zero in order to determine the optimal shelf life $h^*$ through which Internet group buying can maximize its profit.

3.6.2. Semi-Negative Qualitative Verification of the Profit Function

The profit function ($\Psi$) differentiates between the period when the products are put on shelves ($h$) and the selling price ($r$), as shown below (Appendix E) [6–8,29,30] it can be seen that

$$\frac{\partial^2 \Psi}{\partial h \partial r} \leq 0$$

In the above partial differential process, the first-order partial differential is equal to zero, and the second-order partial differential is less than zero. It can be understood that the profit function in this study is a convex upward function, meaning that this model has a unimodal structure, and the maximum value of the profit function can be found.

Based on $\left(\frac{\partial \Psi}{\partial h}\right)\left(\frac{\partial \Psi}{\partial r}\right) - \left(\frac{\partial \Psi}{\partial h \partial r}\right)^2 \geq 0$, the profit function is tested to determine whether it satisfies semi-negative qualification, as

$$\frac{(1 + G_0)^{-2h}[-(L + Ec - 2Er)^2 + (2Ec - 2Er)(-L + Er)[1 + (1 + G_0)^h][\log(1 + G_0)]^2}{(G_0)^2} > 0$$
The above formulas show that when $\frac{\partial^2 \Psi}{\partial h^2} = 0$ and $\frac{\partial^2 \Psi}{\partial r^2} = 0$ and $\left(\frac{\partial^2 \Psi}{\partial h^2}\right)\left(\frac{\partial^2 \Psi}{\partial r^2}\right) - \left(\frac{\partial \Psi}{\partial h}\frac{\partial \Psi}{\partial r}\right)^2 \geq 0$ is satisfied, the profit function has a relative maximum, which also satisfies the semi-negative characterization of the profit function.

3.7. Optimal Inventory Quantity

The incentives for the development of Taichung City (Taiwan) are mostly related to the consumption-type service industry. The attracted consumer population is also dominated by the central region. The service industry’s population accounts for the absolute majority of the total employment population, and the service industry needs to have a fairly high level of knowledge. Therefore, many of the migrants attracted by Taichung City are those who have received upper-middle education, and they have lost the flow of traffickers. Therefore, they have formed an emerging white-collar class. These emerging white-collar workers have considerable educational standards and experience in the industries in which they work. They are mostly based in the service industry. The number of office workers in online group buying is also quite significant [2,10].

This case study used the general office workers as the research object. Because of the consideration of the feasibility factors, the study was based on the second largest city in Taiwan. The study explored the behaviors related to office group purchases, so it was locked in the service industry where office workers are the mainstay. Based on the “Statistical Data of the Human Resources Statistics Annual Report of the Executive Office of the Executive Yuan in the Republic of China in 106 years”, the researchers randomly selected the sample size by means of stratified proportional sampling. The numbers of samples for each service category are shown in Table 1. The online questionnaire was distributed according to the number of sample samples in Table 1. After validating the questionnaire through pre-testing of the revised questionnaire, 20 formal questionnaires were issued, and after the invalid questionnaires were deleted, there was a total of 420 valid questionnaires. Therefore, approximately 21 valid questionnaires (stratified sampling) were received in each period. The formula for estimating the finite population of the second largest city in Taiwan is $n = \frac{N}{\bar{N} \left(\frac{24.5}{2}\right) + 1}$, where the number of population bodies is known to be 559,000 with a 95% confidence level, and the number of samples is at least 384 [2,10]. Table 1 shows the estimated number of urban workers in the second largest city in Taiwan.

<table>
<thead>
<tr>
<th>Service Category</th>
<th>Number of Population Bodies (Unit: Thousands of People)</th>
<th>Estimated Number of Official Samples Taken (Unit: PEOPLE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wholesale and retail trade</td>
<td>219</td>
<td>150</td>
</tr>
<tr>
<td>Accommodation and catering industry</td>
<td>89</td>
<td>61</td>
</tr>
<tr>
<td>Finance and insurance</td>
<td>45</td>
<td>31</td>
</tr>
<tr>
<td>Professional, scientific, and technical service industry</td>
<td>45</td>
<td>31</td>
</tr>
<tr>
<td>Government employee</td>
<td>108</td>
<td>74</td>
</tr>
<tr>
<td>Healthcare and social work services</td>
<td>53</td>
<td>36</td>
</tr>
<tr>
<td>Total</td>
<td>559</td>
<td>384</td>
</tr>
</tbody>
</table>

4. Discussion

To speed up dispatching, group buying websites gather a large number of consumers with a large purchase amount (L) to accelerate the dispatching speed of merchants, reduce the inventory cost of manufacturers, improve the inventory turnover speed, and speed up the return of funds. The main purpose of group buying is to bargain with manufacturers to achieve more favorable purchasing conditions by gathering the strength of multiple consumers, while manufacturers can benefit from reducing excess inventory. The number of people currently participating in group buying will affect the decisions of potential consumers regarding whether or not to participate in group buying. Based
on Equation (22), when the number of people participating in group buying is greater, consumers can bargain through large-scale purchases. By controlling prices through quantity, the effect of the decline in consumers’ expected price \( G_0 \) will increase accordingly. Consumers can buy products at a lower price, thus, encouraging more consumers to join group buying schemes. In this study, \( L = 300, E = 08, r = 150, G_{0i} = 0.65, \) and \( h(\text{day}) = 30 \) were taken as the initial values. When \( L \) gradually increased, it led to a trend in the gradual decrease of \( G_{0i} \) and a gradual increase in \( s^* \). In the first three phases, \( s < \sum_{y=1}^{h} A_{iy} \), and due to the high level of \( G_{0i} \), the inventory quantity was less than the total demand, as shown in Figure 2. Table 2 shows the TOPSIS analysis of parameters used in this study.

Figure 2. Influence of relevant parameters on the optimal inventory quantity.

Table 2. TOPSIS (technique for order preference by similarity to ideal solution) analysis of parameters in this study

<table>
<thead>
<tr>
<th>Periods</th>
<th>( K^+_j )</th>
<th>( K^-_j )</th>
<th>( TC^*_j (*100) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.12</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.18</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>0.39</td>
<td>0.21</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>0.28</td>
<td>41</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>0.33</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0.42</td>
<td>0.36</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>0.53</td>
<td>0.46</td>
<td>46</td>
</tr>
<tr>
<td>8</td>
<td>0.67</td>
<td>0.58</td>
<td>46</td>
</tr>
<tr>
<td>9</td>
<td>0.78</td>
<td>0.78</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.8</td>
<td>53</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>0.81</td>
<td>54</td>
</tr>
<tr>
<td>12</td>
<td>0.68</td>
<td>0.85</td>
<td>56</td>
</tr>
<tr>
<td>13</td>
<td>0.66</td>
<td>0.88</td>
<td>57</td>
</tr>
<tr>
<td>14</td>
<td>0.67</td>
<td>0.9</td>
<td>57</td>
</tr>
<tr>
<td>15</td>
<td>0.63</td>
<td>0.92</td>
<td>59</td>
</tr>
<tr>
<td>16</td>
<td>0.6</td>
<td>0.93</td>
<td>61</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>0.8</td>
<td>62</td>
</tr>
<tr>
<td>18</td>
<td>0.48</td>
<td>0.85</td>
<td>64</td>
</tr>
<tr>
<td>19</td>
<td>0.46</td>
<td>0.87</td>
<td>65</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>0.93</td>
<td>70</td>
</tr>
</tbody>
</table>

Group buying is convenient, but there are still risks. For example, the analysis in Figure 2 is valuable because the quantity of inventory is shown to be insufficient and the waiting time is too long. This study finds that the potential consumer group’s Internet frequency is similar to that of the target consumer group, and the disposable amount is more than that of the target consumer group. It is important to determine which group buying platforms the target consumer group has used and to
analyze their consumption behavior preferences and purchasing needs as this provides a reference to the store that can be used to choose the shelves of merchandise in the group buying platform, and finally, to provide specific methods for each group buying platform to enhance or strengthen the competitive advantage [1], as shown in Figure 3.

<table>
<thead>
<tr>
<th>Periods</th>
<th>( jK )</th>
<th>( jK - * )</th>
<th>( TC(*100) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.12</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.18</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>0.39</td>
<td>0.21</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>0.28</td>
<td>41</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>0.33</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0.42</td>
<td>0.36</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>0.53</td>
<td>0.46</td>
<td>46</td>
</tr>
<tr>
<td>8</td>
<td>0.67</td>
<td>0.58</td>
<td>46</td>
</tr>
<tr>
<td>9</td>
<td>0.78</td>
<td>0.78</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.8</td>
<td>53</td>
</tr>
<tr>
<td>11</td>
<td>0.7 1</td>
<td>0.81</td>
<td>54</td>
</tr>
<tr>
<td>12</td>
<td>0.68</td>
<td>0.85</td>
<td>56</td>
</tr>
<tr>
<td>13</td>
<td>0.66</td>
<td>0.88</td>
<td>57</td>
</tr>
<tr>
<td>14</td>
<td>0.67</td>
<td>0.9</td>
<td>57</td>
</tr>
<tr>
<td>15</td>
<td>0.63</td>
<td>0.92</td>
<td>59</td>
</tr>
<tr>
<td>16</td>
<td>0.6</td>
<td>0.93</td>
<td>61</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>0.8</td>
<td>62</td>
</tr>
<tr>
<td>18</td>
<td>0.48</td>
<td>0.85</td>
<td>64</td>
</tr>
<tr>
<td>19</td>
<td>0.46</td>
<td>0.87</td>
<td>65</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>0.93</td>
<td>70</td>
</tr>
</tbody>
</table>

Figure 2. Influence of relevant parameters on the optimal inventory quantity.

4.1. Commodity Shelf-Time

Group buying websites have power because they have a loyal customer base that wants bargains and their own marketing resources. A product was once sold to nearly 2000 groups in one month on a famous group buying website. However, the disadvantage is that after a group buying website is introduced, it is very difficult to sell products at the original price, because even after the end of the offer, customers can still find the historical price records on group buying websites (consumers usually have an expectation psychology). This forms the mentality that consumers are always waiting for anniversary discounts. According to Equation (24) and the estimation of business parameters, \( c \) is 200, \( f \) is 600, \( r \) decreases, \( G_0 \) decreases, \( E \) increases, and \( L \) increases. It is estimated that 13 to 15 days is the best shelf-time (rounding method), because the reasonable selling price of any manufacturer is NT$80 to NT$105, as shown in Figure 3.

4.2. Selling Price of Online-Group-Buying Products

According to Equation (26), relevant parameters are based on the data provided by merchant interviews. The price discount offered by group buying websites is similar to the wholesale price, which obviously enables consumers to enjoy greater benefits and reduce the shopping costs of consumers (\( c \) decreases). According to a study by Kenney [31], the reason why customers can save money when shopping online mainly lies in the savings of product costs and shopping browsing costs. In terms of the product cost, the operation of online shops enables manufacturers to save shop setup and inventory costs (\( L \) decreases). Some cost savings may be reflected in the selling price, thus enabling customers to obtain products at a lower price (\( E \) decreases), as shown in Figure 4.
Figure 4. Influence of relevant parameters on the selling price of online group purchases.

Based on Equation (17), \( L \) can be derived as shown in Equation (27)

\[
L = \frac{A_{jy}}{(1 + G_{0i})^y - 1} + G_{0i}(E + s) \tag{27}
\]

Based on the above Equation (27). The upper limit of the demand \( (L) \) be given total demand function \( (A_{jy}) \), the marginal decline rate of the demand due to inventory \( (G_{0i}) \) and inventory quantity \( (s) \) of effect. If the sales of online products are not as expected, it will decreased in \( L \), decreased in \( A_{jy} \), decreased in \( s \), and risen in \( G_{0i} \), so that the selling price Equation(26) \( (r) \) will decreased. As shown in the Figure 5.

Figure 5. Upper limit of the demand \( (L) \) and related parameters of relationship.

Deng et al. [10] have provided useful advice to operators of group buying websites on how to encourage sellers to offer substantial discounts. Lu et al. [2] used a regression analysis to test the relationship between group buying behavior and workplace relationships and found that workplace group buying behavior has a positive correlation with workplace relationship opportunities and
workplace relationship quality. Different studies [2,10] have shown that the number of people currently participating in group buying affects the decision of potential consumers regarding whether or not to participate in group buying. Based on Equation (22), when the number of people participating in group buying is greater, consumers can bargain through large-scale purchases. The disadvantage is that after a group buying website is introduced, it is very difficult to sell products at the original price, because even after the end of the offer, customers can still find the historical price records on group buying websites (consumers usually have an expectation psychology). This forms the mentality that consumers are always waiting for anniversary discounts. According to Equation (26), relevant parameters are based on the data provided by merchant interviews. The price discount offered by group buying websites is similar to the wholesale price, which obviously enables consumers to enjoy greater benefits and reduce the shopping costs of consumers (c decreases).

5. Conclusions

This study considered the marginal decline rate of the inventory-dependent demand $G_0\delta$, the upper limit of demand $L$, and other parameters which affect the inventory quantity of group buying operators. This study focused on the selling price of online group purchases and considered various parameters, such as the upper limit of demand $L$, the unit cost $c$, the influence coefficient of the price on demand $E$, etc. This study used the grey correlation ranking method and grey multi-attribute decision-making (TOPSIS) to further determine the optimal shelf-time, inventory quantity, and selling price (key parameters) of commodities in order to design a plan that makes the maximum profit for the industry and provides the best service to customers [6–12]. In previous studies, Ni et al. [9], considered the optimal fixed-price decisions, Deng et al. [10] considered the optimal price and maximum deal size, and Lu et al. [2] considered effect of behavior on workplace relationships in online group purchasing.

The seller must have a reservation price which cannot be below a given threshold, and that threshold goes downward as the time goes by, becoming less and less depending on the acquisition price of that product. In particular, many group purchases are perishable products, for which this phenomenon is even greater [1,10].

Group buying websites gather a large number of consumers with large purchase amounts, which can speed up the dispatching speed of merchants so that they can quickly sell products, allowing funds to be returned, reducing the inventory costs of manufacturers, and improving the turnover speed of the inventory. The main purpose of group buying is to bargain with manufacturers to achieve more favorable purchase conditions by increasing the strength of consumers. Manufacturers can also benefit from reducing excess inventory helping them to more accurately master key production parameters at the right price, commodity shelf-time, and inventory. The results of this study can help Internet group buying operators and customers to obtain the best win-win decisions. The limitations of the current study are that only the grey theory was considered to determine the correct price of the manufacturer, the time of stocking, and the quantity of stock. In addition, the sample considered was from Taichung City (Taiwan), where the number of office workers included in online groups is quite significant. In the future, relevant quantity estimation mathematical models can be applied to different online group buying business models.
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Appendix A

Deduction process of demand function:

\[ A_{j1} = L - Er - G_{0}j_{1} \]
\[ = L - Er - G_{0}s \]

\[ A_{j2} = L - Er - G_{0}j_{2} \]
\[ = L - Er - G_{0}[s - (L - Er + G_{0}s)] \]
\[ = L - Er - G_{0}s - G_{0}L - G_{0}Er + (G_{0})^2s \]
\[ = (1 + G_{0}) [(L - Er) - G_{0}s] \]

\[ A_{j3} = L - Er - G_{0}j_{3} \]
\[ = L - Er - G_{0}[s - A_{j1} - A_{j2}] \]
\[ = L - Er - G_{0} + 2G_{0}L - 2G_{0}Er - 2(G_{0})^2s - (G_{0})^2Er + (G_{0})^2L - (G_{0})^3s \]
\[ = (1 + G_{0})^2[(L - Er) + G_{0}s] \]
\[ \ldots \]

\[ A_{jy} = L - Er - G_{0}j_{y} \]
\[ = (1 + G_{0})^{y-1} [(L - Er) - G_{0}s] \]

Appendix B

Step 1: set \( A_{jk} = (1 + G_{0})^{k-1} \times (L - Er - G_{0}s) \)
Step 2:

\[ A_{jk+1} = (L - Er - G_{0}j_{k}) \]
\[ = L - Er - G_{0}s - \sum_{y=1}^{k} A_{jy} \]
\[ = L - Er - G_{0}s - (L - Er - G_{0}s) \times \frac{1 - (1(G_{0}))^k}{1 - (1(G_{0}))} \]
\[ = (L - Er - G_{0}s) \left[ 1 + G_{0} \frac{1 - (1(G_{0}))^k}{1 - (1(G_{0}))} \right] \]
\[ = (L - Er - G_{0}s) \left[ \frac{1 - (1(G_{0})^k)}{1 - (1(G_{0}))} \right] \]
\[ = (L - Er - G_{0}s) \left[ \frac{G_{0} + G_{0}1 - (1(G_{0})^k)}{1 - (1(G_{0}))} \right] \]
\[ = (L - Er - G_{0}s) \left[ -\frac{G_{0}(1+G_{0})^k}{1 - (1(G_{0}))} \right] \]
\[ = (L - Er - G_{0}s) \times (1 + G_{0})^k \]

From above we can know:

\[ A_{jk+1} = (L - Er - G_{0}s)(1 + G_{0})^{k+1-1} \]
\[ = (L - Er - G_{0}s)(1 + G_{0})^k \]

Appendix C

\[ \frac{d\Psi}{dt} = (1 + G_{0})^{-h} \left[ -L - c + r \left[ -1 + (1 + G_{0})^h \right] + E(c - r) \left[ -1 + (1 + G_{0})^h - fhG_{0}(1 + G_{0})^h \right] \right] \]
\[ + \log(1 + G_{0}) \frac{t_{1}}{t_{0}} \left[ -fG_{0}(1 + G_{0})^h - L(c - r)(1 + G_{0})^h \log(1 + G_{0}) + E(c - r)(1 + G_{0})^h \right] \]
\[ - \frac{\log(1 + G_{0}) - fhG_{0}(1 + G_{0})^h \log(1 + G_{0})}{t_{0}} \]
\[ = \frac{(1 + G_{0})^{-h} \left[ -fG_{0}(1 + G_{0})^h + (c - r)(1 + Er) \log(1 + G_{0}) \right]}{t_{0}} \]
Appendix D

\[
\begin{align*}
\frac{\partial^2 \psi}{\partial \alpha^2} &= -(1+G_0)^{-1} \left[ -L(c-r)[1+(1+G_0)^h] + E(c-r)[1+1+(1+G_0)^h] \right] log(1+G_0) \\
&\quad + 2(1+G_0)^{-1} \left[ -f_G(1+G_0)^h \cdot log(1+G_0) \right] \\
&\quad + (1+G_0)^{-1} \left[ -2f_G(1+G_0)^h \cdot log(1+G_0) \right] \\
&\quad + E(c-r)(1+G_0)^h \cdot log(1+G_0)^2 \\
&\quad = \frac{(c-r)(L-Er)(1+G_0)^2 \cdot log(1+G_0)^2}{c_G} < 0
\end{align*}
\]

Appendix E

\[
\begin{align*}
\frac{\partial^2 \psi}{\partial \alpha^2} &= (1+G_0)^{-1} \left[ -L(1+1+G_0)^h + E(c-r)[1+1+(1+G_0)^h] \right] log(1+G_0) \\
&\quad + (1+G_0)^{-1} \left[ -f_G(1+G_0)^h \cdot log(1+G_0) \right] \\
&\quad + (1+G_0)^{-1} \left[ -2f_G(1+G_0)^h \cdot log(1+G_0) \right] \\
&\quad + E(c-r)(1+G_0)^h \cdot log(1+G_0)^2 \\
&\quad = \frac{L+Ec-2Er(1+G_0)^h \cdot log(1+G_0)}{c_G} \leq 0
\end{align*}
\]
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