Abstract: Based on the natural vector addition and scalar multiplication, the set of all bounded and closed intervals in $\mathbb{R}$ cannot form a vector space. This is mainly because the zero element does not exist. In this paper, we endow a norm to the interval space in which the axioms are almost the same as the axioms of conventional norm by involving the concept of null set. Under this consideration, we shall propose two different concepts of open balls. Based on the open balls, we shall also propose the different types of open sets, which can generate many different topologies.
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1. Introduction

In the real world, collecting data becomes an important issue for solving the practical and large-scaled problems in engineering, economics, and social sciences. However, in most situations, the data cannot be collected precisely. For example, the level of water cannot be measured precisely owing to the fluctuation. In this case, we may assume that the level of water is in a bounded closed interval that can represent the uncertainty. Also, in the financial market, stock price fluctuates violently, such that it may not be reasonable to record the price as an exact real number in a short period time. In this case, we can also assume that the stock price is located in a bounded closed interval within a short period of time. In other words, the bounded closed intervals can be used to describe the uncertain data instead of using probability theory. In this case, the bounded closed intervals can be regarded as the so-called interval numbers, which can be treated as "points", not as closed intervals. Therefore, the arithmetic and related properties of the interval numbers should be established. For detailed discussion we refer the to the monographs [1–5].

The interval analysis may provide a useful tool to tackle uncertainty when the problems in engineering, economics and social sciences are formulated as interval-valued problems. For example, the interval-valued optimization problems and the interval-valued solution concepts of cooperative games have been studied in [6–9] and the references therein. The interval-valued problems can also be abstractly formulated as nonlinear problems in infinitely dimensional space. Therefore, the techniques of functional analysis and nonlinear analysis should be used to study those interval-valued problems. In this case, the basic concepts like topological vector space and normed space should be established on the interval space. In this paper, we are going to generate the topologies of normed interval space, although the interval space cannot form a vector space.

The set of all bounded closed intervals in $\mathbb{R}$ cannot form a vector space. This is primarily because each bounded closed interval does not have an additive inverse element, which will be presented more clearly in the context of this paper. The topic of functional analysis is based on the vector space. We may try to develop the theory of functional analysis based on the interval space. Therefore, the first pioneering work is to create the Hahn–Banach extension theorem based on the interval space.
by referring to Wu [10], as the conventional Hahn–Banach extension theorem in functional analysis is very useful in nonlinear analysis, vector optimization and mathematical economics. In this paper, even though the interval space \( I \) cannot be a vector space, we still can endow a norm to the set of all bounded closed intervals by involving the concept of null set, and to study its topological structure.

As any real number \( x \in \mathbb{R} \) can be regarded as a bounded closed interval \([x, x]\), \( \mathbb{R} \) is contained in \( I \). Given \( A = [a_L, a_U] \) and \( B = [b_L, b_U] \) in \( I \), the interval addition is given by

\[
A \oplus B = [a_L + b_L, a_U + b_U]
\]

and the scalar multiplication in \( I \) is given by

\[
kA = \begin{cases} 
[ka_L, ka_U] & \text{if } k \geq 0 \\
[ka_U, ka_L] & \text{if } k < 0.
\end{cases}
\]

By the above definition, we have

\[-A = -[a_L, a_U] = [-a_U, -a_L].
\]

For any \( \lambda \in \mathbb{R} \) and \( A, B \in I \),

\[
\lambda(A \oplus B) = \lambda A \oplus \lambda B. \tag{1}
\]

Let \( A \) and \( B \) be two bounded closed intervals. The subtraction between \( A \) and \( B \) is denoted and defined by

\[
A \ominus B \equiv A \oplus (-B) = [a_L - b_U, a_U - b_L].
\]

Now, we have

\[
A \ominus A = [a_L, a_U] \ominus [a_L, a_U] = [a_L, a_U] \oplus [-a_U, -a_L] = [a_L - a_U, a_U - a_L],
\]

which says that the additive inverse element in \( I \) does not exist. This is partly because the concept of “zero element” of \( I \) is not defined. This also states that \( I \) cannot form a vector space under the above interval addition and scalar multiplication. Based on this inspiration, the following set,

\[
\Omega = \{A \ominus A : A \in I\}
\]

is called the null set of \( I \), which can be regarded as a kind of “zero element” of \( I \). We also see that the true zero element of \( I \) is \([0, 0]\), as \( A \oplus [0, 0] = A \) for any \( A \in I \).

In this paper, we shall endow a norm to \( I \), in which the axioms are almost the same as the axioms of conventional norm. The only difference is that the concept of null set is involved in the axioms. To study the topological structure of \((I, \| \cdot \|)\), we need to consider the open balls. Let us recall that if \((X, \| \cdot \|)\) is a (conventional) normed space, then we see that

\[
\{y : \| x - y \| < \varepsilon\} = \{x + z : \| z \| < \varepsilon\}
\]

by taking \( y = x + z \). However, for spaces \((I, \| \cdot \|)\) and \( A, B, C \in I \),

\[
\{B : \| A \ominus B \| < \varepsilon\} \neq \{A \ominus C : \| C \| < \varepsilon\}
\]

in general. This is because by taking \( B = A \ominus C \), we have

\[
\| A \ominus B \| = \| A \ominus (A \ominus C) \| = \| \omega \ominus C \| \neq \| C \|,
\]

where \( \omega \) is the null element of \( I \).
where $\omega = A \ominus A \in \Omega$. In this case, two types of open balls will be considered in $(I, \| \cdot \|)$. Therefore, many types of open sets will also be considered. Based on the different types of openness, we shall study the topological structure of the normed interval space $(I, \| \cdot \|)$.

Now, we recall the Embedding Theorem obtained by Rådström [11] as follows. Let $M$ be a commutative semigroup such that the law of cancellation holds true in $M$, i.e., the following conditions are satisfied; for $a, b, c \in M$,

- $(a + b) + c = a + (b + c)$;
- $a + b = b + a$;
- $a + c = b + c$ implies $a = b$.

We also assume that the non-negative scalar multiplication in $M$ satisfies the following conditions.

- $\lambda(a + b) = \lambda a + \lambda b$ for $a, b \in M$ and $\lambda \geq 0$;
- $(\lambda_1 + \lambda_2) a = \lambda_1 a + \lambda_2 a$ for $a \in M$ and $\lambda_1, \lambda_2 \geq 0$;
- $\lambda_1 (\lambda_2 a) = (\lambda_1 \lambda_2) a$ for $a \in M$ and $\lambda_1, \lambda_2 \geq 0$;
- $1a = a$ for $a \in M$.

Then we define the set $N$ consisting of the equivalence classes of pairs $(a, b)$ of elements of $M$. The equivalence relation is defined by

$$(a, b) \sim (c, d) \text{ if and only if } a + d = b + c.$$ 

The equivalence class containing the pair $(a, b)$ is denoted by $\langle a, b \rangle$. It is clear to see that if $(c, d) \in \langle a, b \rangle$, then $\langle a, b \rangle = \langle c, d \rangle$, i.e., $a + d = b + c$. The addition in $N$ is defined by

$$\langle a, b \rangle + \langle c, d \rangle = \langle a + c, b + d \rangle,$$

and the scalar multiplication in $N$ is defined by

$$\lambda \langle a, b \rangle = \begin{cases} 
\langle \lambda a, \lambda b \rangle & \text{if } \lambda \geq 0 \\
\langle |\lambda| b, |\lambda| a \rangle = \langle -|\lambda| b, -|\lambda| a \rangle & \text{if } \lambda < 0.
\end{cases}$$

Then, $N$ is a vector space. Suppose that $M$ is endowed with a metric $\delta$ satisfying the following conditions,

- $\delta(a \oplus c, b \oplus c) = \delta(a, b)$ for $a, b, c \in M$, i.e., $\delta$ is invariant under translation;
- $\delta(\lambda a, \lambda b) = \lambda \delta(a, b)$ for $\lambda \geq 0$ and $a, b \in M$, i.e., $\delta$ is positively homogeneous,

We also define a metric $\hat{\delta}$ in $N$ by

$$\hat{\delta}(\langle a, b \rangle, \langle c, d \rangle) = \delta(a \oplus d, b \oplus c).$$

Then, $(N, \hat{\delta})$ forms a metric space. Let $\Theta$ be the zero element of $N$. We define

$$\| \langle a, b \rangle \| = \hat{\delta}(\langle a, b \rangle, \Theta).$$

Then, $\| \langle a, b \rangle \| = \delta(a, b)$ and $(N, \| \cdot \|)$ forms a normed space.

For any fixed $b_0 \in M$, we define the function $\pi : M \to N$ by $\pi(a) = \langle a \oplus b_0, b_0 \rangle$. Then, we have the following properties.

- $\pi$ is one-to-one.
- $\pi(a \oplus b) = \pi(a) + \pi(b)$ for $a, b \in M$.
- $\pi(\lambda a) = \lambda \pi(a)$ for $\lambda \geq 0$ and $a \in M$. 
Moreover, $M$ can be embedded into the normed space $(N, \| \cdot \|)$ isomorphically and isometrically via the embedding function $\pi$ such that $M$ spans $N$.

The embedding theorem presented by Rådström [11] says that the family $I$ consisting of all bounded closed intervals can be embedded into a normed space isomorphically and isometrically. The differences between the approach by Rådström [11] and the approach in this paper are given below.

- According to the approach by Rådström [11], the topological structure can be established in the normed space $N$. As the embedding function $\pi$ is isometric, we can recover the metric in $M$ to establish the topological structure. However, this topological structure may be complicated to be expressed analytically via the embedding function $\pi$. In this paper, the topological structures in $I$ can be analytically expressed.

- As the embedding approach of Rådström [11] is based on a specific normed space, $N$, defined above, the topological structures established in $N$ is specific. Therefore, the topological structures in $M$ recovered from the embedding function $\pi$ is also specific. However, the topological structures in $I$ can be freely established in this paper based on the different kinds of informal norms. In other words, we can have many topological structures corresponding to the different types of informal norms.

- As we mentioned above, the embedding approach by Rådström [11] is based on a specific normed space $N$, which says that $M$ can be endowed with a norm-like (as $M$ is a not a vector space) via the embedding function $\pi$. In this case, the normed-like space $M$ has a specific form restricted by the specific normed space $N$. However, in this paper, we can freely define any so-called informal norms in $I$ using the null sets.

In Section 2, many useful properties of interval spaces are presented in order to study the topology generated by the norm. In Section 3, we introduce the concept of norms involving the concept of null set and provide many useful properties for further investigation. In Section 4, we provide the nonintuitive properties for the open balls. In Section 5, we propose many types of open sets based on the different types of open balls. Finally, in Section 6, we investigate the topologies generated by these different types of open sets.

2. Interval Spaces

Let us recall that the following set,

$$
\Omega = \{ A \oplus A : A \in I \},
$$

is called the null set of $I$, which can be regarded as a kind of “zero element” of $I$. For further discussion, we present some useful properties.

**Remark 1.** We have the following observations.

- It is clear that

$$
\Omega = \{ [-k,k] : k \geq 0 \} = \{ [k-1,1] : k \geq 0 \},
$$

as

$$
A \oplus A = \left[ a^L, a^U \right] \oplus \left[ a^L, a^U \right] = \left[ a^L, a^U \right] \oplus \left[ -a^U, -a^L \right] = \left[ a^L - a^U, a^U - a^L \right],
$$

where $a^U - a^L \geq 0$.

- $\omega \in \Omega$ implies $-\omega = \omega$.

- As $[x,x] \in I$, $[x,x] \oplus [x,x] = [0,0] \in \Omega$.

- $\lambda \Omega = \Omega$ for $\lambda \in \mathbb{R}$ with $\lambda \neq 0$.

- $\Omega$ is closed under the interval addition; that is, $\omega_1 \oplus \omega_2 \in \Omega$ for any $\omega_1, \omega_2 \in \Omega$. 

As the null set $\Omega$ can be regarded as a kind of “zero element”, we can propose the almost identical concept for elements in $\mathcal{I}$.

**Definition 1.** Given any $A, B \in \mathcal{I}$, we say that $A$ and $B$ are “almost identical” if and only if there exist $\omega_1, \omega_2 \in \Omega$ such that $A \oplus \omega_1 = B \oplus \omega_2$. In this case, we write $A \equiv B$.

For $A \oplus B = C$, we cannot have $A = B \oplus C$. However, we can have $A \equiv B \oplus C$. Indeed, as $A \oplus B = C$, by adding $B$ on both sides, we obtain $A \oplus \omega = B \oplus C$, where $\omega = B \oplus B \in \Omega$. Therefore, $A \equiv B \oplus C$.

**Proposition 1.** The binary relation $\equiv$ is an equivalence relation.

**Proof.** The reflexivity and symmetry are obvious. We just claim the transitivity. Suppose that $A \equiv B$ and $B \equiv C$. There exist $\omega_1, \omega_2, \omega_3, \omega_4 \in \Omega$, such that $A \oplus \omega_1 = B \oplus \omega_2$ and $B \oplus \omega_3 = C \oplus \omega_4$. Therefore, we have

$$A \oplus \omega_1 \oplus \omega_3 = B \oplus \omega_2 \oplus \omega_3 = B \oplus \omega_3 \oplus \omega_2 = C \oplus \omega_2 \oplus \omega_4.$$ 

As $\Omega$ is closed under the addition, it follows that $A \equiv C$ and the proof is complete. $\square$

As $\equiv$ is an equivalence relation, we can obtain the quotient space $\mathcal{I}/\equiv$, where $[A] \in \mathcal{I}/\equiv$ means

$$[A] = \{B \in \mathcal{I} : A \equiv B\}.$$

It is clear to see that $[\omega] = \Omega$ for any $\omega \in \Omega$. Now, we define

$$[A] + [B] = [A \oplus B] \text{ and } k[A] = [kA] \text{ for any } k \in \mathbb{R}.$$ 

Then, we see that $\Omega$ is a zero element of the quotient space $\mathcal{I}/\equiv$ satisfying $[A] + \Omega = [A]$. However, still, the quotient space $\mathcal{I}/\equiv$ cannot be a vector space. Given any $\alpha, \beta \in \mathbb{R}$ with $\alpha \cdot \beta < 0$ and $A \in \mathcal{I}$, we see that

$$(\alpha + \beta)A \neq \alpha A \oplus \beta A$$

in general. Therefore, in general, we also have

$$(\alpha + \beta)[A] = [(\alpha + \beta)A] \neq [\alpha A \oplus \beta A] = \alpha [A] + \beta [A],$$

which says that $\mathcal{I}/\equiv$ cannot be a vector space.

**Proposition 2.** The following statements hold true.

(i) If $A \ominus B \in \Omega$, then $A \equiv B$.

(ii) If $A \equiv B$, then there exists $\omega \in \Omega$, such that $A \oplus B \oplus \omega \in \Omega$.

**Proof.** To prove part (i), we have $A \oplus (-B) = \omega_1$ for some $\omega_1 \in \Omega$, which implies $A \oplus (-B) \oplus B = \omega_1 \oplus B$ by adding $B$ on both sides. This shows that $A \oplus \omega_2 = \omega_1 \oplus B$ for $\omega_1, \omega_2 \in \Omega$.

To prove part (ii), as $A \equiv B$, we have $A \oplus \omega_2 = \omega_1 \oplus B$ for some $\omega_1, \omega_2 \in \Omega$. By adding $-B$ on both sides, we obtain $A \ominus B \ominus \omega_2 = \omega_1 \ominus \omega_3 \in \Omega$, where $\omega_3 = B \ominus B \in \Omega$. This completes the proof. $\square$

**Proposition 3.** The following statements hold true.
(i) Given any nondegenerated interval, \( A \in \mathcal{I} \), there exists \( \bar{A} \in \mathcal{I} \) and \( \omega \in \Omega \) with \( \omega \neq 0,0 \), such that \( A = \bar{A} \oplus \omega \).

(ii) We have \( \Omega \oplus \Omega = \Omega \). Given any subset \( A \) of \( \mathcal{I} \), let \( \bar{A} = A \oplus \Omega \). Then, \( \bar{A} \oplus \Omega = \bar{A} \).

(iii) Given any \( A, \bar{A} \in \mathcal{I} \), we have \( A \oplus \omega = \bar{A} \oplus \omega \) that implies \( A = \bar{A} \) for any \( \omega \in \Omega \). Given any subset \( A \) of \( \mathcal{I} \), we have \( A \oplus \omega \in A \oplus \omega \) that implies \( A \in A \) for any \( \omega \in \Omega \).

(iv) Given any \( \omega_1, \omega_2 \in \Omega \), we have \( \omega_1 \oplus \omega_2 = \omega_2 \oplus \omega_1 \) for some \( \omega_1 \in \Omega \).

(v) Given any \( \omega \in \Omega \) with \( \omega \neq 0,0 \), we have \( \omega = \omega_1 \oplus \omega_2 \) for some \( \omega_1, \omega_2 \in \Omega \) with \( \omega_1 \neq 0,0 \) and \( \omega_2 \neq 0,0 \).

(vi) Given any \( \omega = [-k,k] \in \Omega \) and any \( \omega_1 = [-k_1,k_1] \in \Omega \) with \( k_1 < k \), we have \( \omega = \omega_1 \oplus \omega_2 \) for \( \omega_2 = [k_1 - k,k - k_1] \in \Omega \).

\[ \text{Proof.} \] To prove part (i), for nondegenerated interval \( A = [a^L,a^U] \), we can take \( 0 < k < (a^U - a^L)/2 \) and \( \bar{A} = [a^L + k,a^U - k] \). In this case, we have

\[ A = [a^L,a^U] = [a^L + k,a^U - k] \oplus [-k,k] = \bar{A} \oplus \omega, \]

where \( \omega = [-k,k] \in \Omega \).

To prove part (ii), it is obvious that \( \Omega \oplus \Omega \subseteq \Omega \). Now, for any \( \omega = [-k,k] \in \Omega \) for \( k > 0 \), we can write \( k = k_1 + k_2 \) for some \( k_1, k_2 > 0 \). Then

\[ \omega = [-k,k] = -(k_1 + k_2), k_1 + k_2 = [-k_1,k_1] \oplus [-k_2,k_2], \]

where \( \omega_1 = [-k_1,k_1], \omega_2 = [-k_2,k_2] \in \Omega \). This says that \( \Omega \subseteq \Omega \oplus \Omega \). Therefore we obtain \( \Omega \oplus \Omega = \Omega \).

On the other hand, we have

\[ \bar{A} \oplus \Omega = A \oplus \Omega \oplus \Omega = A \oplus \Omega = \bar{A}. \]

Parts (iii)–(vi) are obvious. This completes the proof. \( \square \)

The following interesting results will be used for discussing the topological structure of normed interval space.

**Proposition 4.** Let \( A_1 \) and \( A_2 \) be subsets of \( \mathcal{I} \). Then the following inclusion is satisfied:

\[ (A_1 \cap A_2) \oplus \Omega \subseteq [(A_1 \oplus \Omega) \cap (A_2 \oplus \Omega)]. \]

If we further assume that \( A_1 \oplus \Omega \subseteq A_1 \) and \( A_2 \oplus \Omega \subseteq A_2 \), then the following equality is satisfied:

\[ [(A_1 \oplus \Omega) \cap (A_2 \oplus \Omega)] = (A_1 \cap A_2) \oplus \Omega. \]

\[ \text{Proof.} \] For \( B \in (A_1 \cap A_2) \oplus \Omega \), we have \( B = A \oplus \omega \) with \( A \in A_i \) for \( i = 1,2 \) and \( \omega \in \Omega \), which also says that \( B \in [(A_1 \oplus \Omega) \cap (A_2 \oplus \Omega)] \), i.e., \( (A_1 \cap A_2) \oplus \Omega \subseteq [(A_1 \oplus \Omega) \cap (A_2 \oplus \Omega)] \).

Under the further assumption, let \( A \in (A_1 \oplus \Omega) \cap (A_2 \oplus \Omega) \). Then

\[ A = A_1 \oplus \omega_1 = A_2 \oplus \omega_2 \]

for some \( A_1 \in A_1, A_2 \in A_2 \) and \( \omega_1, \omega_2 \in \Omega \). By part (iv) of Proposition 3, we have \( \omega_1 = \omega \oplus \omega_2 \) or \( \omega_2 = \omega \oplus \omega_1 \) for some \( \omega \in \Omega \). Now, we consider the following cases.

- **Assume that** \( \omega_2 = \omega \oplus \omega_1 \). Let \( \tilde{A}_2 = A_2 \oplus \omega \). Then \( \tilde{A}_2 \in A_2 \oplus \Omega \subseteq A_2 \), i.e., \( \tilde{A}_2 \in A_2 \). In this case, we obtain

\[ \tilde{A}_2 \oplus \omega_1 = A_2 \oplus \omega \oplus \omega_1 = A_2 \oplus \omega_2 = A_1 \oplus \omega_1 = A \in A_1 \oplus \omega_1, \]

\[ \text{for some } A_1 \in A_1, A_2 \in A_2 \text{ and } \omega_1, \omega_2 \in \Omega. \]
which implies $\hat{A}_2 \in A_1$ by part (iii) of Proposition 3. This says that $\hat{A}_2 \in A_1 \cap A_2$, i.e., $A = \hat{A}_2 \oplus \omega_1 \in (A_1 \cap A_2) \oplus \Omega$.

- Assume that $\omega_1 = \omega \oplus \omega_2$. Let $\hat{A}_1 = A_1 \oplus \omega$. Then $\hat{A}_1 \in A_1 \oplus \Omega \subseteq A_1$, i.e., $\hat{A}_1 \in A_1$. In this case, we obtain

$$\hat{A}_1 \oplus \omega_2 = A_1 \oplus \omega \oplus \omega_2 = A_1 \oplus \omega_1 = A_2 \oplus \omega_2 = A \in A_2 \oplus \omega_2,$$

which implies $\hat{A}_1 \in A_2$ by part (iii) of Proposition 3. This says that $\hat{A}_1 \in A_1 \cap A_2$, i.e., $A = \hat{A}_1 \oplus \omega_2 (A_1 \cap A_2) \oplus \Omega$.

This completes the proof. □

3. Normed Interval Spaces

Many kinds of norms on $I$ are proposed below, which will involve the concept of null set.

**Definition 2.** Given the non-negative real-valued function $\| \cdot \| : I \to \mathbb{R}_+$, we consider the following conditions.

(i) $\| \alpha A \| = |\alpha| \| A \|$ for any $A \in I$ and $\alpha \in \mathbb{F}$;

(ii) $\| A \| \leq \| A \| + \| B \|$ for any $A, B \in I$.

(iii) $\| A \| = 0$ implies $A \in \Omega$.

We say that $\| \cdot \|$ satisfies the null condition when condition (iii) is replaced by $\| A \| = 0$ if and only if $A \in \Omega$. Different kinds of normed interval spaces are defined below.

- We say that $(I, \| \cdot \|)$ is a pseudo-seminormed interval space if and only if conditions (i’) and (ii) are satisfied.

- We say that $(I, \| \cdot \|)$ is a seminormed interval space if and only if conditions (i) and (ii) are satisfied.

- We say that $(I, \| \cdot \|)$ is a pseudo-normed interval space if and only if conditions (i)–(iii) are satisfied.

Now we consider the following conditions:

- We say that $\| \cdot \|$ satisfies the null superinequality if and only if $\| A \oplus \omega \| \geq \| A \|$ for any $A \in I$ and $\omega \in \Omega$.

- We say that $\| \cdot \|$ satisfies the null sub-inequality if and only if $\| A \oplus \omega \| \leq \| A \|$ for any $A \in I$ and $\omega \in \Omega$.

- We say that $\| \cdot \|$ satisfies the null equality if and only if $\| A \oplus \omega \| = \| A \|$ for any $A \in I$ and $\omega \in \Omega$.

**Example 1.** Let us define a non-negative real-valued function $\| \cdot \|$ on $I$ by

$$\| [a^L, a^U] \| = |a^L + a^U|.$$ 

Then $(I, \| \cdot \|)$ is a normed interval space in which the null condition is satisfied.

**Example 2.** Let us define a non-negative real-valued function $\| \cdot \|$ on $I$ by

$$\| [a^L, a^U] \| = a^U - a^L.$$ 

Then $(I, \| \cdot \|)$ is a seminormed interval space in which the null condition is not satisfied.

**Example 3.** Let us define a non-negative real-valued function $\| \cdot \|$ on $I$ by

$$\| [a^L, a^U] \| = \max \left\{|a^L + a^U|, a^U - a^L\right\}.$$
Then \((\mathcal{I}, \| \cdot \|)\) is a seminormed interval space. We only prove that the triangle inequality is satisfied. Given 
\[ A = [a^L, a^U] \text{ and } B = [b^L, b^U], \]
we have
\[
\| A \oplus B \| = \| a^L + b^L, a^U + b^U \| = \max \left\{ \\| a^L + b^L + a^U + b^U \|, \\| a^U + b^U - a^L - b^L \| \right\} \\
\leq \max \left\{ \| a^L + b^L \|, \| a^U + b^U \|, \| a^U - a^L \| + \| b^U - b^L \| \right\} \\
\leq \max \left\{ \| a^L + a^U \|, \| a^U - a^L \| \right\} + \max \left\{ \| b^L + b^U \|, \| b^U - b^L \| \right\} = \| A \| + \| B \| .
\]

On the other hand, since \( A \ominus B = -(B \ominus A) \) for any \( A, B \in \mathcal{I} \), it is clear to see that
\[
\| A \ominus B \| = \| B \ominus A \| .
\]

**Proposition 5.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space such that \( \| \cdot \| \) satisfies the null superinequality. For any \( A, C, B_1, \ldots, B_m \in \mathcal{I} \), we have
\[
\| A \ominus C \| \leq \| A \ominus B_1 \| + \| B_1 \ominus B_2 \| + \cdots + \| B_{j-1} \ominus B_j \| + \cdots + \| B_{m-1} \ominus B_m \| .
\]

**Proof.** We have
\[
\| A \ominus C \| \leq \| A \ominus (-C) \ominus B_1 \oplus \cdots \oplus B_m \ominus (-B_1) \ominus \cdots \ominus (-B_m) \| \\
\text{(using the null superinequality for } m \text{ times)} \\
= \| (A \ominus (-B_1)) \oplus (B_1 \ominus (-B_2)) \oplus \cdots \oplus (B_{j-1} \ominus (-B_j)) \oplus \cdots \oplus (B_m \ominus (-C)) \| \\
\leq \| A \ominus B_1 \| + \| B_1 \ominus B_2 \| + \cdots + \| B_{j-1} \ominus B_j \| + \cdots + \| B_{m-1} \ominus B_m \| \\
\text{(by the triangle inequality)}.
\]

This completes the proof. \( \square \)

### 4. Open Balls

If \((X, \| \cdot \|)\) is a (conventional) normed space, then we see that
\[
\{ y : \| x - y \| < \epsilon \} = \{ x + z : \| z \| < \epsilon \}
\]
by taking \( y = x + z \). Let \((\mathcal{I}, \| \cdot \|)\) be a seminormed interval space. Then, the following equality,
\[
\{ B : \| A \ominus B \| < \epsilon \} = \{ A \ominus C : \| C \| < \epsilon \}
\]
does not hold. The reason is that, by taking \( B = A \ominus C \) and using (1), we can only have
\[
\| A \ominus B \| = \| A \ominus (A \ominus C) \| = \| -C \ominus \omega \| \neq \| C \| ,
\]
where \( \omega = A \ominus A \in \Omega \). Therefore, we shall define two types of open balls, as follows.

**Definition 3.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space. Two types of open balls with radius \( \epsilon \) are defined by
\[
\mathcal{B}_C^+(A; \epsilon) = \{ A \ominus C : \| C \| < \epsilon \}
\]
and
\[
\mathcal{B}_C^- (A; \epsilon) = \{ B : \| A \ominus B \| = \| B \ominus A \| < \epsilon \}.
\]

**Remark 2.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space. Then, we have some interesting observations.
• For any \( A \in \mathcal{I} \), the equality \( \| A \ominus A \| = 0 \) does not necessarily hold true, unless \( \| \cdot \| \) satisfies the null condition. In other words, if \( \| \cdot \| \) satisfies the null condition, then \( A \in \mathcal{B}(A; \epsilon) \). In Example 2, if we define \( \| [a^L, a^U] \| = a^U - a^L \), then the null condition is not satisfied, which says that \( A \notin \mathcal{B}(A; \epsilon) \) for \( \epsilon < a^U - a^L \).

• Suppose that \( \| [0, 0] \| = 0 \). Then \( A \in \mathcal{B}^\circ(A; \epsilon) \), as \( A = A \oplus [0, 0] \).

**Proposition 6.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space.

(i) For \( A \in \mathcal{I} \) with \( \omega_A = A \oplus A \in \Omega \), we have \( \mathcal{B}(A; \epsilon) \ominus A \subseteq \mathcal{B}^\circ(A; \epsilon) \).

(ii) If \( \| \cdot \| \) satisfies the null sub-inequality, then \( \mathcal{B}(A; \epsilon) \subseteq \mathcal{B}(A; \epsilon) \).

(iii) Suppose that \( \| \cdot \| \) satisfies the null sub-inequality. Then, for any \( A \in \mathcal{I} \) with \( \omega_A = A \oplus A \in \Omega \), we have \( \mathcal{B}(A; \epsilon) \ominus \omega_A \subseteq \mathcal{B}(A; \epsilon) \) and \( \mathcal{B}^\circ(A; \epsilon) \ominus \omega_A \subseteq \mathcal{B}^\circ(A; \epsilon) \).

**Proof.** To prove part (i), for any \( B \in \mathcal{B}(A; \epsilon) \), i.e., \( \| B \ominus A \| < \epsilon \), if we take \( C = B \ominus A \), then \( \| C \| < \epsilon \) and \( A \oplus C = B \ominus \omega_A \) by adding \( A \) on both sides. This shows the inclusion

\[
\mathcal{B}(A; \epsilon) \ominus \omega_A \subseteq \{ A \ominus \omega_A : \| C \| < \epsilon \} = \mathcal{B}^\circ(A; \epsilon).
\]

To prove part (ii), for \( C \in \mathcal{I} \) with \( \| C \| < \epsilon \), since \( \| \cdot \| \) satisfies the null sub-inequality, it follows that

\[
\| (A \ominus C) \ominus A \| = \| \omega \ominus C \| \leq \| C \| < \epsilon,
\]

which says that \( A \ominus C \in \mathcal{B}(A; \epsilon) \) and shows the inclusion

\[
\mathcal{B}^\circ(A; \epsilon) = \{ A \ominus \omega_A : \| C \| < \epsilon \} \subseteq \mathcal{B}(A; \epsilon).
\]

Part (iii) follows from parts (i) and (ii) immediately. This completes the proof.

**Proposition 7.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space.

(i) If \( \| \cdot \| \) satisfies the null superinequality, then \( \mathcal{B}(A \ominus \omega; \epsilon) \subseteq \mathcal{B}(A; \epsilon) \) for any \( \omega \in \Omega \).

(ii) If \( \| \cdot \| \) satisfies the null sub-inequality, then we have the following inclusions

\[
\mathcal{B}(A; \epsilon) \subseteq \mathcal{B}(A \ominus \omega; \epsilon) \quad \text{and} \quad \mathcal{B}^\circ(A \ominus \omega; \epsilon) \subseteq \mathcal{B}^\circ(A; \epsilon)
\]

for any \( \omega \in \Omega \).

(iii) If \( \| \cdot \| \) satisfies the null equality, then \( \mathcal{B}(A \ominus \omega; \epsilon) = \mathcal{B}(A; \epsilon) \) for any \( \omega \in \Omega \).

**Proof.** To prove part (i), given any \( B \in \mathcal{B}(A \ominus \omega; \epsilon) \), i.e., \( \| (A \ominus \omega) \ominus B \| < \epsilon \), using the null superinequality, we have

\[
\epsilon > \| (A \ominus \omega) \ominus B \| = \| (A \ominus B) \oplus \omega \| \geq \| A \ominus B \|
\]

which shows \( B \in \mathcal{B}(A; \epsilon) \) and the inclusion \( \mathcal{B}(A \ominus \omega; \epsilon) \subseteq \mathcal{B}(A; \epsilon) \).

To prove the first inclusion of part (ii), using the null sub-inequality, the inclusion \( \mathcal{B}(A; \epsilon) \subseteq \mathcal{B}(A \ominus \omega; \epsilon) \) follows from the following expression,

\[
\epsilon > \| A \ominus B \| \geq \| (A \ominus B) \oplus \omega \| = \| (A \ominus \omega) \ominus B \|.
\]

To prove the second inclusion of part (ii), for \( B = A \ominus \omega \ominus C \in \mathcal{B}^\circ(A \ominus \omega; \epsilon) \) with \( \| C \| < \epsilon \), let \( \tilde{C} = \omega \ominus C \). Then, using the null sub-inequality, we have

\[
\| \tilde{C} \| = \| \omega \ominus C \| \leq \| C \| < \epsilon,
\]

(2)
which says that $B = A \oplus \hat{C} \in B^\circ(A; \varepsilon)$. Therefore we obtain the inclusion $B^\circ(A \oplus \omega; \varepsilon) \subseteq B^\circ(A; \varepsilon)$.

Part (iii) follows from parts (i) and (ii) immediately. This completes the proof. \( \square \)

Recall that, in the (conventional) normed space $(X, \| \cdot \|)$, the open ball $B(x; \varepsilon)$ is given by

$$B(x; \varepsilon) = \{ y \in X : \| x - y \| < \varepsilon \}.$$ 

Then, we have the following equality

$$B(x; \varepsilon) + \hat{x} = B(x + \hat{x}; \varepsilon). \quad (3)$$

However, in the normed interval space $(\mathcal{I}, \| \cdot \|)$, the intuitive observation (3) will not hold true in general. The following proposition presents the exact relationship.

**Proposition 8.** Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space.

(i) We have the equality

$$\mathcal{B}^\circ(A; \varepsilon) \ominus \hat{A} = \mathcal{B}^\circ(A \oplus \hat{A}; \varepsilon).$$

In particular, for any $\omega \in \Omega$, we also have

$$\mathcal{B}^\circ(A; \varepsilon) \ominus \omega = \mathcal{B}^\circ(A \oplus \omega; \varepsilon).$$

(ii) Suppose that $\| \cdot \|$ satisfies the null sub-inequality. Then, we have the inclusion

$$\mathcal{B}(A; \varepsilon) \ominus \hat{A} \subseteq \mathcal{B}(A \oplus \hat{A}; \varepsilon).$$

We further assume that $\| \cdot \|$ satisfies the null equality. Then, for any $\omega \in \Omega$, we also have the inclusions

$$\mathcal{B}(A; \varepsilon) \ominus \omega \subseteq \mathcal{B}(A; \varepsilon) \text{ and } \mathcal{B}(\omega; \varepsilon) \ominus \hat{A} \subseteq \mathcal{B}(\hat{A}; \varepsilon).$$

(iii) Suppose that $\| \cdot \|$ satisfies the null sub-inequality. For any $A \in \mathcal{I}$ with $\omega_A = A \ominus A$, we have the inclusion

$$\mathcal{B}(A; \varepsilon) \oplus \omega_A \subseteq A \ominus \mathcal{B}(\omega_A; \varepsilon).$$

(iv) For any $\hat{A} \in \mathcal{I}$ with $\omega_{\hat{A}} = \hat{A} \ominus \hat{A}$, we have the inclusion

$$\mathcal{B}(A \oplus \hat{A}; \varepsilon) \oplus \omega_{\hat{A}} \subseteq \mathcal{B}(A; \varepsilon) \oplus \hat{A}.$$

**Proof.** Part (i) follows from the following equality

$$(A \oplus C) \ominus \hat{A} = (A \ominus \hat{A}) \oplus C \text{ for } \| C \| < \varepsilon.$$ 

To prove part (ii), for $B \in \mathcal{B}(A; \varepsilon) \ominus \hat{A}$, we have $B = \hat{B} \ominus \hat{A}$ with $\| A \ominus \hat{B} \| < \varepsilon$. Then, by (1) and the null sub-inequality, we can obtain

$$\| (A \ominus \hat{A}) \ominus B \| = \| (A \ominus \hat{A}) \ominus (\hat{B} \ominus \hat{A}) \| = \| (A \ominus \hat{B}) \oplus (\hat{A} \ominus \hat{A}) \| \leq \| A \ominus \hat{B} \| < \varepsilon,$$

which says that $B \in \mathcal{B}(A \ominus \hat{A}; \varepsilon)$. Therefore, we obtain the inclusion $\mathcal{B}(A; \varepsilon) \ominus \hat{A} \subseteq \mathcal{B}(A \ominus \hat{A}; \varepsilon)$. Now, we take $\hat{A} = \omega$. By part (iii) of Proposition 7, we have

$$\mathcal{B}(A; \varepsilon) \ominus \omega \subseteq \mathcal{B}(A \ominus \omega; \varepsilon) = \mathcal{B}(A; \varepsilon).$$
Similarly, if we take $A = \omega$, then we have

$$B(\omega; e) \oplus \hat{A} \subseteq B(\omega \oplus \hat{A}; e) = B(\hat{A}; e).$$

To prove part (iii), for $\hat{A} \in B(A; e)$, we have $\hat{A} \oplus \omega = A \oplus (\hat{A} \ominus A)$. The null sub-inequality gives

$$\| \omega \ominus (\hat{A} \ominus A) \| \leq \| \hat{A} \ominus A \| < e,$$

which says that $\hat{A} \ominus A \in B(\omega; e)$, i.e.,

$$\hat{A} \oplus \omega = A \oplus (\hat{A} \ominus A) \in A \oplus B(\omega_A; e).$$

To prove part (iv), for $B \in B(A \oplus \hat{A}; e)$, we have $\| B \ominus (A \oplus \hat{A}) \| < e$. By Equation (1), we also have

$$e > \| B \ominus (A \oplus \hat{A}) \| = \| (B \ominus \hat{A}) \ominus A \|.$$

This shows that $B \ominus \hat{A} \in B(A; e)$. Let $\omega = \hat{A} \ominus \hat{A} \in \Omega$. Since $B \ominus \omega = (B \ominus \hat{A}) \ominus \hat{A}$, it says that $B \ominus \omega \hat{A} \in B(A; e) \ominus \hat{A}$. In other words, we have the inclusion

$$B(A \ominus \hat{A}; e) \ominus \omega \hat{A} \subseteq B(A; e) \ominus \hat{A}.$$

This completes the proof. □

**Proposition 9.** Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space.

(i) The following statements hold true.

* Suppose that $\| \cdot \|$ satisfies the null superinequality. For any $\omega \in \Omega$, if $A \ominus \omega \in \mathcal{B}(A_0; e)$, then $A \in \mathcal{B}(A_0; e)$.
* Suppose that $\| \cdot \|$ satisfies the null sub-inequality. For any $\omega \in \Omega$, if $A \in \mathcal{B}(A_0; e)$, then $A \ominus \omega \in \mathcal{B}(A_0; e)$, and if $A \in \mathcal{B}^0(A_0; e)$, then $A \ominus \omega \in \mathcal{B}^0(A_0; e)$.
* Suppose that $\| \cdot \|$ satisfies the null equality. Then, for any $\omega \in \Omega$, $A \ominus \omega \in \mathcal{B}(A_0; e)$ if and only if $A \in \mathcal{B}(A_0; e)$.

(ii) We have the inclusions

$$\mathcal{B}(A; e) \subseteq \mathcal{B}(A; e) \ominus \Omega and \mathcal{B}^0(A; e) \subseteq \mathcal{B}^0(A; e) \ominus \Omega.$$

If we further assume that $\| \cdot \|$ satisfies the null sub-inequality, then

$$\mathcal{B}(A; e) \ominus \Omega = \mathcal{B}(A; e) and \mathcal{B}^0(A; e) \ominus \Omega = \mathcal{B}^0(A; e).$$

(iii) Suppose that $\| \cdot \|$ satisfies the null condition. Given a fixed $\omega \in \Omega$, we have $\Omega \ominus \omega \subseteq \mathcal{B}^0(\omega; e)$ and $\Omega \subseteq \mathcal{B}(\omega; e)$.

(iv) Given any fixed $\omega \in \Omega$ and $\alpha \neq 0$, we have the following results.

* Suppose that $\| \cdot \|$ satisfies the null equality. Then $\alpha \mathcal{B}(\omega; e) \subseteq \mathcal{B}(\omega; |\alpha|e)$.
* Suppose that $\| \cdot \|$ satisfies the null superinequality, and that $\alpha < 1$. Then $\mathcal{B}(\omega; |\alpha|e) \subseteq \alpha \mathcal{B}(\omega; e)$.

(v) Given any fixed $\omega \in \Omega$ and $\alpha \neq 0$, we have

$$\alpha \mathcal{B}^0(\omega; e) \subseteq \mathcal{B}^0(\alpha \omega; |\alpha|e and \mathcal{B}^0(\alpha \omega; |\alpha|e) \subseteq \alpha \mathcal{B}^0(\omega; e).$$
Proof. The first case of part (i) follows from the following expression,
\[ \| A \oplus A_0 \| \leq \| (A \oplus \omega) \oplus A_0 \| < \epsilon. \]
The second case of part (i) regarding the open ball \( B(A_0; \epsilon) \) follows from the following expression,
\[ \| (A \oplus \omega) \oplus A_0 \| \leq \| A \oplus A_0 \| < \epsilon. \] (4)
For the open ball \( B^\circ(A_0; \epsilon) \), if \( A \in B^\circ(A_0; \epsilon) \), then \( A = A_0 \oplus C \) with \( \| C \| < \epsilon \). Given an \( \omega \in \Omega \), let \( C = C \oplus \omega \). Therefore, we have \( A \oplus \omega = A_0 \oplus C \), where
\[ \| \tilde{C} = \| C \oplus \omega \| \leq \| C \| < \epsilon, \] (5)
which says that \( A \oplus \omega \in B^\circ(A_0; \epsilon) \). The third case of part (i) follows from the previous two cases.

To prove part (ii), as \([0, 0] \in \Omega \) and \( B = B \oplus [0, 0] \), we have the inclusions \( B(A; \epsilon) \subseteq B(A; \epsilon) \oplus \Omega \) and \( B^\circ(A; \epsilon) \subseteq B^\circ(A; \epsilon) \oplus \Omega \). On the other hand, for \( A \in B(A_0; \epsilon) \) and \( \omega \in \Omega \), from (4), we see that \( A \oplus \omega \in B(A_0; \epsilon) \), which shows the inclusion \( B(A_0; \epsilon) \oplus \Omega \subseteq B(A_0; \epsilon) \). Also, for \( B = A \oplus C \in B^\circ(A; \epsilon) \) with \( \| C \| < \epsilon \), let \( C = \omega \oplus C \). By Equation (5), we have \( B \oplus \omega = A \oplus C \in B^\circ(A; \epsilon) \), which shows the inclusion \( B^\circ(A; \epsilon) \oplus \Omega \subseteq B^\circ(A; \epsilon) \). This proves part (ii).

To prove part (iii), for any \( \omega' \in \Omega \), we have \( \| \omega' \| = 0 \), which says that \( \omega \oplus \omega' \in B^\circ(\omega; \epsilon) \). Therefore, we obtain the inclusion \( \Omega \oplus \omega \subseteq B^\circ(\omega; \epsilon) \). On the other hand, we also have
\[ \| \omega' \oplus \omega \| = \| \omega' \oplus (-\omega) \| \leq \| \omega' \| + \| -\omega \| = \| \omega' \| + \| \omega \| = 0, \]
which shows that \( \omega' \in B(\omega; \epsilon) \), i.e., \( \Omega \subseteq B(\omega; \epsilon) \).

To prove the first case of part (iv), for \( A \in B(\omega; \epsilon) \), as \( a\omega \in \Omega \), we have
\[ \| \omega \oplus aA \| = \| (\omega \oplus a\omega) \oplus aA \| = \| a\omega \oplus aA \| = \| a(A \oplus \omega) \| = |a| \| A \oplus \omega \| < |a|\epsilon, \]
i.e., \( aA \in B(\omega; |a|\epsilon) \). This shows the inclusion \( aB(\omega; \epsilon) \subseteq B(\omega; |a|\epsilon) \). To prove the second case of part (iv), for \( A \in B(\omega; |a|\epsilon) \), we have \( \| \omega \oplus A \| < |a|\epsilon \), i.e.,
\[ \| (\omega/a) \oplus (A/a) \| = \| (\omega \oplus A)/a \| = 1/|a| \| \omega \oplus A \| < \epsilon. \]
As \( a < 1 \), from part (vi) of Proposition 3, we have \( \omega/a = \omega \oplus \tilde{\omega} \) for some \( \tilde{\omega} \in \Omega \). Therefore, we obtain
\[ \| A \oplus (A/a) \| \leq \| (\omega \oplus \tilde{\omega}) \oplus (A/a) \| = \| (\omega/a) \oplus (A/a) \| < \epsilon, \]
which shows that \( A/a \in B(\omega; \epsilon) \). Therefore we obtain \( A \in aB(\omega; \epsilon) \), which shows the inclusion \( B(\omega; |a|\epsilon) \subseteq aB(\omega; \epsilon) \).

To prove the first inclusion of part (v), for \( A \in B(\omega; \epsilon) \), we have \( A = \omega \oplus C \) with \( \| C \| < \epsilon \). It follows that \( aA = a\omega \oplus aC \). Let \( \tilde{C} = a\tilde{C} \). Then \( \| \tilde{C} \| < |a|\epsilon \), which shows the inclusion \( aB^\circ(\omega; \epsilon) \subseteq B^\circ(a\omega; |a|\epsilon) \). To prove the second inclusion of part (v), for \( A \in B^\circ(a\omega; |a|\epsilon) \), we have \( A = a\omega \oplus C \) with \( \| C \| < |a|\epsilon \). Let \( \tilde{C} = C/a \). Then
\[ A = a\omega \oplus C = a\omega \oplus a(C/a) = a\omega \oplus a\tilde{C} = a(\omega \oplus \tilde{C}) \] with \( \| \tilde{C} \| < \epsilon, \)
which says that \( A \in aB^\circ(\omega; \epsilon) \). This completes the proof.

5. Open Sets

Let \((I, \| \cdot \|)\) be a pseudo-seminormed interval space. We are going to consider the open subsets of \(I\).
Definition 4. Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space, and let $A$ be a nonempty subset of $\mathcal{I}$.

- A point, $A_0 \in A$, is said to be an interior point of $A$ if and only if there exists $\epsilon > 0$, such that $B(A_0; \epsilon) \subseteq A$. The collection of all interior points of $A$ is called the interior of $A$ and is denoted by $\text{int}(A)$.
- A point, $A_0 \in A$, is said to be a type-I-interior point of $A$ if and only if there exists $\epsilon > 0$, such that $B(A_0; \epsilon) \subseteq A \oplus \Omega$. The collection of all type-I-interior points of $A$ is called the type-I-interior of $A$ and is denoted by $\text{int}^{(I)}(A)$.
- A point, $A_0 \in A$, is said to be a type-II-interior point of $A$ if and only if there exists $\epsilon > 0$, such that $B(A_0; \epsilon) \subseteq A \ominus \Omega$. The collection of all type-II-interior points of $A$ is called the type-II-interior of $A$ and is denoted by $\text{int}^{(II)}(A)$.
- A point, $A_0 \in A$, is said to be a type-III-interior point of $A$ if and only if there exists $\epsilon > 0$, such that $B(A_0; \epsilon) \subseteq A \ominus \Omega$. The collection of all type-III-interior points of $A$ is called the type-III-interior of $A$ and is denoted by $\text{int}^{(III)}(A)$.

Remark 3. Recall that we cannot have the property $A \in B(A; \epsilon)$ in general by Remark 2, unless $\| \cdot \|$ satisfies the null condition. Given any $A \in \mathcal{I}$ with $\| A \ominus A \| \neq 0$, it follows that $A \notin B(A; \epsilon^*)$ for $\epsilon^* < \| A \ominus A \|$. Now, given $\epsilon < \epsilon^*$, it is clear that $B(A; \epsilon) \subseteq B(A; \epsilon^*)$. Let use take $A = B(A; \epsilon^*)$. It means that the open ball $B(A; \epsilon)$ is contained in $A$ even though the center $A$ is not in $A$.

Remark 4. From Remark 3, it is possible that there exists an open ball such that $B(A; \epsilon) \subseteq A$, even though the center $A$ is not in $A$. In this situation, we will not say that $A$ is an interior point, since $A$ is not in $A$. Also, the sets $B(A; \epsilon) \ominus \Omega$ and $B^*(A; \epsilon) \oplus \Omega$ will not necessarily contain the center $A$. In other words, it is possible that there exists an open ball such that $B(A; \epsilon) \ominus \Omega$ is contained in $A$, even though the center $A$ is not in $A$. In this situation, we will not say that $A$ is an type-I-interior point, as $A$ is not in $A$. However, we have the following observations.

- Suppose that $\| \cdot \|$ satisfies the null condition. Then $A \in B(A; \epsilon)$. Since $A = A \ominus \theta$, we also have $A \in B(A; \epsilon) \ominus \Omega$.
- Suppose that $\| [0, 0] \|= 0$. The second observation of Remark 2 says that $A \in B^*(A; \epsilon)$. As $A = A \ominus \theta$, it follows that $A \in B^*(A; \epsilon) \oplus \Omega$.

Inspired by Remark 4, we can define the different concepts of pseudo-interior point.

Definition 5. Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space, and let $A$ be a nonempty subset of $\mathcal{I}$.

- A point, $A_0 \in \mathcal{I}$ is said to be a pseudo-interior point of $A$ if and only if there exists $\epsilon > 0$ such that $B(A_0; \epsilon) \subseteq A$. The collection of all pseudo-interior points of $A$ is called the pseudo-interior of $A$ and is denoted by $\text{pint}(A)$.
- A point, $A_0 \in \mathcal{I}$ is said to be a type-I-pseudo-interior point of $A$ if and only if there exists $\epsilon > 0$ such that $B(A_0; \epsilon) \ominus \Omega \subseteq A$. The collection of all type-I-pseudo-interior points of $A$ is called the type-I-pseudo-interior of $A$ and is denoted by $\text{pint}^{(I)}(A)$.
- A point, $A_0 \in \mathcal{I}$ is said to be a type-II-pseudo-interior point of $A$ if and only if there exists $\epsilon > 0$ such that $B(A_0; \epsilon) \subseteq A \ominus \Omega$. The collection of all type-II-pseudo-interior points of $A$ is called the type-II-pseudo-interior of $A$ and is denoted by $\text{pint}^{(II)}(A)$.
- A point, $A_0 \in \mathcal{I}$ is said to be a type-III-pseudo-interior point of $A$ if and only if there exists $\epsilon > 0$ such that $B(A_0; \epsilon) \ominus \Omega \subseteq A \ominus \Omega$. The collection of all type-III-pseudo-interior points of $A$ is called the type-III-pseudo-interior of $A$ and is denoted by $\text{pint}^{(III)}(A)$.

The different types of $\ominus$-pseudo-interior point based on the open ball $B^*(A_0; \epsilon)$ can be similarly defined.
Remark 5. Note that the difference between Definitions 4 and 5 is that we consider $A_0 \in \mathcal{A}$ in Definition 4 and $A_0 \in \mathcal{I}$ in Definition 5. From Remark 3, if $\varepsilon^* < \| A \cap A \|$, then $A$ is a pseudo-interior point of $\mathcal{B}(A; \varepsilon^*)$. We also have the following observations.

- It is clear that $\text{int}(\mathcal{A}) \subseteq \text{pint}(\mathcal{A})$, $\text{int}^0(\mathcal{A}) \subseteq \text{pint}^0(\mathcal{A})$, $\text{int}^\ast(\mathcal{A}) \subseteq \text{pint}^\ast(\mathcal{A})$ and $\text{int}^{\ast\ast}(\mathcal{A}) \subseteq \text{pint}^{\ast\ast}(\mathcal{A})$. The same inclusions can also apply to the different types of $\ast$-interior and $\ast$-pseudo-interior.
- It is clear that $\text{int}(\mathcal{A}) \subseteq \mathcal{A}$, $\text{int}^0(\mathcal{A}) \subseteq \mathcal{A}$, $\text{int}^\ast(\mathcal{A}) \subseteq \mathcal{A}$ and $\text{int}^{\ast\ast}(\mathcal{A}) \subseteq \mathcal{A}$. However, those kinds of inclusions cannot hold true for the pseudo-interior.
- From Remark 2, we have the following observations.
  - Suppose that $\| \cdot \|$ satisfies the null condition. Then the concepts of interior point and the concepts of pseudo-interior point are equivalent, since $A_0$ is in the open ball $\mathcal{B}(A_0; \varepsilon)$.
  - Suppose that $\| \theta \| = 0$. Then the concepts of $\ast$-type of interior point and the concepts of $\ast$-type of pseudo-interior point are equivalent, since $A_0$ is in the open ball $\mathcal{B}^\ast(A_0; \varepsilon)$.

Example 4. The non-negative real-valued function $\| \cdot \|$ on $\mathcal{I}$ is defined by

$$\| \left[ a^l, a^u \right] \| = a^u - a^l.$$ 

Then, $(\mathcal{I}, \| \cdot \|)$ is a seminormed interval, space such that the null condition is not satisfied. The open balls $\mathcal{B}(\left[ a_0^l, a_0^u \right]; \varepsilon)$ and $\mathcal{B}^\ast(\left[ a_0^l, a_0^u \right]; \varepsilon)$ with radius $\varepsilon$ are given by

$$\mathcal{B}(\left[ a_0^l, a_0^u \right]; \varepsilon) = \left\{ \left[ a^l, a^u \right] \in \mathcal{I} : \| \left[ a_0^l, a_0^u \right] \odot \left[ a^l, a^u \right] \| < \varepsilon \right\}$$

and

$$\mathcal{B}^\ast(\left[ a_0^l, a_0^u \right]; \varepsilon) = \left\{ \left[ a_0^l, a_0^u \right] \odot \left[ a^l, a^u \right] \in \mathcal{I} : \| \left[ a^l, a^u \right] \| < \varepsilon \right\}.$$ 

- Suppose that $\varepsilon \leq 2(1 - a_0^u - a_0^l)$. As

$$\left[ a_0^l, a_0^u \right] \odot \left[ a_0^l, a_0^u \right] = 2 \left( a_0^u - a_0^l \right) \geq \varepsilon,$$

it says that $\left[ a_0^l, a_0^u \right] \notin \mathcal{B}(\left[ a_0^l, a_0^u \right]; \varepsilon)$.
- Given any $\varepsilon > 0$, we see that $\left[ a_0^l, a_0^u \right] \in \mathcal{B}^\ast(\left[ a_0^l, a_0^u \right]; \varepsilon)$, as $\left[ a^l, a^u \right] = [0, 0] \in \mathcal{I}$.

We consider the following set

$$A = \left\{ \left[ a^l, a^u \right] \in \mathcal{I} : a^u - a^l \leq 5 \right\}.$$ 

For $\left[ a_0^l, a_0^u \right] = [0, 6]$, we see that $\left[ a_0^l, a_0^u \right] \notin A$. For the open ball $\mathcal{B}(\left[ a_0^l, a_0^u \right]; \varepsilon)$ with radius $\varepsilon = 8$, we see that

$$\mathcal{B}(\left[ a_0^l, a_0^u \right]; \varepsilon) = \mathcal{B}(0, 6); 8 = \left\{ \left[ a^l, a^u \right] \in \mathcal{I} : 6 + a^u - a^l < 8 \right\}$$

$$= \left\{ \left[ a^l, a^u \right] \in \mathcal{I} : a^u - a^l < 2 \right\} \subset A,$$

which says that $\left[ a_0^l, a_0^u \right] = [0, 6]$ is a pseudo-interior point of $\mathcal{A}$. 


Regarding the different concepts of pseudo-interior point, we also have

\[ \text{pint}(A) = \text{pint}^\ell(A) \subseteq \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A) \]

and

\[ \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A) \subseteq \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A). \]

Regarding the different concepts of pseudo-interior point, we also have

\[ \text{pint}(A) = \text{pint}^\ell(A) \subseteq \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A) \]

and

\[ \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A) \subseteq \text{pint}^\text{II}(A) = \text{pint}^\text{III}(A). \]

Remark 7. Suppose that \( \| \cdot \| \) satisfies the null sub-inequality. From part (ii) of Proposition 9, we see that if \( A_0 \) is an interior (resp. type-I-interior, type-II-interior, type-III-interior) point then it is also an \( \circ \)-interior (resp. \( \circ \)-type-I-interior, \( \circ \)-type-II-interior, \( \circ \)-type-III-interior) point. In other words, from Remark 6, we have

\[ \text{int}(A) = \text{int}^\text{II}(A) \subseteq \text{int}^\text{III}(A) = \text{int}^\ell(A) \]

and

\[ \text{int}^\text{II}(A) = \text{int}^\text{III}(A) \subseteq \text{int}^\text{II}(A) = \text{int}^\text{III}(A). \]

Remark 8. Let \((I, \| \cdot \|)\) be a pseudo-seminormed interval space.

- Suppose that the center \( A_0 \) is in the open ball \( B(A_0; \epsilon) \). Then, the concepts of interior point and pseudo-interior point are equivalent. It follows that \( \text{pint}(A) = \text{int}(A) \subseteq A \). Similarly, if the center \( A_0 \) is in the open ball \( B^\circ(A_0; \epsilon) \), then \( \text{pint}^\circ(A) = \text{int}^\circ(A) \subseteq A \).
- From part (ii) of Proposition 9, we have \( B(A; \epsilon) \subseteq B(A; \epsilon) \oplus \Omega \) and \( B^\circ(A; \epsilon) \subseteq B^\circ(A; \epsilon) \oplus \Omega \). Suppose that the center \( A_0 \) is in the open ball \( B(A_0; \epsilon) \). Let \( A_0 \) be a type-I-pseudo-interior point of \( A \). As

\[ A_0 \in B(A_0; \epsilon) \subseteq B(A_0; \epsilon) \oplus \Omega \subseteq A, \]

using Remark 5, we obtain

\[ \text{pint}^\ell(A) \subseteq \text{int}(A) \subseteq A \text{ and } \text{pint}^\ell(A) \subseteq \text{int}^\ell(A) \subseteq \text{pint}^\ell(A), \]

which also implies \( \text{pint}^\ell(A) = \text{int}^\ell(A) \). Similarly, if the center \( A_0 \) is in the open ball \( B^\circ(A_0; \epsilon) \), then \( \text{pint}^\circ(A) = \text{int}^\circ(A) \).
- Suppose that \( A \oplus \Omega \subseteq A \). We have the following observations. Assume that the center \( A_0 \) is in the open ball \( B(A_0; \epsilon) \). Let \( A_0 \) be a type-II-pseudo-interior point of \( A \). As

\[ A_0 \in B(A_0; \epsilon) \subseteq A \oplus \Omega \subseteq A, \]

we obtain

\[ \text{pint}^\text{II}(A) \subseteq \text{int}(A) \subseteq A \text{ and } \text{pint}^\text{II}(A) \subseteq \text{int}^\text{II}(A) \subseteq \text{pint}^\text{II}(A), \]

which also implies \( \text{pint}^\text{II}(A) = \text{int}^\text{II}(A) \). Similarly, if the center \( A_0 \) is in the open ball \( B^\circ(A_0; \epsilon) \), then \( \text{pint}^\circ(A) = \text{int}^\circ(A) \).
- Suppose that \( A \oplus \Omega \subseteq A \), we have the following observations. From part (ii) of Proposition 9, we have \( B(A; \epsilon) \subseteq B(A; \epsilon) \oplus \Omega \) and \( B^\circ(A; \epsilon) \subseteq B^\circ(A; \epsilon) \oplus \Omega \). Assume that the center \( A_0 \) is in the open ball \( B(A_0; \epsilon) \). Let \( A_0 \) be a type-III-pseudo-interior point of \( A \). As

\[ A_0 \in B(A_0; \epsilon) \subseteq B(A_0; \epsilon) \oplus \Omega \subseteq A \oplus \Omega \subseteq A, \]

we obtain

\[ \text{pint}^\text{III}(A) \subseteq \text{int}(A) \subseteq A \text{ and } \text{pint}^\text{III}(A) \subseteq \text{int}^\text{III}(A) \subseteq \text{pint}^\text{III}(A), \]
Suppose that the first observation of Remark 5, we obtain the desired result. The remaining cases can be similarly defined.

Remark 9. Let \((I, || \cdot ||)\) be a pseudo-seminormed interval space, and let \(A\) be a nonempty subset of \(I\). We consider the extreme cases of the empty set \(\emptyset\) and whole set \(I\).

- As the empty set \(\emptyset\) contains no elements, \(\emptyset\) is open and pseudo-open (we can regard the empty set as an open ball). It is clear that \(I\) is also open and pseudo-open, since \(A \subset B \subset X\) for any open ball \(B\), i.e., \(I \subset \text{int}(I)\) and \(I \subset \text{pint}(I)\).
- As \(\emptyset \oplus \Omega = \emptyset \subset I\), the empty set \(\emptyset\) is type-I-open and type-I-pseudo-open. It is clear that \(I\) is also type-I-open and type-I-pseudo-open, since \(A \subset B \oplus \Omega \subset X\) for any open ball \(B\), i.e., \(I \subset \text{int}^{\Omega}(I)\) and \(I \subset \text{pint}^{\Omega}(I)\).
- As \(\emptyset \subset \emptyset \subset \Omega \oplus \emptyset\), \(\emptyset\) is type-II-open and type-II-pseudo-open. We also see that \(I\) is an type-II-open and type-II-pseudo-open set, since, for any \(A \subset I\) and any open ball \(B\), we have \(A \cup B \subset I \subset I \cup \Omega\) by part (i) of Proposition 3, i.e., \(I \subset \text{int}^{\Omega}(I)\) and \(I \subset \text{pint}^{\Omega}(I)\).
- As \(\emptyset \oplus \Omega \subset \Omega \oplus \emptyset\), \(\emptyset\) is type-III-open and type-III-pseudo-open. Now, for any \(A \subset I\) and any open ball \(B\), we have \(A \subset B \subset X\), which says that \(B \oplus \Omega \subset X \oplus \Omega\), i.e., \(I \subset \text{int}^{\Omega}(I)\) and \(I \subset \text{pint}^{\Omega}(I)\). This shows that \(I\) is type-III-open and type-III-pseudo-open.

We have the above similar results for the types of \(\omega\)-open sets and \(\omega\)-pseudo-open sets.

Proposition 10. Let \((I, || \cdot ||)\) be a pseudo-seminormed interval space, and let \(A\) be a nonempty subset of \(I\).

- If \(A\) is pseudo-open, i.e., \(A = \text{pint}(A)\), then \(A\) is also open, i.e., \(A = \text{int}(A) = \text{int}^{\Omega}(A)\). If \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}(A) = \text{int}(A)\).
- \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\). If \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\).
- \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\). If \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\).
- \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\). If \(A = \text{pint}^{\Omega}(A)\), then \(A = \text{pint}^{\Omega}(A) = \text{int}^{\Omega}(A)\).

Proof. If \(A\) is an pseudo-interior point, i.e., \(A \subset \text{pint}(A) = A\), then there exists \(\epsilon > 0\) such that \(B(A_0, \epsilon) \subset A\). As \(A \subset A\), it follows that \(A\) is also an interior point, i.e., \(\text{pint}(A) \subset \text{int}(A)\). From the first observation of Remark 5, we obtain the desired result. The remaining cases can be similarly realized, and the proof is complete.

Proposition 11. Let \((I, || \cdot ||)\) be a pseudo-seminormed interval space.

(i) Suppose that \(|| \cdot ||\) satisfies the null superinequality.

- If \(A\) is any type of pseudo-open, then \(A = A\) implies \(A \oplus \omega \subset A\) for any \(\omega \in \Omega\).
- If \(A\) is open, then \(A \subset A\) implies \(A \oplus \omega \subset \text{pint}(A)\) for any \(\omega \in \Omega\).
- If \(A\) is type-I-open, then \(A \subset A\) implies \(A \oplus \omega \subset \text{pint}^{\Omega}(A)\) for any \(\omega \in \Omega\).
- If \(A\) is type-II-open, then \(A \subset A\) implies \(A \oplus \omega \subset \text{pint}^{\Omega}(A)\) for any \(\omega \in \Omega\).
• If \( A \) is type-III-open, then \( A \in \mathcal{A} \) implies \( A \oplus \omega \in \text{pint}^\text{III}(\mathcal{A}) \) for any \( \omega \in \Omega \).

(ii) Suppose that \( \| \cdot \| \) satisfies the null sub-inequality, and that \( \mathcal{A} \) is any type of pseudo-open.

• \( A \oplus \omega \in \mathcal{A} \) implies \( A \in \mathcal{A} \) for any \( \omega \in \Omega \).
• \( A \oplus \omega \subseteq \mathcal{A} \) for any \( \omega \in \Omega \) and \( A \oplus \Omega \subseteq \mathcal{A} \).
• \( A \oplus \omega \in A \oplus \omega \) implies \( A \in \mathcal{A} \) for any \( \omega \in \Omega \).
• We have \( A = A \oplus \Omega \).

(iii) Suppose that \( \| \cdot \| \) satisfies the null sub-inequality, and that \( \mathcal{A} \) is any type of \( \diamond \)-pseudo-open. Then \( \mathcal{A} \) in \( \mathcal{A} \) implies \( A \oplus \omega \in \mathcal{A} \) for any \( \omega \in \Omega \).

Proof. To prove part (i), suppose that \( \mathcal{A} \) is type-III-pseudo-open set. For \( A \in \mathcal{A} = \text{pint}^\text{III}(\mathcal{A}) \), by definition, there exists \( \varepsilon > 0 \) such that \( B(A; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \). From part (i) of Proposition 7, we also have \( B(A \oplus \omega; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \), which says that \( A \oplus \omega \in \text{pint}^\text{III}(\mathcal{A}) = \mathcal{A} \). Now, we assume that \( \mathcal{A} \) is type-I-open. Then \( A \in \mathcal{A} = \text{int}^\text{III}(\mathcal{A}) \subseteq \text{pint}^\text{III}(\mathcal{A}) \). We can also obtain \( A \oplus \omega \in \text{pint}^\text{III}(\mathcal{A}) \). The other openness can be similarly obtained.

To prove the first case of part (ii), we consider the type-III-pseudo-open sets. If \( A \oplus \omega \in \mathcal{A} = \text{pint}^\text{III}(\mathcal{A}) \), there exists \( \varepsilon > 0 \) such that \( B(A \oplus \omega; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \). From part (ii) of Proposition 7, we also have \( B(A \oplus \omega; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \), which shows that \( A \in \text{pint}^\text{III}(\mathcal{A}) = \mathcal{A} \).

To prove the second case of part (ii), we consider the type-III-pseudo-open sets. If \( A \in \mathcal{A} \), then \( A = A \oplus \omega \) for some \( \omega \in \text{pint}^\text{III}(A) \). Therefore there exists \( \varepsilon > 0 \) such that \( B(A; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \). Since \( B(A; \varepsilon) \subseteq B(A \oplus \omega; \varepsilon) = B(A; \varepsilon) \) by part (ii) of Proposition 7, we see that \( B(A; \varepsilon) \oplus \Omega \subseteq A \oplus \Omega \), i.e., \( A \in \text{pint}^\text{III}(\mathcal{A}) = \mathcal{A} \). Now, for \( A \in \mathcal{A} \), we see that \( A \in \mathcal{A} \), which implies \( A \in \mathcal{A} \). Therefore we obtain \( A \oplus \Omega \subseteq \mathcal{A} \).

To prove the third case of part (ii), using the second case of part (ii), we have

\[ A \oplus \omega \subseteq A \oplus \omega \subseteq A \oplus \Omega \subseteq A. \]

Using the first case of part (ii), we obtain \( A \in \mathcal{A} \).

To prove the fourth case of part (ii), as \( A = A \oplus [0,0] \) and \([0,0] \in \Omega \), it follows that \( A \subseteq A \oplus \Omega \).

By the second case of part (ii), we obtain the desired result.

To prove part (iii), from part (ii) of Proposition 7, we have \( B^\diamond(A \oplus \omega; \varepsilon) \subseteq B^\diamond(A; \varepsilon) \), therefore, using the similar argument in the proof of part (i), we can obtain the desired results. This completes the proof. \( \Box \)

We remark that the results in Proposition 11 will not be true for any types of open sets. For example, in the proof of part (i), the inclusion \( B(A \oplus \omega; \varepsilon) \subseteq \mathcal{A} \) can just say that \( A \oplus \omega \) is \( \text{pint}^\text{III}(\mathcal{A}) \), as we do not know whether \( A \oplus \omega \) is in \( \mathcal{A} \) or not.

**Proposition 12.** Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space.

(i) Suppose that \( \| \cdot \| \) satisfies the null condition.

• We have \( \text{int}(\mathcal{A}) = \text{int}^\text{II}(\mathcal{A}) \oplus \Omega \subseteq \mathcal{A} \). In particular, if \( \mathcal{A} \) is open or type-I-open, then \( A \oplus \Omega \subseteq \mathcal{A} \).
• We have \( \text{int}^\text{III}(\mathcal{A}) = \text{int}^\text{III}(\mathcal{A}) \subseteq A \oplus \Omega \).

Moreover the concept of (resp. type-I, type-II, type-III) open set is equivalent to the concept of (resp. type-I, type-II, type-III) pseudo-open set.

(ii) Suppose that \( \| \cdot \| \) satisfies the null sub-inequality. Then,

\[ \text{pint}^\text{III}(\mathcal{A})^\diamond \oplus \Omega = \text{pint}^\text{III}(\mathcal{A})^\diamond \oplus \Omega \subseteq \text{pint}^\text{III}(\mathcal{A})^\diamond = \text{pint}^\text{III}(\mathcal{A})^\diamond. \]

In particular, if \( \mathcal{A} \) is type-II-pseudo-open or type-III-pseudo-open, then \( \mathcal{A}^c \oplus \Omega \subseteq \mathcal{A}^c \).
Proof. To prove the first case of part (i), for any \( A \in \text{int}^0(\mathcal{A}) \), there exists an open ball \( B(A;\varepsilon) \) such that \( B(A;\varepsilon) \cap \Omega \subseteq A \). As \( A \in B(A;\varepsilon) \), by the first observation of Remark 2, we have \( A \cap \omega \subseteq B(A;\varepsilon) \cap \Omega \subseteq A \). This shows \( \text{int}^0(\mathcal{A}) \cap \Omega \subseteq A \). Using Remark 6, we obtain the desired results.

To prove the second case of part (i), for any \( A \in \text{int}^0(\mathcal{A}) \), there exists an open ball \( B(A;\varepsilon) \) such that \( B(A;\varepsilon) \subseteq A \cap \Omega \). Then we have \( A \subseteq A \cap \Omega \), since \( A \subseteq B(A;\varepsilon) \). This shows \( \text{int}^0(\mathcal{A}) \subseteq A \cap \Omega \). Using Remark 6, we obtain the desired results. From Remark 5, we see that the concept of (resp. type-I, type-II, type-III) open set is equivalent to the concept of (resp. type-I, type-II, type-III) pseudo-open set.

To prove part (ii), for any \( A \in (\text{pint}^0(\mathcal{A}))^c \cap \Omega \), we have \( A = \hat{A} \oplus \hat{\omega} \) for some \( \hat{A} \in (\text{pint}^0(\mathcal{A}))^c \) and \( \hat{\omega} \in \Omega \). By definition, we see that \( B(\hat{A};\varepsilon) \subseteq A \oplus \Omega \) for every \( \varepsilon > 0 \). By part (ii) of Proposition 7, we also have \( B(\hat{A};\varepsilon) \subseteq A \cap \Omega \) for every \( \varepsilon > 0 \). This says that \( A \) is not an type-II-pseudo-interior point of \( \mathcal{A} \), i.e., \( A \not\in \text{pint}^0(\mathcal{A}) \). This completes the proof. \( \square \)

Proposition 13. Let \((\mathcal{I}, \| \cdot \|)\) be a pseudo-seminormed interval space.

(i) \( B^0(\mathcal{A}_0;\varepsilon) \) is \( \circ \)-open, \( \circ \)-type-II-open, and \( \circ \)-type-III-open. We also have the inclusions \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}(B^0(\mathcal{A}_0;\varepsilon)) \), \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}^0(B^0(\mathcal{A}_0;\varepsilon)) \), and \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}^0(B^0(\mathcal{A}_0;\varepsilon)) \).

(ii) \( B(A_0;\varepsilon) \) is open, \( \circ \)-type-II-open, and \( \circ \)-type-III-open. We also have the inclusions \( B(A_0;\varepsilon) \subseteq \text{pint}(B(A_0;\varepsilon)) \), \( B(A_0;\varepsilon) \subseteq \text{pint}^0(B(A_0;\varepsilon)) \), and \( B(A_0;\varepsilon) \subseteq \text{pint}^0(B(A_0;\varepsilon)) \).

(iii) Suppose that \( \| \cdot \| \) satisfies the null sub-inequality. Then \( B^0(\mathcal{A}_0;\varepsilon) \) is \( \circ \)-type-I-open and \( B(A_0;\varepsilon) \) is \( \circ \)-type-I-open. We also have the inclusions \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}^{\ominus}(B^0(\mathcal{A}_0;\varepsilon)) \), and \( B(A_0;\varepsilon) \subseteq \text{pint}^{\ominus}(B(A_0;\varepsilon)) \).

Proof. To prove part (i), for any \( A \in B^0(\mathcal{A}_0;\varepsilon) \), we have \( A = A_0 \oplus C \) with \( \| C \| < \varepsilon \). Let \( \tilde{\varepsilon} = \varepsilon - \| C \| > 0 \). For any \( \hat{A} \in B^0(\mathcal{A}_0;\varepsilon) \), i.e., \( \hat{A} = A \oplus D \) with \( \| D \| < \tilde{\varepsilon} \), we obtain \( \hat{A} = A_0 \oplus C \oplus D \) and

\[
\| C \oplus D \| \leq \| C \| + \| D \| = \varepsilon - \tilde{\varepsilon} + \| D \| < \varepsilon - \tilde{\varepsilon} + \tilde{\varepsilon} = \varepsilon,
\]

which means that \( \hat{A} \in B^0(\mathcal{A}_0;\varepsilon) \), i.e.,

\[
B^0(\mathcal{A}_0;\varepsilon) \subseteq B^0(\mathcal{A}_0;\varepsilon).
\]

This shows that \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{int}(B^0(\mathcal{A}_0;\varepsilon)) \). Therefore, we obtain \( B^0(\mathcal{A}_0;\varepsilon) = \text{int}(B^0(\mathcal{A}_0;\varepsilon)) \). We can similarly obtain the inclusion \( B^0(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}(B^0(\mathcal{A}_0;\varepsilon)) \). However, we cannot have the equality \( B^0(\mathcal{A}_0;\varepsilon) = \text{pint}(B^0(\mathcal{A}_0;\varepsilon)) \), as \( \text{pint}(B^0(\mathcal{A}_0;\varepsilon)) \) is not necessarily contained in \( B^0(\mathcal{A}_0;\varepsilon) \). From (6), we have \( B^0(\mathcal{A}_0;\varepsilon) \oplus \Omega \subseteq B^0(\mathcal{A}_0;\varepsilon) \oplus \Omega \). This says that \( B^0(\mathcal{A}_0;\varepsilon) \) is \( \circ \)-type-III-open. On the other hand, from (6) and part (ii) of Proposition 9, we also have

\[
B^0(\mathcal{A}_0;\varepsilon) \subseteq B^0(\mathcal{A}_0;\varepsilon) \subseteq B^0(\mathcal{A}_0;\varepsilon) \oplus \Omega.
\]

This shows that \( B^0(\mathcal{A}_0;\varepsilon) \) is \( \circ \)-type-II-open.

To prove part (ii), for any \( A \in B(\mathcal{A}_0;\varepsilon) \), we have \( \| A \cap \mathcal{A}_0 \| < \varepsilon \). Let \( \varepsilon = \| A \cap \mathcal{A}_0 \| \). For any \( \hat{A} \in B(\mathcal{A}_0;\varepsilon - \tilde{\varepsilon}) \), we have \( \| \hat{A} \cap A \| < \varepsilon - \tilde{\varepsilon} \). Therefore, by Proposition 5, we obtain

\[
\| \hat{A} \cap A_0 \| \leq \| \hat{A} \cap A \| + \| A \cap A_0 \| = \varepsilon + \| \hat{A} \cap A \| < \varepsilon + \varepsilon - \tilde{\varepsilon} = \varepsilon,
\]

which means that \( \hat{A} \in B(\mathcal{A}_0;\varepsilon) \), i.e.,

\[
B(\mathcal{A}_0;\varepsilon - \tilde{\varepsilon}) \subseteq B(\mathcal{A}_0;\varepsilon).
\]

This shows that \( B(\mathcal{A}_0;\varepsilon) \subseteq \text{int}(B(\mathcal{A}_0;\varepsilon)) \). Therefore, we obtain \( B(\mathcal{A}_0;\varepsilon) = \text{int}(B(\mathcal{A}_0;\varepsilon)) \). We can similarly obtain the inclusion \( B(\mathcal{A}_0;\varepsilon) \subseteq \text{pint}(B(\mathcal{A}_0;\varepsilon)) \). From (7), we have \( B(\mathcal{A}_0;\varepsilon - \tilde{\varepsilon}) \oplus \Omega \subseteq B(\mathcal{A}_0;\varepsilon) \oplus \Omega \).
Suppose that each open ball $B(A_0; \varepsilon) \oplus \Omega$. This says that $B(A_0; \varepsilon)$ is type-III-open. On the other hand, from (7) and part (ii) of Proposition 9, we also have

$$B(A; \varepsilon - \tilde{\varepsilon}) \subseteq B(A_0; \varepsilon) \subseteq B(A_0; \varepsilon) \oplus \Omega.$$ 

This shows that $B(A_0; \varepsilon)$ is type-II-open.

To prove part (iii), from (6), (7), and part (ii) of Proposition 9, we have

$$B^\circ(A; \varepsilon) \oplus \Omega \subseteq B^\circ(A_0; \varepsilon) \oplus \Omega = B^\circ(A_0; \varepsilon)$$

and

$$B(A; \varepsilon - \tilde{\varepsilon}) \oplus \Omega \subseteq B(A_0; \varepsilon) \oplus \Omega = B(A_0; \varepsilon).$$

This shows that $B^\circ(A_0; \varepsilon)$ is $\circ$-type-I-open, and that $B(A_0; \varepsilon)$ is type-I-open. We complete the proof.

**Proposition 14.** Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space. Suppose that the center $A_0$ is in the open balls $B(A_0; \varepsilon)$ and $B^\circ(A_0; \varepsilon)$. The following statements hold true.

(i) $B(A_0; \varepsilon)$ is pseudo-open and $\circ$-pseudo-open.

(ii) Suppose that $\| \cdot \|$ satisfies the null sub-inequality. Then, $B(A_0; \varepsilon)$ is type-I-pseudo-open, type-II-pseudo-open and type-III-pseudo-open.

(iii) Suppose that $\| \cdot \|$ satisfies the null sub-inequality. Then, $B(A_0; \varepsilon)$ is $\circ$-type-I-pseudo-open, $\circ$-type-II-pseudo-open and $\circ$-type-III-pseudo-open.

**Proof.** The results follow from Proposition 13, Remark 8 and part (ii) of Proposition 9 immediately.

### 6. Topological Spaces

Now, we are in a position to investigate the topological structure generated by the pseudo-seminormed interval space $(\mathcal{I}, \| \cdot \|)$ based on the different kinds of openness. We denote by $\tau_0$ and $\tau_0^\circ$ the set of all open and $\circ$-open subsets of $\mathcal{I}$, respectively, and by $p\tau_0$ and $p\tau_0^\circ$ the set of all pseudo-open and $\circ$-pseudo-open subsets of $\mathcal{I}$, respectively. We denote by $\tau^0$ and $\tau^\circ$ the set of all type-I-open and $\circ$-type-I-open subsets of $\mathcal{I}$, respectively, and by $p\tau^0$ and $p\tau^\circ$ the set of all type-I-pseudo-open and $\circ$-type-I-pseudo-open subsets of $\mathcal{I}$, respectively. We can similarly define the families $\tau^{0,0}$, $\tau^{0,\circ}$, $\tau^{\circ,0}$, $p\tau^{0,0}$, $p\tau^{0,\circ}$, $p\tau^{\circ,0}$ and $p\tau^{\circ,\circ}$.

**Proposition 15.** Let $(\mathcal{I}, \| \cdot \|)$ be a pseudo-seminormed interval space.

(i) $(\mathcal{I}, \tau^0)$ and $(\mathcal{I}, \tau^\circ)$ are topological spaces.

(ii) Suppose that each open ball $B(A_0; \varepsilon)$ contains the center $A_0$. Then $(\mathcal{I}, p\tau^0) = (\mathcal{I}, \tau^0)$ is a topological space.

(iii) Suppose that each open ball $B^\circ(A_0; \varepsilon)$ contains the center $A_0$. Then $(\mathcal{I}, p\tau^\circ) = (\mathcal{I}, \tau^\circ)$ is a topological space.

**Proof.** To prove part (i), by the second observation of Remark 9, we see that $\emptyset \in \tau^0$ and $X \in \tau^0$. Let $A = \bigcap_{i=1}^n A_i$, where $A_i$ are type-I-open sets for all $i = 1, \cdots, n$. For $A \in A$, we have $A \in A_i$ for all $i = 1, \cdots, n$. Then, there exists $\varepsilon_i$ such that $B(A; \varepsilon_i) \oplus \Omega \subseteq A_i$ for all $i = 1, \cdots, n$. Let $\varepsilon = \min\{\varepsilon_1, \cdots, \varepsilon_n\}$. Then $B(A; \varepsilon) \oplus \Omega \subseteq B(A; \varepsilon_i) \oplus \Omega \subseteq A_i$ for all $i = 1, \cdots, n$, which says that $B(A; \varepsilon) \oplus \Omega \subseteq \bigcap_{i=1}^n A_i = A$, i.e., $A \subseteq \text{int}^0(A)$. Therefore the intersection $A$ is type-I-open by Remark 5. On the other hand, let $A = \bigcup_{\delta} A_\delta$. Then, $A \in A$ implies that $A \in A_\delta$ for some $\delta$. This says that $B(A; \varepsilon) \oplus \Omega \subseteq A_\delta \subseteq A$ for some $\varepsilon > 0$, i.e., $A \subseteq \text{int}^0(A)$. Therefore, the union $A$ is type-I-open. This shows that $(\mathcal{I}, \tau^0)$ is a topological space. For the case of $\circ$-type-I-open subsets of $\mathcal{I}$, we can similarly obtain the desired result. Parts (ii) and (iii) follow from Remark 8 and part (i) immediately. This completes the proof.
We remark that Remark 2 shows the sufficient conditions for the open balls $B(A;\epsilon)$ and $B^c(A;\epsilon)$ containing the center $A$.

**Proposition 16.** Let $(\mathcal{I},|| \cdot ||)$ be a pseudo-seminormed interval space.

(i) $(\mathcal{I},\tau_0)$ and $(\mathcal{I},\tau_0^\complement)$ are topological spaces.

(ii) Suppose that each open ball $B(A_0;\epsilon)$ contains the center $A_0$. Then, $(\mathcal{I},\tau_0) = (\mathcal{I},p\tau_0)$ is a topological space.

(iii) Suppose that each open ball $B^c(A_0;\epsilon)$ contains the center $A_0$. Then, $(\mathcal{I},\tau_0^\complement) = (\mathcal{I},p\tau_0^\complement)$ is a topological space.

**Proof.** The empty set $\emptyset$ and $\mathcal{I}$ are open by the first observation of Remark 9. The remaining proof follows from the similar argument of Proposition 15 without considering the null set $\Omega$. $\square$

Let $(\mathcal{I},|| \cdot ||)$ be a pseudo-seminormed interval space. We consider the following families,

$$\tilde{\tau}^{(\text{II})} = \{A \in \tau^{(\text{II})} : A \oplus \Omega \subseteq A\}$$

and

$$\tilde{\tau}^{(\text{III})} = \{A \in \tau^{(\text{III})} : A \oplus \Omega \subseteq A\}.$$  

We can similarly define $\tilde{\tau}^{(\text{I})}$ and $\tilde{\tau}^{(\text{III})}$. Then, $\tilde{\tau}^{(\text{II})} \subseteq \tau^{(\text{II})}$, $\tilde{\tau}^{(\text{III})} \subseteq \tau^{(\text{III})}$, $\tilde{\tau}^{(\text{I})} \subseteq \tau^{(\text{I})}$, and $\tilde{\tau}^{(\text{III})} \subseteq \tau^{(\text{III})}$. We can also similarly define $\tilde{p \tau}^{(\text{II})}$, $\tilde{p \tau}^{(\text{III})}$, $\tilde{p \tau}^{(\text{I})}$, and $\tilde{p \tau}^{(\text{III})}$ regarding the pseudo-openness. Then, $\tilde{p \tau}^{(\text{II})} \subseteq p \tau^{(\text{II})}$, $\tilde{p \tau}^{(\text{III})} \subseteq p \tau^{(\text{III})}$, $\tilde{p \tau}^{(\text{I})} \subseteq p \tau^{(\text{I})}$, and $\tilde{p \tau}^{(\text{III})} \subseteq p \tau^{(\text{III})}$. Suppose that $|| \cdot ||$ satisfies the null sub-inequality.

**Proposition 17.** Let $(\mathcal{I},|| \cdot ||)$ be a pseudo-seminormed interval space. Suppose that $|| \cdot ||$ satisfies the null sub-inequality. Then,

$$\tilde{p \tau}^{(\text{II})} = p \tau^{(\text{II})} = p \tau^{(\text{III})} and \tilde{p \tau}^{(\text{III})} = p \tau^{(\text{II})} = p \tau^{(\text{III})}.$$  

**Proof.** The results follow from Remark 6 and part (ii) of Proposition 11 immediately. $\square$

**Proposition 18.** Let $(\mathcal{I},|| \cdot ||)$ be a pseudo-seminormed interval space.

(i) $(\mathcal{I},\tilde{\tau}^{(\text{II})})$ and $(\mathcal{I},\tilde{\tau}^{(\text{III})})$ are topological spaces.

(ii) The following statements hold true.

- Suppose that each open ball $B(A;\epsilon)$ contains the center $A$. Then, $(\mathcal{I},\tilde{p \tau}^{(\text{II})}) = (\mathcal{I},\tilde{\tau}^{(\text{II})})$ is a topological space.

- Suppose that each open ball $B^c(A;\epsilon)$ contains the center $A$. Then, $(\mathcal{I},\tilde{p \tau}^{(\text{III})}) = (\mathcal{I},\tilde{\tau}^{(\text{III})})$ is a topological space.

**Proof.** To prove part (i), given $A_1, A_2 \in \tilde{\tau}^{(\text{II})}$, let $A = A_1 \cap A_2$. For $A \in \mathcal{A}$, we have $A \in \mathcal{A}_i$ for $i = 1, 2$. Then, there exist $\epsilon_i$ such that $B(A;\epsilon_i) \subseteq A_i \oplus \Omega$ for all $i = 1, 2$. Let $\epsilon = \min\{\epsilon_1, \epsilon_2\}$. Then

$$B(A;\epsilon) \subseteq B(A;\epsilon_i) \subseteq A_i \oplus \Omega$$

for all $i = 1, 2$, which says that

$$B(A;\epsilon) \subseteq [(A_1 \oplus \Omega) \cap (A_2 \oplus \Omega)] = (A_1 \cap A_2) \oplus \Omega = A \oplus \Omega$$

by Proposition 4. This shows that $\mathcal{A}$ is type-II-open. For $A \in A \oplus \Omega$, we have $A = \bar{A} \oplus \omega$ for some $\bar{A} \in \mathcal{A}$ and $\omega \in \Omega$. Since $\bar{A} \in A_1 \cap A_2$, it follows that $A \in A_1 \oplus \Omega \subseteq A_1$ and $A \in A_2 \oplus \Omega \subseteq A_2$. 

which says that $A \in A_1 \cap A_2 = A$, i.e., $A \oplus \Omega \subseteq A$. This shows that $A$ is indeed in $\tau^{(m)}$. Therefore, the intersection of finitely many members of $\tau^{(m)}$ is a member of $\tau^{(m)}$.

Now, given a family $\{A_\delta\}_{\delta \in \Lambda} \subset \tau^{(m)}$, let $A = \bigcup_{\delta \in \Lambda} A_\delta$. Then, $A \in A$ implies that $A \in A_\delta$ for some $\delta \in \Lambda$. This says that

$$B(A; \epsilon) \subseteq A_\delta \oplus \Omega \subseteq A \oplus \Omega$$

for some $\epsilon > 0$. Therefore, the union $A$ is type-II-open. For $A \in A \oplus \Omega$, we have $A = A \oplus \omega$, where $\bar{A} \in A$, i.e., $\bar{A} \in A_\delta$ for some $\delta \in \Lambda$. It also says that $A \in A_\delta \oplus \Omega \subseteq A_\delta \subseteq A$, i.e., $A \oplus \Omega \subseteq A$. This shows that $A$ is indeed in $\tau^{(m)}$. By the third observation of Remark 9, we see that $\emptyset$ and $I$ are also type-II-open. It is obvious that $\emptyset \oplus \Omega = \emptyset$ and $I \oplus \Omega \subseteq I$, which shows that $\emptyset, X \in \tau^{(m)}$. Therefore, $(I, \tau^{(m)})$ is indeed a topological space. The above arguments are also valid for $\tau^{(m)}$.

Part (ii) follows immediately from the third observation of Remark 8 and part (i). This completes the proof. \(\square\)

**Proposition 19.** Let $(I, \| \cdot \|)$ be a pseudo-seminormed interval space.

(i) $(I, \tau^{(m)})$ and $(I, \tau^{(m)})$ are topological spaces.

(ii) The following statements hold true.

- Suppose that each open ball $B(A; \epsilon)$ contains the center $A$. Then $(I, p^{(m)}) = (I, \tau^{(m)})$ is a topological space.
- Suppose that each open ball $B^o(A; \epsilon)$ contains the center $A$. Then $(I, p^{(m)}) = (I, \tau^{(m)})$ is a topological space.

**Proof.** To prove part (i), by the fourth observation of Remark 9, it is clear to see that $\emptyset, I \in \tau^{(m)}$. As $\emptyset \oplus \Omega = \emptyset$ and $I \oplus \Omega \subseteq I$, it follows that $\emptyset, I \in \tau^{(m)}$. Given $A_1, A_2 \in \tau^{(m)}$, let $A = A_1 \cap A_2$. For $A \in A$, there exist $\epsilon_i$ such that $B(A; \epsilon_i) \subseteq A_i \oplus \Omega$ for all $i = 1, 2$. Then, $\epsilon = \min\{\epsilon_1, \epsilon_2\}$. Then, $B(A; \epsilon) \subseteq A_i \oplus \Omega$ for all $i = 1, 2$, which says that

$$B(A; \epsilon) \oplus \Omega \subseteq (A_1 \cap A_2) \oplus \Omega = A \oplus \Omega$$

by Proposition 4. This shows that $A$ is type-III-open. From the proof of Proposition 18, we also see that $A \oplus \Omega \subseteq A$. Therefore, the intersection of finitely many members of $\tau^{(m)}$ is a member of $\tau^{(m)}$.

Now, given a family $\{A_\delta\} \subset \tau^{(m)}$, let $A = \bigcup_{\delta \in \Lambda} A_\delta$. Then, $A \in A$ implies that $A \in A_\delta$ for some $\delta$. This says that

$$B(A; \epsilon) \oplus \Omega \subseteq A_\delta \oplus \Omega \subseteq A \oplus \Omega$$

for some $\epsilon > 0$. Therefore, the union $A$ is type-III-open. From the proof of Proposition 18, we also see that $A \oplus \Omega \subseteq A$, i.e., $A \in \tau^{(m)}$. This shows that $(I, \tau^{(m)})$ is indeed a topological space. The above arguments are also valid for $\tau^{(m)}$.

Part (ii) follows immediately from the fourth observation of Remark 8 and part (i). This completes the proof. \(\square\)

**Proposition 20.** Let $(I, \| \cdot \|)$ be a pseudo-seminormed interval space. Suppose that $\| \cdot \|$ satisfies the null sub-inequality. If each open ball $B(A; \epsilon)$ contains the center $A$, then $(I, p^{(m)}) = (I, p^{(m)})$ is a topological space.

**Proof.** By the third observation of Remark 9, we see that $\emptyset, I \in \tau^{(m)}$. Given $A_1, A_2 \in \tau^{(m)}$, let $A = A_1 \cap A_2$. We want to show $A = \text{pint}^{(m)}(A)$. For $A \in A$, we have $A \in A_i$ for $i = 1, 2$. There exist $\epsilon_i$
such that \( B(A; e_i) \subseteq A_i \oplus \Omega \) for all \( i = 1, 2 \). Let \( e = \min\{e_1, e_2\} \). Then \( B(A; e) \subseteq B(A; e_i) \subseteq A_i \oplus \Omega \) for \( i = 1, 2 \), which says that, using part (ii) of Proposition 11,

\[
B(A; e) \subseteq \left[ (A_1 \oplus \Omega) \cap (A_2 \oplus \Omega) \right] = A_1 \cap A_2 = (A_1 \cap A_2) \oplus \Omega = A \oplus \Omega.
\]

This shows that \( A \in \text{int}^m(A) \), i.e., \( A \subseteq \text{int}^m(A) \subseteq \text{pint}^m(A) \) by Remark 5. On the other hand, for \( A \in \text{pint}^m(A) \), using part (ii) of Proposition 11, we have

\[
A \in B(A; e) \subseteq A \oplus \Omega = (A_1 \cap A_2) \oplus \Omega \subseteq A_1 \oplus \Omega = A_1.
\]

We can similarly obtain \( A \in A_2 \), i.e., \( A \subseteq A_1 \cap A_2 = A \). This shows that \( \text{pint}^m(A) \subseteq A \). Therefore, we conclude that the intersection of finitely many members of \( p^{\tau^m} \) is a member of \( p^{\tau^m} \).

Now, given a family \( \{A_\delta\}_{\delta \in \Lambda} \subseteq p^{\tau^m} \), let \( A = \bigcup_{\delta \in \Lambda} A_\delta \). Then \( A \in \Lambda \) implies that \( A \in A_\delta \) for some \( \delta \in \Lambda \). This says that

\[
B(A; e) \subseteq A_\delta \oplus \Omega \subseteq A \oplus \Omega
\]

for some \( e > 0 \). Therefore, we obtain \( A \subseteq \text{int}^m(A) \subseteq \text{pint}^m(A) \). On the other hand, for \( A \in \text{pint}^m(A) \), we have

\[
A \in B(A; e) \subseteq A \oplus \Omega = A
\]

by part (ii) of Proposition 11. This shows that \( \text{pint}^m(A) \subseteq A \), i.e., \( A = \text{pint}^m(A) \). Therefore, by Remark 6, we conclude that \( (\mathcal{I}, p^{\tau^m}) = (\mathcal{I}, p^{\tau^{\text{int}}}) \) is a topological space. This completes the proof. \( \square \)
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