On a Generalized Langevin Type Nonlocal Fractional Integral Multivalued Problem
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Abstract: We establish sufficient criteria for the existence of solutions for a nonlinear generalized Langevin-type nonlocal fractional-order integral multivalued problem. The convex and non-convex cases for the multivalued map involved in the given problem are considered. Our results rely on Leray–Schauder nonlinear alternative for multivalued maps and Covitz and Nadler’s fixed point theorem. Illustrative examples for the main results are included.
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1. Introduction

Fractional calculus is the extension of classical calculus which deals with differential and integral operators of fractional order. It has evolved into a significant and popular branch of mathematical analysis owing to its extensive applications in the mathematical modeling of applied and technical problems. The literature on fractional calculus is now much enriched and covers a wide range of interesting results, for instance [1–6]. For a comprehensive treatment of Hadamard-type fractional differential equations and inclusions, we refer the reader to the text [7].

The Langevin equation is found to be an effective tool to describe stochastic problems in fluctuating situations. A modified type of this equation is used in various functional approaches for fractal media. A variety of boundary value problems involving the Langevin equation have been investigated by several authors. In [8], existence and uniqueness results for a nonlinear Langevin equation involving two fractional orders supplemented with three-point boundary conditions were obtained. An impulsive boundary value problem for a nonlinear Langevin equation involving two different fractional derivatives was investigated in [9]. Some existing results for Langevin fractional differential inclusions with two indices were derived in [10]. In [11], the authors proved the existence of and uniqueness results for an anti-periodic boundary value problem of a system of Langevin fractional differential equations. In [12], the authors investigated a nonlinear fractional Langevin equation with anti-periodic boundary conditions by applying coupled fixed point theorems. In a recent work [13], the authors obtained some existence results for a fractional Langevin equation with nonlinearity depending on Riemann–Liouville fractional integral, and complemented with nonlocal multi-point and multi-strip boundary conditions.

In the present paper, we study the existence of solutions for a nonlinear generalized Langevin type nonlocal fractional-order integral multivalued problem given by
The valued map for the problem (1) is proved by applying a fixed point theorem due to Covitz and Nadler. Provided the integrals in the above expressions exist.

Let $\mathcal{P}(\mathbb{R})$ denote the family of all nonempty subsets of $\mathbb{R}$, $\mathcal{P}(\mathbb{R})$ is a multi-valued map ($\mathcal{P}(\mathbb{R})$ is the family of all nonempty subsets of $\mathbb{R}$), $\mathcal{P}(\mathbb{R})$ is the generalized fractional integral operator of order $\gamma > 0$ and $\rho > 0$. Here we emphasize that the single-valued analogue of the problem (1) was discussed in [14].

The rest of the paper is arranged as follows. The background material related to our work is outlined in Section 3. The existence results for the problem (1) are presented in Section 3. The first result for the problem (1), associated with the convex valued multivalued map, is derived with the aid of Leray–Schauder nonlinear alternative for multivalued maps, while the result for non-convex valued map for the problem (1) is proved by applying a fixed point theorem due to Covitz and Nadler. Section 4 contains the illustrative examples for the main results. We summarize the work established in this paper, and its implications, in the last section.

2. Preliminaries

Define by $X^p_c(a, b)$ the space of all complex-valued Lebesgue measurable functions $\phi$ on $(a, b)$ equipped with the norm:

$$
\|\phi\|_{X^p_c} = \left( \int_a^b |x^\gamma \phi(x)|^p \frac{dx}{x} \right)^{1/p} < \infty, \ c \in \mathbb{R}, 1 \leq p \leq \infty.
$$

Let $AC^n_c[a, b]$ denote the class of all absolutely continuous functions $g$ possessing $\delta^{n-1}$-derivative ($\delta^{n-1} g \in AC([a, b], \mathbb{R})$), endowed with the norm $\|g\|_{AC^n_c} = \sum_{k=0}^{n-1} \|\delta^k g\|_{C}$.

Definition 1. The left-sided and right-sided generalized fractional integrals for $g \in X^p_c(a, b)$ of order $\beta > 0$ and $\rho > 0$, denoted by $\mathcal{I}^\beta_{a+} g$ and $\mathcal{I}^\beta_{b-} g$ respectively, are defined by [15]

$$
(\mathcal{I}^\beta_{a+} g)(t) = \frac{\rho^{1-\beta}}{\Gamma(\beta)} \int_a^t \frac{s^{\rho-1}}{(s^\rho - t^\rho)^{1-\beta}} g(s) ds, \ -\infty < a < t < b < \infty,
$$

$$
(\mathcal{I}^\beta_{b-} g)(t) = \frac{\rho^{1-\beta}}{\Gamma(\beta)} \int_t^b \frac{s^{\rho-1}}{(s^\rho - t^\rho)^{1-\beta}} g(s) ds, \ -\infty < a < t < b < \infty.
$$

Definition 2. Let $\beta > 0$, $n = [\beta] + 1$ and $\rho > 0$. We define the generalized fractional derivatives, associated with the generalized fractional integrals (2) and (3), for $0 \leq a < b < \infty$, as follows [16]:

$$
(\mathcal{D}^\beta_{a+} \phi)(t) = \left( 1 - \rho \frac{d}{dt} \right)^n (\mathcal{I}^n_{a+} \phi)(t) = \frac{\rho^{n-\beta+1}}{\Gamma(n-\beta)} \left( 1 - \rho \frac{d}{dt} \right)^n \int_a^t \frac{s^{\rho-1}}{(s^\rho - t^\rho)^{n-\beta+1}} \phi(s) ds,
$$

$$
(\mathcal{D}^\beta_{b-} \phi)(t) = \left( -1 + \rho \frac{d}{dt} \right)^n (\mathcal{I}^n_{b-} \phi)(t) = \frac{\rho^{n-\beta+1}}{\Gamma(n-\beta)} \left( -1 + \rho \frac{d}{dt} \right)^n \int_t^b \frac{s^{\rho-1}}{(s^\rho - t^\rho)^{n-\beta+1}} \phi(s) ds,
$$

provided the integrals in the above expressions exist.
**Definition 3.** Let $g \in AC^\beta_n[a,b]$ and $\beta > 0$, $n = [\beta] + 1$. Then the Caputo-type generalized fractional derivatives $\mathcal{D}^\beta_{a+} g$ and $\mathcal{D}^\beta_{b-} g$ are respectively defined via (4) and (5) by [17]

$$\mathcal{D}^\beta_{a+} g(x) = \mathcal{D}^{\beta}_{a+} \left[ g(t) - \sum_{k=0}^{n-1} \frac{d^k g(a)}{k!} \left( \frac{t^\beta - a^\beta}{\rho} \right)^k \right](x), \quad \delta = x^{1-\rho} \frac{d}{dx}, \quad (6)$$

$$\mathcal{D}^\beta_{b-} g(x) = \mathcal{D}^{\beta}_{b-} \left[ g(t) - \sum_{k=0}^{n-1} \frac{(-1)^k d^k g(b)}{k!} \left( \frac{b^\beta - t^\beta}{\rho} \right)^k \right](x), \quad \delta = x^{1-\rho} \frac{d}{dx}. \quad (7)$$

**Remark 1.** The left and right generalized Caputo derivatives of order $\beta$ for $g \in AC^\beta_n[a,b]$, are respectively given by [17]

$$\mathcal{D}^\beta_{a+} g(t) = \frac{1}{\Gamma(n-\beta)} \int_a^t \left( \frac{t^\beta - s^\beta}{\rho} \right)^{n-\beta-1} \frac{(\delta^n g)(s)ds}{s^{1-\rho}}, \quad (8)$$

$$\mathcal{D}^\beta_{b-} g(t) = \frac{1}{\Gamma(n-\beta)} \int_t^b \left( \frac{s^\beta - t^\beta}{\rho} \right)^{n-\beta-1} \frac{(\delta^n g)(s)ds}{s^{1-\rho}}. \quad (9)$$

**Lemma 1.** Let $g \in AC^\beta_n[a,b]$. Then, for $\beta \in \mathbb{R}$, the following results hold [17]:

$$\mathcal{D}^\beta_{a+} \mathcal{D}^\beta_{a+} g(x) = g(x) - \sum_{k=0}^{n-1} \frac{(\delta^k g)(a)(t^\beta - a^\beta)}{k! \rho} \left( \frac{t^\beta - a^\beta}{\rho} \right)^k, \quad (10)$$

$$\mathcal{D}^\beta_{b-} \mathcal{D}^\beta_{b-} g(x) = g(x) - \sum_{k=0}^{n-1} \frac{(-1)^k (\delta^k g)(a)(b^\beta - t^\beta)}{k! \rho} \left( \frac{b^\beta - t^\beta}{\rho} \right)^k. \quad (11)$$

In particular, for $0 < \beta \leq 1$, we have

$$\mathcal{D}^\beta_{a+} \mathcal{D}^\beta_{a+} g(x) = g(x) - g(a), \quad \mathcal{D}^\beta_{b-} \mathcal{D}^\beta_{b-} g(x) = g(x) - g(b). \quad (12)$$

We need the following known lemma [14] in the sequel.

**Lemma 2.** Let $h \in C([a,T], \mathbb{R})$ and $x \in AC^\beta_3(J)$. Then the unique solution of linear problem:

$$\begin{cases}
\mathcal{D}^\beta_{a+} (\mathcal{D}^\beta_{a+} + \lambda) x(t) = h(t), \quad t \in J := [a, T], \\
x(a) = 0, \quad x(\eta) = 0, \quad x(T) = \mu \mathcal{D}^\gamma_{a+} x(\xi), \quad a < \eta < \xi < T,
\end{cases} \quad (13)$$

is given by:

$$x(t) = \mathcal{D}^{\beta}_{a+} h(t) - \left( \frac{t^\beta - a^\beta}{\rho^{\beta+1} \Gamma(\beta + 2)} \right) \frac{\lambda \mathcal{D}^\gamma_{a+} x(\xi)}{\rho^{\beta+\gamma+1} \Gamma(\beta + \gamma + 2)(\beta + 1)} \left\{ \frac{(T^\beta - a^\beta)^\beta (T^\gamma - a^\gamma)}{\rho^{\beta+\gamma+1} \Gamma(\beta + \gamma + 2)(\beta + 1)} \right\}, \quad (14)$$

where it is assumed that

$$\Omega = \left[ \frac{(T^\beta - a^\beta)^\beta (T^\gamma - a^\gamma)}{\rho^{\beta+\gamma+1} \Gamma(\beta + \gamma + 2)(\beta + 1)} - \frac{\mu (T^\beta - a^\beta)^\beta (T^\gamma - a^\gamma) - (\gamma (T^\rho - a^\rho) - (\xi^\rho - a^\rho)}{\rho^{\beta+\gamma+1} \Gamma(\beta + \gamma + 2)(\beta + 1)} \right] \neq 0. \quad (15)$$

**3. Main Results**

We begin this section with the definition of a solution for the multi-valued problem (1).
Then the problem (1) has at least one solution on J.

**Theorem 1.** Assume that:

(A1) $F : J \times \mathbb{R} \to \mathcal{P}_{c.p.c}(\mathbb{R})$ is $L^1$-Carathéodory, where $\mathcal{P}_{c.p.c}(\mathbb{R}) = \{ \mathcal{Y} \in \mathcal{P}(\mathbb{R}) : \mathcal{Y}$ is compact and convex $\}$;

(A2) there exist a function $P \in C(J, \mathbb{R}^+)$ and a continuous nondecreasing function $Q : [0, \infty) \to (0, \infty)$ such that $\|F(t, x)\|_P := \sup \{ |y| : y \in F(t, x) \} \leq P(t)Q(|x|)$ for each $(t, x) \in J \times \mathbb{R}$;

(A3) there exists a constant $M > 0$ such that

$$\frac{(1 - \Lambda_2)M}{\Lambda_1 \|P\|Q(M)} > 1, \quad \Lambda_2 < 1,$$

where $\Lambda_1$ and $\Lambda_2$ are respectively given by (14) and (15).

Then the problem (1) has at least one solution on J.
Proof. Let us first convert the problem (1) into a fixed point problem by introducing a multivalued map: \( N : C(J, \mathbb{R}) \to \mathcal{P}(C(J, \mathbb{R})) \) as

\[
N(x) = \begin{cases} 
& \text{for } t \in J, \\
& h \in C(J, \mathbb{R}) : \\
& h(t) = \begin{cases} 
\rho I_{a+}^\beta v(t) - \lambda \rho I_{a+}^\beta x(t) + \frac{(t^p - a^p)(\rho^p - \beta^p)}{\rho^p + 1} \{ \rho I_{a+}^\beta v(T) - \lambda \rho I_{a+}^\beta x(T) \\
- \mu \rho I_{a+}^\beta + \gamma x(\xi) + \mu \rho I_{a+}^\beta + \gamma x(\xi) \} - \frac{(t^p - a^p)(\rho^p - \beta^p)}{\rho^p + 1} \{ \rho I_{a+}^\beta v(T) - \lambda \rho I_{a+}^\beta x(T) \}
\end{cases} 
\end{cases} 
\]

for \( v \in S_{F,x} \).

It is clear that fixed points of \( N \) are solutions of problem (1). So we need to verify that the operator \( N \) satisfies all the conditions of Leray–Schauder nonlinear alternative [18]. This will be done in several steps.

Step 1. \( N(x) \) is convex for each \( x \in C(J, \mathbb{R}) \).

Indeed, if \( h_1, h_2 \) belongs to \( N(x) \), then there exist \( v_1, v_2 \in S_{F,x} \) such that, for each \( t \in J \), we have

\[
h_i(t) = \rho I_{a+}^\beta v_i(t) - \lambda \rho I_{a+}^\beta x(t) + \frac{(t^p - a^p)(\rho^p - \beta^p)}{\rho^p + 1} \{ \rho I_{a+}^\beta v_1(t) - \lambda \rho I_{a+}^\beta x(t) \}
\]

for \( i = 1, 2 \).

Let \( t \in J \) and \( \theta \in (0, 1) \). Then

\[
[\theta h_1 + (1 - \theta) h_2](t) = \rho I_{a+}^\beta [\theta v_1(s) + (1 - \theta) v_2(s)][(t) - \lambda \rho I_{a+}^\beta x(t) + \frac{(t^p - a^p)(\rho^p - \beta^p)}{\rho^p + 1} \{ \rho I_{a+}^\beta [\theta v_1(s) + (1 - \theta) v_2(s)][(t) - \lambda \rho I_{a+}^\beta x(t) \}
\]

for \( h \in N(x) \) maps bounded sets into bounded sets in \( C(J, \mathbb{R}) \).

Step 2. \( N(x) \) maps bounded sets into bounded sets in \( C(J, \mathbb{R}) \).

Let \( B_r = \{ x \in C(J, \mathbb{R}) : ||x|| \leq r \} \) be a bounded ball in \( C(J, \mathbb{R}) \), where \( r \) is a positive number. Then \( h \in N(x) \), \( x \in B_r \), there exists \( v \in S_{F,x} \) such that

\[
h(t) = \rho I_{a+}^\beta v(t) - \lambda \rho I_{a+}^\beta x(t) + \frac{(t^p - a^p)(\rho^p - \beta^p)}{\rho^p + 1} \{ \rho I_{a+}^\beta v(T) - \lambda \rho I_{a+}^\beta x(T) \}
\]

for \( h \in N(x) \).
In view of \((H_2)\), for each \(t \in J\), we find that

\[
|h(t)| \leq |\mu| \rho_{x_+}^{\beta+\gamma} v(t) + |\lambda| \rho_{x_+}^{\beta+\gamma} |x(t)| + \left| \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right| \left( \rho_{x_+}^{\beta+\gamma} |v(T)| + \lambda \rho_{x_+}^{\beta+\gamma} |x(T)| \right) \\
+ |\mu| \rho_{x_+}^{\beta+\gamma} |v(\xi)| + |\lambda| \rho_{x_+}^{\beta+\gamma} |x(\xi)| + \left| \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right| \left( \rho_{x_+}^{\beta+\gamma} |v(\eta)| + |\lambda| \rho_{x_+}^{\beta+\gamma} |x(\eta)| \right) \\
+ \left| \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right| \left( \frac{\mu(\xi_\alpha - \theta_\alpha)^{\beta+\gamma}}{\rho_{x_+}^{\beta+\gamma} (\beta + 1)(\xi_\alpha - \theta_\alpha)} - \gamma(\xi^\gamma - \theta^\gamma) \right) \left( \rho_{x_+}^{\beta+\gamma} |v(T)| + \lambda \rho_{x_+}^{\beta+\gamma} |x(T)| \right) \\
+ \left| \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right| \left( \frac{\mu(\xi_\alpha - \theta_\alpha)^{\beta+\gamma}}{\rho_{x_+}^{\beta+\gamma} (\beta + 1)(\xi_\alpha - \theta_\alpha)} - \gamma(\xi^\gamma - \theta^\gamma) \right) \left( \rho_{x_+}^{\beta+\gamma} |v(\eta)| + |\lambda| \rho_{x_+}^{\beta+\gamma} |x(\eta)| \right).
\]

which leads to \(|h| \leq \Lambda_1 \|P\|Q(\|x\|) + \Lambda_2 r\).

**Step 3.** \(N(x)\) maps bounded sets into equicontinuous sets of \(C(J, \mathbb{R})\).

Let \(x\) be any element in \(B\), and \(h \in N(x)\). Then there exists a function \(v \in S_{F,x}\) such that, for each \(t \in J\) we have

\[
h(t) = \rho_{x_+}^{\beta+\gamma} v(t) - \lambda \rho_{x_+}^{\beta+\gamma} x(t) + \left( \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right) \left( \rho_{x_+}^{\beta+\gamma} v(T) - \lambda \rho_{x_+}^{\beta+\gamma} x(T) \right) \\
- \rho_{x_+}^{\beta+\gamma+\gamma} \mu(\xi_\alpha + \lambda \rho_{x_+}^{\beta+\gamma} x(\xi)) \left( \frac{\alpha}{\rho_{x_+}^{\beta+\gamma} (\eta^\alpha - \theta^\alpha)} \right) \left( \rho_{x_+}^{\beta+\gamma} |v(T)| + \lambda \rho_{x_+}^{\beta+\gamma} |x(T)| \right) \\
- \frac{\mu(\xi_\alpha - \theta_\alpha)^{\beta+\gamma}}{\rho_{x_+}^{\beta+\gamma+\gamma} (\beta + 1)(\xi_\alpha - \theta_\alpha)} - \gamma(\xi^\gamma - \theta^\gamma) \right) \left( \rho_{x_+}^{\beta+\gamma} |v(\eta)| + |\lambda| \rho_{x_+}^{\beta+\gamma} |x(\eta)| \right).
\]
Let $t_1, t_2 \in J, t_1 < t_2$. Then

\[
|h(t_2) - h(t_1)| \leq \rho^{-1}(\alpha + \beta) \left( t_2^{-\alpha} - t_1^{-\alpha} \right) + 2(t_2 - t_1)^{\alpha + \beta} + 2\left( t_2 - t_1 \right)^{\alpha + \beta} + \ldots
\]

\[
+ \left[ \left( t_2 - t_1 \right)^{\alpha + \beta} \left( t_2 - t_1 \right) \right] \left( t_2^\alpha - t_1^\alpha \right) + 2(t_2 - t_1)^{\alpha + \beta} + \ldots
\]

Combining the outcome of Steps 1–3 with Arzelà-Ascoli theorem leads to the conclusion that $N : C(J, \mathbb{R}) \rightarrow \mathcal{P}(C(J, \mathbb{R}))$ is completely continuous.

Next, we show that $N$ has a closed graph. Then it will follow by Proposition 1.2 in [19] that the operator $N$ is u.s.c.
Step 4. N has a closed graph.

Suppose that there exists \( x_n \to x_s \), \( h_n \in N(x_n) \) and \( h_n \to h_s \). Then we have to establish that \( h_s \in N(x_s) \). Since \( h_n \in N(x_n) \), there exists \( v_n \in S_{F,x_n} \). In consequence, for each \( t \in J \), we get

\[
h_n(t) = \rho (p^{+\beta} + \rho^\beta \nu_n(t) - \lambda p^{+\beta} 1_{x_s}(t) + \frac{\rho^+ p^{+\beta} \nu_n(T) - \lambda p^{+\beta} 1_{x_s}(T)}{\rho^{+\beta + 1} 1_{(\beta + 2) \Omega}} \}
\]

Next we show that there exists \( v_s \in S_{F,x_s} \) such that, for each \( t \in J \),

\[
h_s(t) = \rho (p^{+\beta} + \rho^\beta \nu_s(t) - \lambda p^{+\beta} 1_{x_s}(t) + \frac{\rho^+ p^{+\beta} \nu_s(T) - \lambda p^{+\beta} 1_{x_s}(T)}{\rho^{+\beta + 1} 1_{(\beta + 2) \Omega}} \}
\]

Consider the continuous linear operator \( \Theta : L^1 (J, \mathbb{R}) \to C(J, \mathbb{R}) \) given by

\[
v \to \Theta(v)(t) = \rho (p^{+\beta} + \rho^\beta \nu(t) - \lambda p^{+\beta} 1_{x_s}(t) + \frac{\rho^+ p^{+\beta} \nu(T) - \lambda p^{+\beta} 1_{x_s}(T)}{\rho^{+\beta + 1} 1_{(\beta + 2) \Omega}} \}
\]

Notice that \( \| h_n(t) - h_s(t) \| \to 0 \) as \( n \to \infty \). So we deduce by a closed graph result obtained in [20] that \( \Theta \circ S_{F,x} \) is a closed graph operator. Furthermore, \( h_n \in \Theta(S_{F,x_n}) \). Since \( x_n \to x_s \), therefore we have

\[
h_s(t) = \rho (p^{+\beta} + \rho^\beta \nu_s(t) - \lambda p^{+\beta} 1_{x_s}(t) + \frac{\rho^+ p^{+\beta} \nu_s(T) - \lambda p^{+\beta} 1_{x_s}(T)}{\rho^{+\beta + 1} 1_{(\beta + 2) \Omega}} \}
\]

for some \( v_s \in S_{F,x_s} \).

Step 5. There exists an open set \( \mathcal{V} \subseteq C(J, \mathbb{R}) \) with \( x \notin \partial \mathcal{V} \) for any \( \theta \in (0, 1) \) and all \( x \in \partial \mathcal{V} \).

Take \( \theta \in (0, 1), x \in \partial \mathcal{V} \) and \( t \in I \). Then we know that there exists \( v \in L^1 (J, \mathbb{R}) \) with \( v \in S_{F,x} \) such that

\[
x(t) = \rho (p^{+\beta} + \rho^\beta \nu(t) - \lambda p^{+\beta} 1_{x_s}(t) + \theta \frac{\rho^+ p^{+\beta} \nu(t) - \lambda p^{+\beta} 1_{x_s}(t)}{\rho^{+\beta + 1} 1_{(\beta + 2) \Omega}} \}
\]
Using the computations done in Step 2, for each \( t \in J \), we get
\[
|x(t)| \leq \Lambda_1 \|P\|Q(|x|) + \Lambda_2 \|x\|
\]
which yields
\[
\frac{(1 - \Lambda_2)\|x\|}{\Lambda_1 \|P\|Q(|x|)} \leq 1.
\]

By \((A_3)\), there exists \( M \) such that \( \|x\| \neq M \). Define a set
\[
\mathcal{V} = \{ x \in C(J, \mathbb{R}) : \|x\| < M \}.
\]

Observe that the operator \( N : \mathcal{V} \to \mathcal{P}(C(J, \mathbb{R})) \) is a compact multivalued map, u.s.c. with convex closed values. With the given choice of \( \mathcal{V} \), it is not possible to find \( x \in \partial \mathcal{V} \) satisfying \( x \in \theta N(x) \) for some \( \theta \in (0, 1) \). Consequently, by the nonlinear alternative of Leray–Schauder type \([18]\), the operator \( N \) has a fixed point \( x \in \mathcal{V} \), which corresponds to a solution of the problem (1). This finishes the proof. \( \blacksquare \)

### 3.2. The Lipschitz Case

Let \((X, d)\) denote a metric space induced from the normed space \((X; \| \cdot \|)\). Let \( H_d : \mathcal{P}(X) \times \mathcal{P}(X) \to \mathbb{R} \cup \{ \infty \} \) be defined by
\[
H_d(A_1, A_2) = \max\{\sup_{a_1 \in A_1} d(a_1, A_2), \sup_{a_2 \in A_2} d(A_1, a_2)\},
\]
where \( d(a_1, a_2) = \inf_{a_1 \in A_1} d(a_1; a_2) \) and \( d(a_1, A_2) = \inf_{a_2 \in A_2} d(a_1; a_2) \). Then \( (\mathcal{P}_{cl}(X), H_d) \) is a metric space (see \([21]\)), where \( \mathcal{P}_{cl}(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is bounded and closed} \} \).

The following result deals with the non-convex valued case of the problem (1) and is based on Covitz and Nadler’s fixed point theorem \([22]\): “If \( N : X \to \mathcal{P}_{cl}(X) \) is a contraction, then \( \text{Fix} N \neq \emptyset \), where \( \mathcal{P}_{cl}(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is closed} \} \).”

**Theorem 2. Assume that**

\( (A_4) \) \( F : J \times \mathbb{R} \to \mathcal{P}_{cp}(\mathbb{R}) \) is such that \( F(\cdot, x) : J \to \mathcal{P}_{cp}(\mathbb{R}) \) is measurable for each \( x \in \mathbb{R} \), where \( \mathcal{P}_{cp}(\mathbb{R}) = \{ Y \in \mathcal{P}(\mathbb{R}) : Y \text{ is compact} \}; \)

\( (A_5) \)
\[
H_d(F(t, x), F(t, \tilde{x})) \leq \omega(t)|x - \tilde{x}| \quad \text{for almost all } t \in J \text{ and } x, \tilde{x} \in \mathbb{R} \text{ with } \omega \in C(J, \mathbb{R}^+) \text{ and } d(0, F(t, 0)) \leq \omega(t) \quad \text{for almost all } t \in J.
\]

Then the problem (1) has at least one solution on \( J \) if
\[
\|\omega\|\Lambda_1 + \Lambda_2 < 1,
\]
(18)

where \( \Lambda_1 \) and \( \Lambda_2 \) are respectively given by \((14)\) and \((15)\).

**Proof.** Let us verify that the operator \( N : C(J, \mathbb{R}) \to \mathcal{P}(C(J, \mathbb{R})) \), defined in the proof of the last theorem, satisfies the hypothesis of Covitz and Nadler fixed point theorem \([22]\). We establish it in two steps.

**Step 1.** \( N(x) \) is nonempty and closed for every \( v \in S_{F,x} \).

Since the set-valued map \( F(\cdot, x(\cdot)) \) is measurable, it admits a measurable selection \( v : J \to \mathbb{R} \) by the measurable selection theorem \((23)\), Theorem III.6). By \((A_5)\), we have
\[
|v(t)| \leq \omega(t)(1 + |x(t)|),
\]
that is, \( v \in L^1(J, \mathbb{R}) \). So \( F \) is integrably bounded. Therefore, \( S_{F,x} \neq \emptyset \).
Now we establish that \( N(x) \) is closed for each \( x \in C(J, \mathbb{R}) \). Let \( \{u_n\}_{n \geq 0} \in N(x) \) be such that \( u_n \to u \) as \( n \to \infty \) in \( C(J, \mathbb{R}) \). Then \( u \in C(J, \mathbb{R}) \) and we can find \( v_n \in S_{F,x} \) such that, for each \( t \in J \),

\[
\begin{align*}
  u_n(t) &= \rho^{u_n(t)} v_n(t) - \lambda \rho \nu_{u_n(t)} x_n(t) + \frac{(\eta - \theta) \beta (T \eta - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_n(T) - \lambda \rho \nu_{u_n(t)} x_n(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta)x_n(t) + \frac{(\varphi - \theta) \beta (T \varphi - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_n(T) - \lambda \rho \nu_{u_n(t)} x_n(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta) \left\{ \rho^{u_n(t)} v_n(\eta) - \lambda \rho \nu_{u_n(t)} x(\eta) \right\},
\end{align*}
\]

which implies that \( u \in N(x) \).

**Step II.** We establish that there exists \( 0 < \hat{\theta} < 1 \) (\( \hat{\theta} = \lambda_1 \| \omega \| + \lambda_2 \)) satisfying

\[
H_d(N(x), N(\tilde{x})) \leq \hat{\theta} \| x - \tilde{x} \| \quad \text{for each} \quad x, \tilde{x} \in C(J, \mathbb{R}).
\]

Let us take \( x, \tilde{x} \in C(J, \mathbb{R}) \) and \( h_1 \in N(x) \). Then there exists \( v_1(t) \in F(t, x(t)) \) such that, for each \( t \in J \),

\[
\begin{align*}
  h_1(t) &= \rho^{u_n(t)} v_1(t) - \lambda \rho \nu_{u_n(t)} x(t) + \frac{(\eta - \theta) \beta (T \eta - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_1(T) - \lambda \rho \nu_{u_n(t)} x(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta)x(t) + \frac{(\varphi - \theta) \beta (T \varphi - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_1(T) - \lambda \rho \nu_{u_n(t)} x(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta) \left\{ \rho^{u_n(t)} v_1(\eta) - \lambda \rho \nu_{u_n(t)} x(\eta) \right\}.
\end{align*}
\]

By (\( A_\delta \)), we have that \( H_d(F(t, x), F(t, \tilde{x})) \leq \omega(t) \| x(t) - \tilde{x}(t) \| \). So, there exists \( w(t) \in F(t, \tilde{x}(t)) \) satisfying \( |v_1(t) - w| \leq \omega(t) \| x(t) - \tilde{x}(t) \| , \; t \in J \).

Define \( W : J \to \mathcal{P}(\mathbb{R}) \) by

\[
W(t) = \{ w \in \mathbb{R} : |v_1(t) - w| \leq \omega(t) \| x(t) - \tilde{x}(t) \| \}.
\]

As the multivalued operator \( W(t) \cap F(t, \tilde{x}(t)) \) is measurable by Proposition III.4 [23], we can find a function \( v_2(t) \) which is a measurable selection for \( W \). So \( v_2(t) \in F(t, \tilde{x}(t)) \) and for each \( t \in J \), we have \( |v_1(t) - v_2(t)| \leq \omega(t) \| x(t) - \tilde{x}(t) \| \). For each \( t \in J \), we define

\[
\begin{align*}
  h_2(t) &= \rho^{u_n(t)} v_2(t) - \lambda \rho \nu_{u_n(t)} \tilde{x}(t) + \frac{(\eta - \theta) \beta (T \eta - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_2(T) - \lambda \rho \nu_{u_n(t)} \tilde{x}(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta) \tilde{x}(t) + \frac{(\varphi - \theta) \beta (T \varphi - \theta)}{\rho^{\beta + 1} (\beta + 2) \Omega} \left\{ \rho^{u_n(t)} v_2(T) - \lambda \rho \nu_{u_n(t)} \tilde{x}(T) \right\} \\
  &\quad - \rho \rho^{u_n(t)} \beta (\xi - \eta) \left\{ \rho^{u_n(t)} v_2(\eta) - \lambda \rho \nu_{u_n(t)} \tilde{x}(\eta) \right\}.
\end{align*}
\]
As a result, we get

\[ |h_1(t) - h_2(t)| = |\rho^{a+\beta} [v_2(s) - v_1(s)](t) - \lambda^\beta \rho^{a+\gamma} [\xi(t) - \check{\xi}(t)] + \frac{(\eta^\rho - \eta^\rho)^\beta (\eta^\rho - \eta^\rho)}{\rho^{a+\Gamma}} \{ \rho^{a+\beta} \rho^{a+\gamma} [\xi(t) - \check{\xi}(t)] - \frac{(\eta^\rho - \eta^\rho)^\beta (\eta^\rho - \eta^\rho)}{\rho^{a+\Gamma}} \} \]

\[ = \frac{1}{\rho^{a+\beta+\gamma}} \{ \rho^{a+\beta} [v_2(s) - v_1(s)](T) - \lambda^\beta \rho^{a+\gamma} [\xi(T) - \check{\xi}(T)] \}
\]

\[ - \frac{\mu}{\rho^{a+\beta+\gamma}} [v_2(s) - v_1(s)](\xi) + \mu \lambda^\beta \rho^{a+\gamma} [\xi(\xi) - \check{\xi}(\xi)] \}
\]

Hence

\[ |h_1 - h_2| \leq \|\omega\| |x - \check{x}|. \]

Analogously, we can interchange the roles of \( x \) and \( \check{x} \) to get

\[ H_d(N(x), N(\check{x})) \leq \|\omega\| |\Lambda_1 + \Lambda_2| |x - \check{x}|, \]

which implies that \( N \) is a contraction by the condition (18). Hence, by the conclusion of Covitz and Nadler fixed point theorem [22], \( N \) has a fixed point \( x \), which corresponds to a solution of (1). This finishes the proof. \( \square \)

4. Examples

We illustrate our main results by presenting a numerical example.

**Example 1.** Consider the following problem

\[
\left\{ \begin{array}{l}
1/3 D^{5/4} \left( \frac{1}{4} D^{1/4} + 1/5 \right) x(t) \in F(t, x(t)), \quad t \in J := [1, 2], \\
x(1) = 0, \quad x(3/2) = 0, \quad x(2) = 2/7 1/3 D^{3/4} x(7/4).
\end{array} \right. \tag{19}
\]

Here \( \rho = 1/3, \alpha = 5/4, \beta = 1/4, \lambda = 1/5, a = 1, T = 2, \eta = 3/2, \mu = 2/7, \gamma = 3/4, \xi = 7/4. \)

Using the given data, we find that \( \zeta_1 \approx 0.082260, \zeta_2 \approx 0.232036, |\Omega| \approx 0.293634, \Lambda_1 \approx 1.336009 \) and \( \Lambda_2 \approx 0.673563 \), where \( \zeta_1, \zeta_2, \Lambda_1 \) and \( \Lambda_2 \) are given by (16), (17), (14) and (15) respectively.

(i) Let us consider the function

\[ F(t, x(t)) = \left[ \frac{1}{\sqrt{t^2 + 63}} \left( \frac{|x(t)|}{3} \left( \frac{|x(t)|}{|x(t)| + 1} + 2 \right) + 1 \right), \frac{e^{-t}}{9t + 8} \left( \sin x(t) + \frac{1}{80} \right) \right]. \tag{20} \]

We note that \( |F(t, x(t))| \leq P(t) Q(|x|) \), where \( P(t) = \frac{1}{\sqrt{t^2 + 63}} \), \( Q(|x|) = |x| + 1 \). So the assumption (A2) holds. Moreover, there exists \( M > 1.047447394 \) satisfying (A3). Thus the hypothesis
of Theorem 1 holds true and hence there exists at least one solution for the problem (19) with \( F(t,x) \) given by (20) on \([1,2]\).

(ii) To illustrate Theorem 2 we consider the function

\[
F(t,x) = \left[ \frac{e^{-t}}{19 + t} - \frac{1}{(t + 4)^2} \left( x + \tan^{-1}(x) + \frac{1}{15} \right) \right]. \tag{21}
\]

Clearly \( H_d(F(t,x), F(t,x)) \leq \omega(t) |x - \bar{x}|, \) where \( \omega(t) = \frac{2}{(t+4)^2} \). Also \( d(0, F(t,0)) \leq \omega(t) \) for almost all \( t \in [0,1] \) and \( \Lambda_1 \|\omega\| + \Lambda_2 \approx 0.7804433180 < 1 \). As the hypothesis of Theorem 2 is satisfied, therefore we conclude that the multivalued problem (19) with \( F(t,x) \) given by (21) has at least one solution on \([1,2]\).

5. Conclusions

We have introduced a new class of multivalued (inclusions) boundary value problems on an arbitrary domain containing Caputo-type generalized fractional differential operators of different orders and a generalized integral operator. We have considered convex as well as non-convex valued cases for the multi-valued map involved in the given problem. Leray–Schauder nonlinear alternative for multivalued maps plays a central role in proving the existence of solutions for convex valued case of the given problem, while the existence result for the non-convex valued case is based on Covitz and Nadler fixed point theorem. The work presented in this paper is not only new in the given configuration, but will also lead to some new results as special cases. For example, fixing \( \mu = 0 \) in the obtained results, we obtain the ones for nonlocal three-point boundary conditions: \( x(a) = 0, x(\eta) = 0, x(T) = 0, 0 < \eta < T \). For \( \rho = 1 \), our results specialize to the ones for Liouville–Caputo type fractional differential inclusions complemented with nonlocal generalized integral boundary conditions on an arbitrary domain.
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