New Improvement of the Domain of Parameters for Newton’s Method
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Abstract: There is a need to extend the convergence domain of iterative methods for computing a locally unique solution of Banach space valued operator equations. This is because the domain is small in general, limiting the applicability of the methods. The new idea involves the construction of a tighter set than the ones used before also containing the iterates leading to at least as tight Lipschitz parameters and consequently a finer local as well as a semi-local convergence analysis. We used Newton’s method to demonstrate our technique. However, our technique can be used to extend the applicability of other methods too in an analogous manner. In particular, the new information related to the location of the solution improves the one in previous studies. This work also includes numerical examples that validate the proven results.
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1. Introduction

Consider, approximating a locally unique solution \( z^* \) of a nonlinear equation

\[
F(z) = 0,
\]

such that \( F \) is defined on a convex subset \( D \) of a Banach space \( B_1 \) with values in a Banach space \( B_2 \) and is a Fréchet–differentiable operator.

The study of numerous problems in diverse areas such as Mathematics, Mathematical: Biology, Chemistry, Economics, Physics, Environmental Sciences, and Engineering to mention a few leads to finding a solution of some equation involving abstract space valued operators. The difficulty in finding a solution of such equation in a closed form focuses us to resort to the development of iterative methods. However, the convergence domain of these methods is small in general for the semi-local as well as the local convergence case. In the case of the widely used Newton’s method, several attempts have been made starting with the seminal work by Kantorovich [1] and continuing with the works by others [1–21].

All are trying to extend the convergence domain using Lipschitz type conditions on the operator \( F' \) and starting close enough to the solution \( z^* \). We refer the reader to the sufficient convergence criteria (3)–(7) for a background. The novelty of our paper is that we further extend the applicability of Newton’s method by introducing a more precise set than in earlier studies containing the using
criteria (3)–(7). Then, in this new set, the Lipschitz constants are tighter, resulting in the following advantages \((A)\) over the earlier works:

\begin{itemize}
\item \((A_1)\) At least as weak sufficient semi-local and local convergence criteria (leading to more initial points)
\item \((A_2)\) Tighter upper bounds on the distances \(\|z_{n+1} - z_n\|\) and \(\|z_n - z^*\|\) (leading to fewer iterations to obtain a predetermine accuracy)
\item \((A_3)\) At least as precise information on the location of the solution.
\end{itemize}

The advantages \((A)\) are not arrived at under additional conditions because in practice the new Lipschitz constants are special cases of the old ones, see Figure 1.

Moreover, in advanced mathematics, we need to use different alternatives since we all know the different problems that students present [22–27].

It can also be easily seen that our technique can be used to extend the applicability of other methods along the same lines.

Newton’s method for each \(n \geq 0\) is defined by

\[
z_{n+1} = z_n - F'(z_n)^{-1} F(z_n)
\]

\[(2)\]

such that \(z_0\) is an initial point. This is the most common methodology for approximating \(z^*\) generating a sequence \(\{z_n\}\). Define open and closed balls \(B(z, \rho), \overline{B}(z, \rho)\) in \(B_1\) with radius \(\rho > 0\) and center \(z \in B_1\).

The Newton–Kantorovich Theorem [1] is the most reputable semi-local convergence result for Newton’s method using the hypotheses:

**Hypothesis 1** (\(H_1\)). There exists \(z_0 \in D\) with \(F'(z_0)^{-1} \in L(B_2, B_1)\) and a parameter \(\eta \geq 0\) such that

\[
\|F'(z_0)^{-1} F(z_0)\| \leq \eta.
\]
**Hypothesis 2** ($H_2$). There exists a parameter $L > 0$ and, for each $z, z^1 \in D$ such that

$$\|F'(z_0)^{-1}(F'(z) - F'(z^1))\| \leq L\|z - z^1\|$$

and

**Hypothesis 3** ($H_3$). There exists a closed ball $\overline{B}(z_0, R) \subseteq D$ for some $R > 0$.

The renowned and well known Kantorovich hypothesis is based on the sufficient convergence criterion

$$h = 2L\eta \leq 1. \quad (3)$$

Commonly, the convergence domain of Newton’s method is based on the parameters $L$ and $\eta$ being small. In order to enlarge the convergence domain, Argyros et al. [7,8] provide sufficient convergence criteria for Newton’s method based on improvements and more precise sequences than before [1,19].

The new conditions are:

$$h_1 = 2C_1\eta \leq 1, \quad (4)$$
$$h_2 = 2C_2\eta \leq 1, \quad (5)$$
$$h_3 = 2C_3\eta \leq 1, \quad (6)$$
$$h_4 = 2C_4\eta \leq 1, \quad (7)$$

where

$$C_1 = \frac{A_0 + L}{2}, \quad C_2 = \frac{1}{8}\left(L + 4A_0 + \sqrt{L^2 + 8A_0L}\right),$$
$$C_3 = \frac{1}{8}\left(4A_0 + \sqrt{A_0L + 8A_0^2 + A_0L}\right), \quad C_4 = \frac{1}{\eta_0},$$

such that the small positive root of a quadratic polynomial [5–8] is $\eta_0$ and $A_0 > 0$ is the center Lipschitz constant, where

$$\|F'(z_0)^{-1}(F'(x) - F'(z_0))\| \leq A_0\|x - z_0\| \quad \text{for each } x \in D, \quad (8)$$

whose existence is always implied by ($H_2$). We have that

$$A_0 \leq L \quad (9)$$

is true and $\frac{A_0}{L}$ can be randomly large [7]. Notice that condition (8) is not an added ($H_2$) hypothesis, since in practice the computation of parameter $L$ implies the computation of $A_0$ as a special case. Keep in mind that, if $A_0 = L$, conditions (4)–(7) reduce to criterion (3). However, if $A_0 < L$, we have [7,8]

$$h \leq 1 \Rightarrow h_1 \leq 1 \Rightarrow h_2 \leq 1 \Rightarrow h_3 \leq 1 \Rightarrow h_4 \leq 1, \quad (10)$$

$$\frac{h_1}{h_2} \rightarrow 2', \quad \frac{h_2}{h_3} \rightarrow 4', \quad \frac{h_2}{h_1} \rightarrow 2', \quad \frac{h_3}{h} \rightarrow 0 \quad (11)$$

and

$$\frac{h_3}{h_2} \rightarrow 0, \quad \frac{h_3}{h_1} \rightarrow 0, \quad \text{as } \frac{A_0}{L} \rightarrow 0. \quad (12)$$

The main findings of this study are related to the distance involved and the improvement of the semi-local criteria (3)–(7) using parameters tighter than $A_0$ and $L$ and restricting the domain. Similar ideas are used to improve error limits and expand radius convergence in the case of the local convergence.
The document is divided as follows: In Section 2 the results of the local and semi-local convergence are presented. In Section 3, we conclude with numerical examples, and, in the final section, we provide the conclusions.

2. Convergence Analysis

To begin, we analyze the semi-local convergence analysis of Newton’s method. Next, a new version of the Newton–Kantorovich Theorem [1] is stated in Theorem 2, whereas, in Theorem 1, we state the Newton–Kantorovich theorem for comparison purposes.

Theorem 1. Suppose conditions (H1)–(H3) and (3) are verified. Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in the ball \( B(z_0, R) \), and converges to a unique solution \( z^* \in \overline{B}(z_0, R) \) of Equation (1), where

\[
R = \frac{1 - \sqrt{1 - h}}{L}.
\]

Next, we state a semi-local convergence result improving the Kantorovich Theorem.

Theorem 2. Suppose that there exist \( z_0 \in D, \eta \geq 0, \gamma \geq 1, \) and \( A_{\gamma} > 0, \) such that

\[
F'(z_0)^{-1} \in L(B_2, B_1),
\]

\[
\|F'(z_0)F(z_0)\| \leq \eta,
\]

\[
D_\gamma = \overline{B}(z_0, \gamma \eta) \subseteq D,
\]

\[
\|F'(z_0)^{-1}(F'(x) - F'(y))\| \leq A_{\gamma} \|x - y\| \text{ for each } x, y \in D_\gamma,
\]

\[
h_\gamma = 2A_{\gamma}\eta \leq 1
\]

and

\[
R_\gamma \leq \gamma\eta,
\]

where

\[
R_\gamma = \frac{1 - \sqrt{1 - h}}{A_{\gamma}}.
\]

Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belong in a ball \( B(z_0, R_\gamma) \), and converge to a unique solution \( z^* \in \overline{B}(z_0, R_\gamma) \) of Equation (1).

Proof. The hypotheses (H) of Theorem 1 are verified immediately on \( D_\gamma \), if \( B(z_0, R), L, h, R \) are replaced by \( D_\gamma, A_{\gamma}, h_\gamma \) and \( R_\gamma \), respectively. \( \square \)

Next, we need to introduce an alternative to condition \( (H_2) \):

Hypothesis 2’ \( (H_2') \). For each \( x, y \in B \left( z_0, \frac{1}{A_{\gamma}} \right) \cap D := D_1 \), there exists a parameter \( M > 0 \)

\[
\|F'(z_0)^{-1}(F'(x) - F'(y))\| \leq M \|x - y\|.
\]

Notice that \( M \leq L \) holds in general.

Next, we consider criterion (6) and improve a semi-local result given in [7].
Theorem 3. Suppose that condition (6) and conditions (H1), (H2'), (H3) are verified with
\[ r_3 = \eta + \frac{A_0 \eta^2}{2(1 - \alpha)(1 - A_0 \eta)}, \]
and
\[ \alpha = \frac{2M}{M + \sqrt{M^2 + 8A_0 M}}. \]

Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in the ball \( B(z_0, r_3) \), and converges to a unique solution \( z^* \in B(z_0, r_3) \) of Equation (1).

Proof. It follows by simply noticing that the iterates are such that \( z_n \in D_1 \), which is a more precise location than \( D \) used in previous works leading to \( M \leq L \ (D_1 \subset D) \). Then, the proof is analogous to the corresponding in Theorem 2 with \( M \) replacing \( L \). \( \square \)

The next theorem improves the result of Theorem 3.

Theorem 4. Suppose that there exist \( z_0 \in D, \eta \geq 0, \gamma \geq 1, M_\gamma > 0 \) and \( A_{0, \gamma} \geq 0 \) such that
\[ F'(z_0)^{-1} \in L(B_2, B_1), \]
\[ \|F'(z_0)^{-1} F(z_0)\| \leq \eta, \]
\[ D_\gamma \subset D, \]
\[ \|F'(z_0)^{-1}(F'(x) - F'(z_0))\| \leq A_{0, \gamma} \|x - z_0\| \quad \text{for each } x \in D_\gamma, \]
\[ \|F'(z_0)^{-1}(F'(x) - F'(y))\| \leq M_\gamma \|x - y\| \quad \text{for each } x, y \in D_{0, \gamma} := D_\gamma \cap B(z_0, \frac{1}{A_{0, \gamma}}), \]
\[ h_{3, \gamma} = 2A_{3, \gamma} \eta \leq 1, \]
and
\[ r_{3, \gamma} \leq \gamma \eta, \]

where
\[ A_{3, \gamma} = \frac{1}{8} \left( 4 A_{0, \gamma} + \sqrt{M_\gamma A_{0, \gamma} + 8 A_{0, \gamma}^2} + \sqrt{A_{0, \gamma} M_\gamma} \right), \]
\[ r_{3, \gamma} = \eta + \frac{A_{0, \gamma} \eta^2}{2(1 - \alpha)(1 - A_{0, \gamma} \eta)}, \]
and
\[ \alpha_\gamma = \frac{2M_\gamma}{M_\gamma + \sqrt{M_\gamma^2 + 8A_{0, \gamma} M_\gamma}}, \]

Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in the ball \( B(z_0, r_{3, \gamma}) \), and converges to a unique solution \( z^* \in B(z_0, r_{3, \gamma}) \) of Equation (1).

Proof. The result follows immediately from Theorem 2, if we replace \( D_\gamma, A_\gamma, h_\gamma, R_\gamma \) by \( D_{0, \gamma}, A_{0, \gamma}, h_{3, \gamma} \) and \( r_{3, \gamma} \), respectively. \( \square \)

Next, we consider criterion (7) and present a semi-local improving the convergence result of Newton’s method given in [8].

Theorem 5. Suppose that conditions (H1), (H2), (H2'), (H3), (8) and \( D_\gamma \subset D \) are verified, and there exist \( K_0 > 0, K > 0 \) such that
\[ \|F'(z_0)^{-1}(F'(z_1) - F'(z_0))\| \leq K_0 \|z_1 - z_0\|, \]
Theorem 6. Suppose that there exist \( z \) where \( F'(z_0) \) and \( \eta \) such that
\[
\| F'(z_0)^{-1}(F'(z_0 + \theta(z_1 - z_0)) - F'(z_0)) \| \leq K\theta\| z_1 - z_0 \| \quad \text{for each} \quad \theta \in [0, 1],
\]
\[
h_4 = 2A_4\eta \leq 1,
\]
where
\[
z_1 = z_0 - F'(z_0)^{-1}F(z_0),
\]
\[
A_4 = \frac{1}{2\eta} \leq 1,
\]
\[
\alpha_0 = \frac{L(t_2 - t_1)}{2(1 - A_0t_2)},
\]
\[
t_1 = \eta, \quad t_2 = \eta + \frac{K\eta^2}{2(1 - K_0\eta)}',
\]
\[
r_4 = \eta + \left(1 + \frac{\alpha_0}{1 - \alpha}\right)\frac{K\eta^2}{2(1 - K_0\eta)}.
\]

\( \eta_0 \) is defined by
\[
\eta_0 = \begin{cases} 
\frac{1}{A_0 + K_0}, & \text{if} \ B = LK + 2\alpha(A_0(K - 2K_0)) = 0, \\
\text{positive root of} \ p, & \text{if} \ B > 0, \\
\text{small positive root of} \ p, & \text{if} \ B < 0,
\end{cases}
\]

and
\[
p(t) = (LK + 2\alpha A_0(K - 2K_0))t^2 + 4\alpha(A_0 + K_0)t - 4\alpha.
\]

Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in a ball \( B(z_0, r_4) \), and converges to a unique solution \( z^* \in \overline{B}(z_0, r_4) \) of Equation (1).

Proof. As in the proof below Theorem 2. \( \square \)

The next theorem improves the result of Theorem 5.

**Theorem 6.** Suppose that there exist \( z_0 \in D, \eta \geq 0, \gamma \geq 1, K_{0, \gamma} > 0, K_\gamma > 0, M_\gamma > 0, \) and \( A_{0, \gamma} \geq 0 \) such that
\[
F'(z_0)^{-1} \in L(B_2, B_1),
\]
\[
\| F'(z_0)^{-1}F(z_0) \| \leq \eta,
\]
\[
D_\gamma \subseteq D,
\]
\[
\| F'(z_0)^{-1}(F'(z_1) - F'(z_0))\| \leq K_{0, \gamma}\| z_1 - z_0 \|,
\]
\[
\| F'(z_0)^{-1}(F'(z_0 + \theta(z_1 - z_0)) - F'(z_0))\| \leq K_\gamma\theta\| z_1 - z_0 \| \quad \text{for each} \quad \theta \in [0, 1],
\]
\[
\| F'(z_0)^{-1}(F'(x) - F'(z_0))\| \leq A_{0, \gamma}\| x - z_0 \| \quad \text{for each} \quad x \in D_\gamma,
\]
\[
\| F'(z_0)^{-1}(F'(x) - F'(y))\| \leq M_\gamma\| x - y \| \quad \text{for each} \quad x, y \in D_{1, \gamma} := D_\gamma \cap B \left(z_0, \frac{1}{A_{0, \gamma}}\right),
\]
\[
h_{4, \gamma} = 2A_{4, \gamma}\eta \leq 1,
\]
and
\[
r_{4, \gamma} \leq \gamma\eta,
\]
where
\[
z_1 = z_0 - F'(z_0)^{-1}F(z_0),
\]
\[ a_{0, \gamma} = \frac{M_\gamma (t_2 - t_1)}{2(1 - A_{0, \gamma} t_2)}, \]
\[ t_1 = \eta, \quad t_2 = \eta + \frac{K_\gamma \eta^2}{2(1 - K_\gamma \eta)}, \]
\[ r_{4, \gamma} = \eta + \left(1 + \frac{a_{0, \gamma}}{1 - \alpha_\gamma} \right) \frac{K_\gamma \eta^2}{2(1 - K_\gamma \eta)}. \]

\( \eta_{0, \gamma} \) is defined by
\[
\eta_{0, \gamma} = \begin{cases} 
\frac{1}{A_{0, \gamma} + K_{0, \gamma}}, & \text{if } B = M_\gamma K_\gamma + 2x_\gamma (A_{0, \gamma} (K_\gamma - 2K_{0, \gamma})), \\
\text{positive root of } p_\gamma, & \text{if } M_\gamma K_\gamma + 2x_\gamma A_{0, \gamma} (K_\gamma - 2K_{0, \gamma}) > 0, \\
\text{small positive root of } p_\gamma, & \text{if } M_\gamma K_\gamma + 2x_\gamma A_{0, \gamma} (K_\gamma - 2K_{0, \gamma}) < 0,
\end{cases}
\]
and
\[ p_\gamma(t) = (M_\gamma K_\gamma + 2x_\gamma A_{0, \gamma} (K_\gamma - 2K_{0, \gamma})) t^2 + 4x_\gamma (A_{0, \gamma} + K_{0, \gamma}) t - 4x_\gamma. \]

Then, the sequence \( \{z_n\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in the ball \( B(z_0, r_{4, \gamma}) \), and converges to a unique solution \( z^* \in B(z_0, r_{4, \gamma}) \) of Equation \( (1) \).

**Proof.** The hypotheses of Theorem \( 2 \) are verified by replacing corresponding sets and Lipschitz parameters as done previously too. \( \square \)

Similarly, we state a local convergence result of Newton’s methods.

**Theorem 7 ([5,7]).** Suppose that there exist \( z^* \in D, a_0 > 0, \) and \( l > 0 \) such that
\[
F(z^*) = 0,
\]
\[
F'(z^*)^{-1} \in L(B_2, B_1),
\]
\[
||F'(z^*)^{-1}(F'(x) - F'(z^*))|| \leq a_0 ||x - z^*|| \quad \text{for each} \quad x \in D
\]
\[
||F'(z^*)^{-1}(F'(x) - F'(y))|| \leq l ||x - y|| \quad \text{for each} \quad x, y \in D_2 := D \cap B \left( z^*, \frac{1}{A_0} \right),
\]

and
\[
\overline{B}(z^*, \varrho) \subset D,
\]

where
\[
\varrho = \frac{2}{2a_0 + l}.
\]

Then, the sequence \( \{z_n\} \) for \( z_0 \in B(z^*, \varrho) \setminus \{z^*\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in a ball \( B(z^*, \varrho) \), and converges to \( z^* \). In addition, the limit point \( z^* \) is the only solution of Equation \( (1) \) in \( \overline{B}(z^*, T) \cap D \) for \( T \in \left[ \varrho, \frac{2}{\overline{A}_0} \right) \).

**Proof.** See the comments below Theorem 2 for the analogous proof. \( \square \)

The next Theorem improves the result of Theorem 7.

**Theorem 8.** Suppose that there exist \( z^* \in D, \delta \geq 1, a_{0, \delta} > 0, \) and \( a_\delta > 0 \) such that
\[
F(z^*) = 0, \quad F'(z^*)^{-1} \in L(B_2, B_1),
\]
\[
||F'(z^*)^{-1}(F'(x) - F'(z^*))|| \leq a_0 ||x - z^*|| \quad \text{for each} \quad x \in D
\]
\[
||F'(z^*)^{-1}(F'(x) - F'(y))|| \leq l ||x - y|| \quad \text{for each} \quad x, y \in D_2 := D \cap B \left( z^*, \frac{1}{A_0} \right),
\]

and
\[
\overline{B}(z^*, \varrho) \subset D,
\]

where
\[
\varrho = \frac{2}{2a_0 + l}.
\]

Then, the sequence \( \{z_n\} \) for \( z_0 \in B(z^*, \varrho) \setminus \{z^*\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in a ball \( B(z^*, \varrho) \), and converges to \( z^* \). In addition, the limit point \( z^* \) is the only solution of Equation \( (1) \) in \( \overline{B}(z^*, T) \cap D \) for \( T \in \left[ \varrho, \frac{2}{\overline{A}_0} \right) \).

**Proof.** See the comments below Theorem 2 for the analogous proof. \( \square \)
\[ \| F'(z^*)^{-1}(F'(x) - F'(y)) \| \leq a_0, \| x - z^* \| \quad \text{for each} \quad x \in D_\delta, \]

\[ \| F'(z^*)^{-1}(F'(x) - F'(y)) \| \leq a_\delta, \| x - y \| \quad \text{for each} \quad x, y \in D := D_\delta \cap B(z^*, \frac{1}{a_0, \delta}), \]

\[ D_\delta = B(z^*, \delta \| z_0 - z^* \|) \subseteq D \quad \text{for} \quad z_0 \in D, \]

and

\[ e_\delta \leq \delta \| z_0 - z^* \|. \]

with

\[ e_\delta = \frac{2}{2a_0, \delta + a_\delta}. \]

Then, the sequence \( \{z_n\} \) generated for \( z_0 \in B(z^*, e_\delta) \setminus \{z^*\} \) is well defined by Newton’s method for each \( n \geq 0 \), belongs in a ball \( B(z^*, e_\delta) \), and converges to a limit \( z^* \). Moreover, the limit point \( z^* \) is the only solution of Equation (1) in \( B(z^*, T) \cap D \) for \( T \in \left[ e_\delta, \frac{2}{a_0, \delta} \right] \).

**Proof.** The Theorem proven by the hypotheses of Theorem 8 is satisfied on the domain \( D_\delta \). \( \square \)

**Remark 1.** (a) Given \( \xi > \eta \) and \( \eta \neq 0 \), we considered \( D = B(z_0, \xi) \), then \( \gamma \in \left[ 1, \frac{\xi}{\eta} \right] \).

(b) Given \( \gamma = \frac{2}{1 + \sqrt{1 - 2A_0, \gamma}} \), then condition \( R_\gamma \leq \gamma \eta \) equality is fulfilled. If \( \gamma \) is given by \( \gamma = 2 \), then again \( R_\gamma \leq \gamma \eta \), since we have that \( R_\gamma \leq 2\eta = \gamma \eta \).

(c) Then, we have that

\[ A_{0, \gamma} \leq L, \]
\[ A_\gamma \leq L, \]
\[ K_{0, \gamma} \leq K_0, \]

and

\[ K_\gamma \leq K. \]

Therefore, we get that

\[ h \leq 1 \Rightarrow h_\gamma \leq 1, \]
\[ h_3 \leq 1 \Rightarrow h_{3, \gamma} \leq 1, \]

and

\[ h_4 \leq 1 \Rightarrow h_{4, \gamma} \leq 1 \]

only if \( A_{0, \gamma} = L, A_\gamma = L, K_{0, \gamma} = K_0 \) and \( K_\gamma = K \). The reciprocal is given.

Note also that the new major sequences are more accurate than the corresponding previous sequences. As an example, the majority sequences \( \{t_n\}, \{\tilde{t}_n\} \) defined by Newton’s method, corresponding to criteria \( h \leq 1 \) and \( h_\gamma \leq 1 \), are given as:

\[ t_0 = 0, \quad t_1 = \eta, \quad t_{n+1} = t_n + \frac{L(t_n - t_{n-1})^2}{2(1 - Lt_n)}, \]

\[ \tilde{t}_0 = 0, \quad \tilde{t}_1 = \eta, \quad \tilde{t}_{n+1} = \tilde{t}_n + \frac{A_\gamma (\tilde{t}_n - \tilde{t}_{n-1})^2}{2(1 - A_{0, \gamma} \tilde{t}_n)}. \]

Then, using mathematical induction, it immediately follows that:

\[ \tilde{t}_n \leq t_n, \]
\[ 0 \leq \tilde{t}_{n+1} - \tilde{t}_n \leq t_{n+1} - t_n, \]
and
\[ R_\gamma \leq R. \]

If \( A_\gamma < L \), strict inequality remains with \( n \geq 2 \) in the first inequality and for \( n \geq 1 \) in the second case. Furthermore, it is clear that \( R_\gamma < R \). Therefore, the location information of the solution \( z^* \) beats the previous information. Similarly, there are corresponding improved sequences to the other “h” and “h_\gamma” conditions. Finally, it should be taken into account that the majorizing sequences corresponding to the conditions (5)–(7) have already been proven to be more precise than the sequence \( \{t_n\} \) corresponding to condition (4).

(d) If \( D = B(z^*, \xi) \) for some \( \xi > \|z_0 - z^*\| \), then \( \delta \) can be chosen so that \( \delta \in [1, \frac{\xi}{\|z_0 - z^*\|}) \) for \( z_0 \neq z^* \).

(e) We have that
\[ a_{0,\delta} \leq a_0 \]
and
\[ a_\delta \leq l. \]

Therefore, we get that
\[ \varrho \leq \varrho_\delta. \]

Moreover, if \( a_{0,\delta} < a_0 \) or \( a_\delta < l \), then \( \varrho < \varrho_\delta \). The corresponding error limits are also improved, since we have
\[ \|z_{n+1} - z^*\| \leq \frac{l\|z_n - z^*\|^2}{2(1 - a_0\|z_n - z^*\|)}. \]

It should be noted that, if \( a_0 = l \), then Theorem 2.8 reduces to the corresponding by Rheinboldt [20] and Traub [21]. The radius found independently by these authors is given by
\[ \varrho = \frac{2}{3l}. \]

However, if \( a_0 < l \), then our radius is such that
\[ \varrho < \varrho_\delta \]
and
\[ \frac{\varrho}{\varrho_\delta} \rightarrow \frac{1}{3} \text{ as } \frac{a_0}{l} \rightarrow 0. \]

Therefore, our convergence radius \( \varrho \) can be at most three times greater than \( \varrho_\delta \).

Remark 2. The result with the new Lipschitz constants improves the ones in [13], since the new are smaller than the old ones.

3. Numerical Examples

Example 1. In the same case as Example 1, let \( p = \frac{49}{100} \) and \( \gamma = \frac{19}{10} \). Then, we have that \( \eta = \frac{17}{100} \), \( \gamma \eta = \frac{323}{1000} \) and \( R_\gamma = 0.258l \cdots < 0.323 < 1 - p \). Hence, the hypotheses of Theorem 2 are satisfied.

Example 2. Let \( B_1 = B_2 = C[0,1] \), and let \( \Omega = \{x \in C[0,1]; \|x\| \leq R\} \), where \( R > 0 \) and operator \( F \) can be expressed as
\[ F(x)(s) = x(s) - f(s) - \lambda \int_0^1 G(s,t)x(t)^3 \, dt, \quad x \in C[0,1], \quad s \in [0,1], \]
considering \( f \in C[0,1], \lambda \) is the real parameter, and \( G \) is the famous Green function.
If we choose \( z_0(s) = f(s) = 1 \), it follows \( \| I - F'(z_0) \| \leq 3|\lambda|/8 \). Thus, if \( |\lambda| < 8/3 \), the inverse at the starting point is defined and choosing \( \lambda = 1, \gamma = 6 \) and \( R = 2 \), we obtain

\[
\eta = 0.2,
\]
\[
A_6 = 1.64,
\]
\[
A_{0,6} = 1.52,
\]
\[
A_{3,6} \approx 12.37,
\]
\[
a_6 \approx 0.51,
\]
\[
r_{3,6} \approx 0.29,
\]

and

\[
2A_{3,6}\eta \approx 0.66 \leq 1.
\]

Then, Newton’s method converges by our conditions.

**Example 3.** Let \( B_1 = B_2 = \mathbb{R}^3 \), \( D = B(0, 1) \). Define \( F \) on \( D \) for \( v = (x, y, z)^T \) by

\[
F(v) = \left( e^x - 1, \frac{e - 1}{2} y^2 + y, z \right)^T.
\]

Then, the Fréchet derivative is computable, and it is easy to see that \( z^* = (0, 0, 0) \), \( F'(z^*) = F'(z^*)^{-1} = \text{diag}\{1, 1, 1\}, a_0 = e - 1, l < \bar{l} = e \) and \( g = 0.24 < g = 0.38 \), where \( l = e^{1/3}, a_0 < l < \bar{l} \) so the (A) advantages hold. Then, Newton’s method converges.

**4. Conclusions**

A new technique has been developed to extend the convergence domain of Newton’s method. The novelty of it is that no additional criteria are needed than in earlier studies [7,8] for convergence in both the local as well as the semi-local convergence of Newton’s method. We have given the sufficient convergence criteria of earlier studies and then demonstrated the superiority of our new criteria. Due to locality of our results, we cannot say anything about global results in a Banach space setting unless \( D = B_1 \). These are the limitations (disadvantages) of our study. However, the extensions are already given by advantages (A). Numerical advantages have been used to further validate the theoretical results.
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