Abstract: It is known that quantitative measures for the reliability of software systems can be derived from software reliability models, and, as such, support the product development process. Over the past four decades, research activities in this area have been performed. As a result, many software reliability models have been proposed. It was shown that, once these models reach a certain level of convergence, it can enable the developer to release the software and stop software testing accordingly. Criteria to determine the optimal testing time include the number of remaining errors, failure rate, reliability requirements, or total system cost. In this paper, we present our results in predicting the reliability of software for agile testing environments. We seek to model this way of working by extending the Jelinski–Moranda model to a “stack” of feature-specific models, assuming that the bugs are labeled with the features they belong to. In order to demonstrate the extended model, two use cases are presented. The questions to be answered in these two cases are: how many software bugs remain in the software and should one decide to stop testing the software?
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1. Introduction

Digitization and connectivity of lighting systems has seen an exponentially increasing impact in the last years within the lighting industry [1,2]. The impact is far beyond the impact on single products, but extends to an ever larger amount of connected systems. This is rapidly changing the lighting industry, as more intelligent interfaces with the technical environment and with different kinds of users are being built-in by using more and different kinds of sensors, (wireless) communication, and different kinds of interacting or interfacing devices. Examples are depicted in Figure 1.

The trend towards controlled and connected systems also implies that other components will start playing an equal role in the reliability of such systems. Here, reliability needs to be complimented with availability and other modeling approaches are to be considered [3]. In the lighting industry, there is a strong focus on hardware reliability, including going from component reliability to system reliability; however, in controlled and connected systems, software plays a much more prominent role than in sophisticated “single” products, such as color-adjustable lamps at home, streetlights, UV sterilization lights, and similar products. In these systems, availability is more strongly determined by software reliability than by hardware reliability [3]. In a previous study, the reliability of software was evaluated using the Goel–Okumoto reliability growth model [4]. The results of that first attempt was not satisfactory, as convergence was not met in most cases [4]. It is known that different models...
can produce very different answers when assessing software reliability in the future [5]. A significant amount of research has been performed in the area of reliability growth and software reliability, that considers the process of finding (and repairing) bugs in existing software, essentially during a test phase. The following references give a comprehensive overview [6–11]. An important class of software reliability growth models is known as general order statistics (GOS) models [12,13]. The special case in which the order statistics come from an exponential distribution is known as the Jelinski–Moranda model [14]. The main assumption for this class of models is that the times between failures of a software system can be defined as the differences between two consecutive order statistics. It is assumed that the initial number of failures, denoted by $a$, is unknown but fixed and finite. A typical assumption is that the development of the software has finished, except for the bugs that have to be detected and repaired [5,8,15]. The software reliability models then answer questions such as: what is the number of remaining bugs and how many would we find if we spend a specified number of additional weeks of testing, see [16] for an industrial experience point of view and [17] for a methodological point of view. In a more recent study Rana et al. [18] demonstrated the use of eight different software reliability growth models that were evaluated on eleven large projects. Prior classification of the expected shape was proven to improve the software reliability prediction. In many software development companies, software is developed in a cadence of sprints resulting in biweekly releases in the so-called scaled agile framework (SAFe) [19]. This means there is a second reason why bugs are found, apart from finding them by doing tests, namely, new bugs are introduced because new features are added to the software continuously.

In this paper, we introduce attempt at modeling this way of working by extending the Jelinski–Moranda model to a “stack” of feature-specific models, assuming that the bugs are labeled with the feature they belong to. The feature-specific model parameters can be considered as random effects, so that differences between features are modeled as well. In order to demonstrate the extended model, two use cases are presented. Here, we modeled the software testing phase to get a detailed sense of the software maturity. Once software is deemed mature enough by the organization, it is released to the end-users. The new, operational use of the software is different from the testing phase, and this phase was not modeled. The questions to be answered in the two cases are: how many software bugs remain in the software and should one decide to stop testing the software [20,21]? We built upon the mathematical model that describes the number of bugs detected in every time interval (sprint), specified per software feature. We derived a way to evaluate the likelihood function, which is presented in the next section on estimation. We set out with a model with only one feature, which is a variant of the Jelinski–Moranda model, but adapted for the counts per sprint; we needed expressions for conditional probabilities based on recent history, where only the cumulative counts turn out to be important. We extended the results to multiple features, where we shifted the time axis...
as different software features are completed at different times. We conclude by describing how all ingredients are combined to the likelihood function. In the next sections, we first introduce in Section 2 the mathematical derivations of our approach. In Section 3 we present the results for two use cases. The paper ends with conclusions in Section 4. Here we also present suggestions for future work.

2. Mathematical Derivations

In this section we state the mathematical foundation of our approach, see Table 1. We start with a subsection in which we state the notation that we use in this paper, and then continue with two subsections on the distribution of bug detection times that we need to derive the likelihood function. In a subsequent subsection we present a Bayesian approach to our feature-specific model.

2.1. Notation

Capital letters are used for random quantities, small letters for constants, or model parameters. We follow the setup as is explained in the GQS setting, see Table 1. A software tool has a bugs, which are detected at time $T_i$ after testing starts at time 0. As usual in industrial practice, these times are not observed or recorded directly. Instead, we only observe number of bugs detected in time intervals. This kind of data is known as grouped data, which is a form of interval censoring. For now, we do not distinguish between different features.

Table 1. Symbols used in the Jelinski–Moranda model for grouped data.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Random</th>
<th>Domain</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>No</td>
<td>$N$</td>
<td>Initial number of bugs</td>
</tr>
<tr>
<td>$b$</td>
<td>No</td>
<td>$R^+$</td>
<td>Rate of bug detection</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Yes</td>
<td>$R^+$</td>
<td>Time at which bug $i$ is found</td>
</tr>
<tr>
<td>$L$</td>
<td>No</td>
<td>$N$</td>
<td>Number of intervals</td>
</tr>
<tr>
<td>$\ell_i$</td>
<td>No</td>
<td>$R^+$</td>
<td>End time of interval $i$</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Yes</td>
<td>$N$</td>
<td>Number of bugs found in the time interval $[\ell_{i-1}, \ell_i]$</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Yes</td>
<td>$N$</td>
<td>Cumulative number of bugs detected until $\ell_i$, $C_i = N_1 + \cdots + N_i$</td>
</tr>
</tbody>
</table>

Throughout, we assume that the $T_i$’s are independent and identically distributed. Throughout, we assume that the $T_i$’s are independent and identically distributed (further denoted by i.i.d). Identically distributed implies that are defects are equally hard to find, even though works has been done to relax this. We realize the impact of this assumption. The Jelinski–Moranda [14] model additionally assumes the $T_i$’s are exponentially distributed with rate $b$, so all $T_i \sim \text{Exp}(b)$. We explicitly mention when we make the same assumption. In our setting, we assume that we only observe counts $N_i$ in contiguous time periods with start and end points $0 = \ell_0 < \ell_1 < \ell_2 < \cdots$, i.e., $N_i = \sum_{j=1}^i 1(\ell_{i-1} < T_j \leq \ell_i)$.

2.2. Multinomial Distribution of Bug Counts

As the times $T_i$ are independent, the joint probability distribution of increments in numbers of bugs over a finite set of observation intervals is given by a multinomial distribution. Consider the event $E_i$ that $T_{i-1} \leq T_i \leq \ell_i$. Then for each bug $i$, exactly one of the mutually exclusive events $E_{ij}$ occurs. Considering that bug $i$ is found at time $T_i$, the probability that event $E_{ij}$ occurs is given by $F(\ell_i) - F(\ell_{i-1})$, which is the same for each bug $i$. In view of the independence, we have the settings of a multinomial distribution [22]. We give the full probability distribution in a few different ways that
are used later on. Let \( m \leq L \) and let \( T \) denote a random variable with the same distribution as the \( T_i \)'s. Then we have

\[
P(N_1 = k_1, \ldots, N_m = k_m) = \left( \binom{a}{k_1, \ldots, k_m} \right) \prod_{i=1}^{m} \left[ F(\ell_i) - F(\ell_{i-1}) \right]^{k_i} [1 - F(\ell_m)]^{a-(k_1+\cdots+k_m)}
\]

\[
= \left( \binom{a}{k_1, \ldots, k_m} \right) \prod_{i=1}^{m} [P(\ell_{i-1} < T \leq \ell_i)]^{k_i} [P(\ell_m < T)]^{a-(k_1+\cdots+k_m)}
\]

where in the last step we set \( \ell_{m+1} = \infty \), \( F(\ell_{m+1}) = 1 \), and \( k_{m+1} = a - (k_1 + \cdots + k_m) \) for notational convenience (see Figure 2). The expression before the product is the multinomial coefficient, a generalization of the binomial coefficient.

\[
\text{Figure 2. Representation of the time axis.}
\]

2.3. Conditioning on History

In what follows, we study the joint probability distribution conditional on the history up to some point \( \ell_m \). We will need this to combine the different sprint. It turns out it is sufficient to summarize the entire history prior to \( \ell_m \) by the total bug count at this time point. If we assume exponentially distributed bug detection times \( T_i \), it appears that a restarting property holds. At time point \( \ell_m \), a certain number of bugs remains in the system. The conditional joint probability distribution is again multinomial and corresponds to the above result after proper bookkeeping: shifting the time axis so that \( \ell_m \) corresponds to the new 0, and work with the remaining number of bugs at this time point. This is summarized in the following two results.

In the notation above, suppose the bug detection times \( T_i \) are i.i.d. with cumulative probability function \( F \). Writing the definition of conditional probability and cancelling common terms in the numerator and denominator, we obtain that

\[
P(N_{m+s} = k_{m+s}, \ldots, N_{m+1} = k_{m+1} \mid N_m = k_m, \ldots, N_1 = k_1)
\]

\[
= P(N_{m+s} = k_{m+s}, \ldots, N_{m+1} = k_{m+1} \mid C_m = k_1 + \cdots + k_m).
\]

Moreover, substitution of our expression for the joint distribution of bug counts, it is easy to see that this conditional probability is equal to

\[
\binom{a - k_1 - \cdots - k_m}{k_{m+1} + \cdots + k_{m+s}} \prod_{i=1}^{s+1} \frac{(F(\ell_{m+i}) - F(\ell_{m+i-1}))^{k_{m+i}}}{(1 - F(\ell_m))^{a-(k_1+\cdots+k_m)}}
\]

where we set \( \ell_{m+s+1} = \infty \), \( F(\ell_{m+s+1}) = 1 \), and \( k_{m+s+1} = a - (k_1 + \cdots + k_{m+s}) \) for notational convenience.

We will also need the specific form of the likelihood under the additional assumption that \( T_j \) follows an exponential distribution. Although we only use it for one sprint forward into time, a more general result holds for \( s \) sprints into the future given in the following result. In the notation above, suppose the i.i.d. bug detection times \( T_i \) follow an exponential distribution as in the Jelinski–Moranda
setting. We see that the joint probability distribution condition on history until time \( \ell_m \) is the same as the multinomial distribution with quantities as if we start over.

\[
P(N_{m+s} = k_{m+s}, \ldots, N_{m+1} = k_{m+1} \mid N_m = k_m, \ldots, N_1 = k_1) =
\]

\[
(a - k_1 - \cdots - k_m) \prod_{i=1}^{s+1} P(\ell_m - 1 \leq \ell_{m+i} \mid T > \ell_m)_k(k_{m+i})
\]

where as before we set \( \ell_{m+s+1} = \infty, F(\ell_{m+s+1}) = 1, \) and \( k_{m+s+1} = a - (k_1 + \cdots + k_{m+s}) \) for notional convenience. The conditional probabilities are given by:

\[
P(\ell_{m+i} - 1 \leq T \leq \ell_{m+i} \mid T > \ell_m) = e^{-b(\ell_{m+i} - \ell_m)} - e^{-b(\ell_{m+i} - \ell_m)}
\]

which are the same as the unconditional probabilities if we would shift the time axis so that \( \ell_m \) would lie at zero. The history until \( \ell_m \) only enters the formulas via the sum of counts \( k_1 + \cdots + k_m \).

For the implementation later on, we only use the special case \( s = 1 \), which gives the following result. \( P(N_{m+1} = k_{m+1} \mid N_m = k_m, \ldots, N_1 = k_1) \) is given by a formula as in a binomial distribution, where the conditioning on history can be summarized by \( C_m = k_1 + \cdots + k_m \). The probability density is equal to:

\[
P(N_{m+1} = k_{m+1} \mid N_m = k_m, \ldots, N_1 = k_1) = P(N_{m+1} = k_{m+1} \mid C_m = k_1 + \cdots + k_m)
\]

\[
= (a - k_1 - \cdots - k_m) / k_{m+1} \left( 1 - e^{-b(\ell_{m+1} - \ell_m)} \right)^{k_{m+1}}
\]

\[
= e^{-b(\ell_{m+1} - \ell_m)} - 1^{a - (k_1 + \cdots + k_{m+1})}
\]

We now set out to show that these binomial densities can be combined in a product over the sprints to form the full joint probability, which is used in the implementation to get an expression for the likelihood. In the setting above, assuming exponentially distributed bug detection times, the joint probability mass function of the counts \( (N_1, \ldots, N_m) \) is given by the product over the sprints of the densities of the conditional binomial expressions given above:

\[
P(N_1 = k_1, \ldots, N_m = k_m) = \prod_{i=1}^{m} P(N_i = k_i \mid C_{i-1} = k_1 + \cdots + k_{i-1})
\]

This can be seen as follows. The event \( (N_m = k_m, \ldots, N_1 = k_1) \) can be rewritten into its cumulative count version \( (C_m = c_m, \ldots, C_1 = c_1) \) with \( c_i = c_{i-1} + k_i \) and \( c_1 = k_1 \). We use the chain rule for probabilities, e.g., for \( m = 3 \) we have \( P(C_3 = c_3, C_2 = c_2, C_1 = c_1) = P(C_3 = 3 \mid C_2 = c_2, C_1 = c_1) \cdot P(C_2 = c_2 \mid C_1 = c_1) \cdot P(C_1 = c_1) \). Here, the history-by-total-count result allows us to simplify the event on which we condition to only the most recent cumulative count: \( P(C_3 = c_3 \mid C_2 = c_2, C_1 = c_1) = P(C_3 = c_3 \mid C_2 = c_2) \).

2.4. Extension to Multiple Features

As explained in the introduction, the situation of interest consists not just of one fixed software implementation but of a growing software implementation, where bugs are labeled to which feature they belong. A feature here means a certain functionality in the software. For example, open or close a window in the user interface. Or, in the case of a connected lighting application, dimming the light levels. A new feature in an agile environment may be added every so-called sprint. Here, a sprint means 2-3 weeks of software development. We assume that exactly one feature is added in every time interval between \( \ell_i \) and \( \ell_{i+1} \), although this assumption is not essential and is merely done to keep notation simple. Ahead, we sketch how the general case of features being finished at arbitrary times can be incorporated. Thus we have features \( f = 0, \ldots, L - 1 \) where each feature \( f \) is finished at time
The point \( \ell_f \) and subject to testing from that point in time onward. We assume that the test intensity for each feature is constant over time, even though new features might be added that could take up testing capacity of the older features. Each feature has \( a_f \) bugs in total which is considered fixed for now. The \( a_f \) bugs of this feature are found at times \( T_{f,1}, \ldots, T_{f,a_f} \) that are shifted exponential distributions that start at time point \( \ell_f \), so that \( T_{f,j} - \ell_f \) is exponentially distribution with parameter \( b_f \). The CDF is \( F_{T_{f,j}}(t) = \exp(-b(t - \ell_f)) \) for \( t \geq \ell_f \) and 0 for \( t < \ell_f \). The time points \( \ell_i \) are common to all features and do not get an additional index for \( f \). This way, we arrive at a description of bugs labeled for different features. Following the above, it is stated for unshifted exponential distributions, although one can imagine a version for shifted (replacing \( e^{-b(t)} \) with \( e^{-b(t-\ell_f)} \)) and keeping proper track of what happens before time \( \ell_f \) (e.g., by defining \( 0^0 = 1 \) in the product). Instead of generalizing these results, we take a different path which is also closer to the software interpretation, by simply shifting the time axis. Note that we assumed that feature \( f \) is finished at time point \( \ell_f \). For the case where new features do not coincide exactly with sprints, say that feature \( f \) is finished at time \( l_i(f) \), where \( i \) is increasing. The shifts are defined accordingly, \( l'_m = l_m - l_i(f) \) and \( N_i(f+1) \) is replaced by \( N_i(f) + 1 \). We assume that bugs can be ascribed to a single feature in this model, and that detection happens independently between the features, even though in some respects one would expect connections between different features, or even bugs on the interface between two features. These are not explicitly covered in the current model.

To set up notation for shifting the time axis, we fix the feature \( f \) and drop it from notation of the new symbols, and add an apostrophe to each symbol to indicate it is the shifted time or event. Let \( m \geq f \). Define \( t'_i = T_{f,i} - \ell_f \), and \( t'_m = \ell_m - \ell_f \), which describes the shifted time axis. We also need to translate the history event. Define \( N'_i = N_{i+f} \), the number of bugs found in interval \( [\ell_i+\ell_f, \ell_i+\ell_f] \), so that \( N'_i \) corresponds to the first interval on our shifted time axis, \( [\ell_f, \ell_f+1] \). Consider the event \( (N'_1 = k'_1, \ldots, N'_{m} = k'_m) \). Rewriting from relative to absolute time gives \( (N'_{f+1} = k_{f+1}, \ldots, N'_{f+m} = k_{f+m}) \) with \( k_{i+j} = k'_i \) to match the indexing. The only possible realizations for \( N_1, \ldots, N_{f-1} \) are 0 due to the shifted exponential distribution, so that the event corresponds to \( (N_1 = 0, \ldots, N_f = 0, N_{f+1} = k_{f+1}, \ldots, N_{f+m} = k_{f+m}) \) and has equal probability. We use the conditional binomial restarting result from above and note that the shifted version of the problem satisfies the condition.

\[
P(N'_{m+1} = k'_{m+1} \mid N'_m = k'_m, \ldots, N'_1 = k'_1) = \binom{a - k'_1 - \cdots - k'_m}{k'_{m+1}} \left(1 - e^{-b(t'_m - \ell_m')} \right)^{k'_m+1}.\]

This results in an expression for the probability density function of the number of bugs found for feature \( f \), conditional on what happened just before. These can then be combined to form the full probability density function on the shifted time axis, which subsequently is the same event as the one with leading 0 counts on the unshifted time axis. We re-introduce the feature index \( f \) and note that the above is equal to \( P(N_{f,m+1} = k_{f,m+1} \mid C_{fm} = k_{f1} + \cdots + k_{fm}) \) where the symbols \( N_{f,j} \) and \( C_{f,j} \) are the feature-specific counterparts of \( N_j \) and \( C_j \). We assume that all bug discovery times \( T_{f,j} \) are independent, which implies that the random variables \( N_{f,j} \) and \( N_{g,j} \) are independent as well for any \( i, j \) and features \( f \neq g \). We summarize this as follows. In generalizing the setup to multiple features \( f \) as described above, at time point \( \ell_m \), features \( 0, \ldots, m \) have been added to the software and have observed counts up to that time point. The probability density of the counts up to \( \ell_m \) is found by taking a product over the features \( f \) of the feature-specific probabilities. These are given by a product of binomial distributions of time-shifted versions. Viewing the density function as the likelihood function, the parameters are the \( a_f \) and \( b_f \) for \( f = 0, \ldots, m \).

2.5. Bayesian Estimation

It is well-known that the maximum likelihood estimator for \( a \) has a positive probability to be equal to infinity (see e.g., [23,24]). We use a Bayesian setup [25–28] to avoid this problem and also because
it allows us to combine the bugs originating from different features. We implemented our Bayesian approach in the Stan modeling framework [29] to estimate the software reliability model for multiple features. We do not employ strong priors although that would be possible, e.g., expressing a prior belief of the degree to which added features are similar to each other in total number of bugs $a_f$ or the speed at which bugs are found, $b_f$. For a feature $f$, given values for $(a_f, b_f)$, the setup from above is in essence a Jelinski–Moranda model. The values $(a_f, b_f)$ are considered random, unknown parameters, having the same role as random effects in a (non)linear mixed effects model following some distribution. In a Bayesian context, the $a_f, b_f$ can be considered priors with associated hyperpriors. In our setup, $a_f$ and $b_f$ are modeled as independent truncated normal distributions, where the truncation are at 0 to ensure positive $a_f$ and $b_f$. Both distributions have a mean and standard deviation parameter, although they are not equal to the expected value and standard deviation due to the truncation. Their posterior distributions give some insight to which extent features are different in size and complexity (in terms of speed of finding bugs). The reading of input data, pre-processing the data, fitting the Stan model, and inspecting convergence and results are done using Python. The Stan website (mc-stan.org) states “Stan is a state-of-the-art platform for statistical modeling and high-performance statistical computation.” The website offers an extensive amount of documentation and examples. The Stan language requires specification of a model in terms of different concepts which are briefly described below. The model is applied in the situation that we have observed a number of sprints with counts to which we fit the data. The key Stan model components are as follow:

- input data: the $N_{f,i}$, $C_{f,i}$, upper bounds for the indices $f$ and $i$, and time point at which a feature starts;
- parameters: total bugs remaining, $R_f := a_f - C_{f,m}$, with a lower bound of 0; the $b_f$; the hyperpriors for the truncated normal distributions of $a_f$ and $b_f$;
- transformed parameters: $a_f$ is considered a transformed parameter, calculated from a combination of data and a model parameter, $R_f + C_{m,f}$;
- model: distributions for $a_f$ and $b_f$, hyperpriors for these, and a specification of log likelihood contributions by a double for-loop over features and over sprints, where the feature starting sprints are used.

In this setup, there is a notable construction of $R_f$ that has no direct correspondence to the mathematical setup. The reason is that Stan needs explicit, fixed bounds for the parameters in order for the numerical engine to simulate the posterior density, and the data-dependent bound $a_f \geq C_{f,m}$ is enforced by $R_f \geq 0$. It is still possible to set priors on $a_f$ rather than the actual model parameter $R_f$, via a line of code inside a loop over the features that corresponds to $R_f + C_{m,f} \sim N(\mu, \sigma)$ where the truncation $a_f \geq$ is specified in the definition of $a_f$. For ease of use, the statistics is programmed in Python and Stan, which handles the estimation and handling of Bayesian models in a user-friendly tool.

3. Use Cases

In order to explore the abilities of the coding, two cases are used. The first one concerns publicly available software test data [30] and the second one is a real case from the lighting industry [4].

3.1. Case 1: Firefox Data

We used the Mozilla and Eclipse Defect Tracking Data set: a data set with over 200,000 reported bugs extracted from the Eclipse and Mozilla projects (47,000 and 168,000 reported bugs, respectively) [30]. Typically, in software development, features are developed in branches that are later merged with the main branch (call it a main feature). We assume here the one-to-one correspondence between branch and feature. In the case presented, there are 15 main features (or functions). Besides providing a single snapshot of a bug report, this data set also includes all the incremental modifications as performed during the lifetime of the bug report. This data set is bundled as a set of XML files. We extracted reported bugs for a number of 15 branches over a time period
staring at January 2003 until May 2013. The total number of reported bugs in this time period is 1793. Figure 3 depicts the fitted response for all individual branches (or features). Figure 4 depicts the same information in a single plot. The priors have been chosen so that they are uninformative for our dataset. For instance, $b$ is the rate of bug detection. The variable std_rate is the standard deviation of the rates between features. One divided by the rate is the time it takes before $1 - \exp(-1) = 0.63$ of all bugs are found. The standard deviation is taken as the positive half of a normal distribution with $mean = 0$ and $stdev = 1$. This is fairly large compared to our average rate. In the output the $a_i$'s are the total amount of software defects, or bugs for branch/feature nr 3. The $b_i$'s are bug_finding_rate[3]. The $a_i$'s and $b_i$'s are both normally distributed (between features) with means, standard deviation avg_bugs, std_bugs, and avg_rate, std_rate respectively. The mean and a high percentile are interesting here—the 97.5 percentile column indicates that given the current data we believe that the number of additional bugs over so many time periods is with 97.5 percent chance at most the indicated value. The se_mean is the Monte Carlo uncertainty (the fact that in model estimation we used only limited computer time—with more computer time we can get this number down). The 2.5 and 97.5 percentiles indicate the posterior distribution of the given parameter. The n_eff gives the effective sample size from the simulation. Rhat is an indication of quality of the estimation procedure and should be close to 1.0. The estimation may give a warning in case of problems, e.g., if the data severely deviates with the model assumptions in.

See Figure 5 for diagnostic plots of the fit. Table 2 lists the average and standard deviation of predicted remaining bugs in the software. The low numbers are due to the fact that the model prediction for the number of remaining bugs is formally for the case if no further development (other than bug fixing) takes place. As in reality, new features kept being added for this case and the number of bugs increased over time.
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**Figure 3.** Fit of individual branches or features in the data set, the red dot is the first data point estimated. Here, each branch is considered as a feature which are plotted separately.
Figure 4. Fitted bugs per branch. Here, each branch is considered as a feature which are visualized with different colors in the fit.

Figure 5. Inference and diagnostics for the software reliability prediction model. Diagnostics are explained in the text and follow [31]. Here, \(a\) is total number of bugs, \(b\) is the bug finding rate and \(asum\) relates to the number of future bugs.
3.2. Case 2: Industrial Data

As a real application case, we took a connected lighting product that enables you to harness the Internet of Things to transform your building and save up to 80 percent on energy. LED luminaries with integrated sensors collect anonymous data on lighting performance and how workers use the workplace. This enables you to optimize the lighting, energy uses, cleaning, and space usage to improve efficiency, reducing energy usage, and cost. Workers can use software apps on their smartphones to book meeting rooms, navigate within the office and personalize the environment around their workstation further improving productivity and employee engagement. This smart lighting system with open API integrates seamlessly with the IT system and enables a variety of software applications to create a more intelligent work environment for both building operations managers and employees. In literature, the use of software development schemes and repositories are well described [32–34]. It is demonstrated that detailed problem handling reports will extend the space and quality of statistical analysis for software [34]. It is without doubts that detailed reports will provide significant improvement of software development processes as well as better reliability predictions [32]. In this case, the bug reports may come from different sources (implemented regression tests and tests by the team). Only bugs of sufficient severity are considered in the use case. To handle the various sources we simply took the aggregate counts per sprint as input, assuming that the total number of tests in a sprint was comparable, we get a discrete time axis that was reasonably close to both test effort and calendar time. Ticket data were fed into the code, where we distinguished tickets with severity levels S (high) and A (low). We used JIRA [35] output of bug data for 40 sprints in the period 2017 until 2019. Pick-and-mix was used for ticket severity allocation. In a cadence of two weeks, these tickets either had the allocation open or closed. Open means the issues were being solved, closed means it was solved. Recurring tickets were treated as a new open ticket which can be closed as soon as it is known to be recurrent. Ticket severity is denoted as S, A, B, C, or D. S are issues seen as a blocker that need immediate attention. A is seen as critical, B as major C and D as minor severity levels. In the case presented, we have only analyzed the closed tickets.

Figure 6 depicts the full flowchart of the process: from tickets to dashboard values. Actual sprint dates have an equal length for each sprint of two weeks. The total number of bugs was 270. The outcome was produced automatically and shown in Table 3 and Figure 7. The results indicate the predicted remaining number of tickets in the weeks (or sprints) to come, if no new features would be added and only testing is performed. In the figure and table, one clearly notices the maturity of the software.

### Table 2. Predicted number of remaining bugs.

<table>
<thead>
<tr>
<th>Branch</th>
<th>Average</th>
<th>Stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1</td>
<td>4.5</td>
<td>3.5</td>
</tr>
<tr>
<td>+5</td>
<td>12.0</td>
<td>4.0</td>
</tr>
<tr>
<td>+10</td>
<td>15.2</td>
<td>3.8</td>
</tr>
</tbody>
</table>

### Table 3. Predicted number of remaining bugs in the lighting case. Sprints here refers to two weeks development of the software.

<table>
<thead>
<tr>
<th>Sprint</th>
<th>average</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>+5</td>
<td>0.8</td>
<td>2.2</td>
</tr>
<tr>
<td>+10</td>
<td>1.5</td>
<td>2.6</td>
</tr>
</tbody>
</table>
4. Discussion

Software failures differ significantly from hardware failures. They are not caused by faulty components or wear-out due to e.g., physical environment stresses such as temperature, moisture, and vibration, software failures are caused by latent software defects. These defects were introduced in the software when it was created. However, these defects were not detected and/or removed prior to being released to the customer. In order to prevent these defects being noticed by the customer, a higher level of software reliability has to be achieved. This means to reduce the likelihood that latent defects are present in released software. Unfortunately, even with the most highly skilled software engineers following the best industry practices, the introduction of software defects is inevitable. This is due to the ever-increasing inherent complexities of the software functionality and its execution environment. Here, software reliability engineering may be helpful, a field that relates to testing and
modeling of software functionality in a given environment of a particular amount of time. There is currently no method available that can guarantee a totally reliable software. In order to achieve the best possible software, a set of statistical modeling techniques are required that:

- can assess or predict the to-be-achieved reliability;
- based on the observations of software failures during testing and/or operational use.

In order to achieve these two requirements, many software reliability models have been proposed. It was shown that, once these models reach a certain level of convergence, it can enable the developer to release the software and stop software testing accordingly. Criteria to determine the optimal testing time include the number of remaining errors, failure rate, reliability requirements, or total system cost. Typical questions that need to be addressed are:

- how many errors are still left in the software?
- what is the probability of having no failures in a given time period?
- what is the expected time until the next software failure will occur?
- what is the expected number of total software failures in a given time period?

Certainly, the question of “how many errors are left” is something completely different from “what is the expected number of errors in a given time period”. One cannot estimate the first directly, but you can estimate the second. In our approach, we are content with “expected number of errors that a long testing period would yield”.

In this paper, we presented an approach to predict software reliability for agile testing environments. The new approach diverges from the many others in the sense that it combines features with tickets using Bayesian statistics. By doing that, a more reliable number of predicted tickets (read: software bugs) can be obtained. The advantage of this overall model by applying the JM model per feature is (1) to be able to get prediction intervals for the total number of remaining bugs across all features combined, and (2) “borrowing strength”—we saw in our test cases that $a_f$ and $b_f$ are relatively similar so that for a new feature even after few bugs one knows more than when you analyze features separately, which is the advantage of the overall combined analysis. The developed system software reliability approach was applied to two use cases, Mozilla and Lighting, to demonstrate how software reliability models can be used to improve the quality metrics. The new approach was made into a tool, programmed in Python. The outcome of the predictions can be used in the Quality dashboard maturity grid to enable a better judgment of whether to release the software. The strength of the software reliability approach is to be proven by more data and comparison with field return data. The outcome is satisfactory as a more reliable number of remaining tickets was calculated. As prominent advantage we note that divergence of the proposed fitting procedure is not an issue anymore in the new approach. Following is recommended for the future developments of the presented approach:

- gather more data from the software development teams;
- connect to the field quality community to gather field data of software tickets;
- using the field data determine the validity of the approach;
- make software reliability calculation part of the development process;
- automate the Python code such that ticket-feature data can be imported on-the-fly;
- include machine learning techniques and online failure prediction methods, which can be used to predict if a failure will happen 5 min from now [36];
- investigate the use of other SRGM models, including multistage ones, or those that can distinguish development and maintenance software defects [17,18];
- not focus on a specific software reliability model but rather assess forecast accuracy and then improve forecasts as was demonstrated by Zhao et al. [37];
- classify the expected shape of defect inflow prior to the prediction [18].
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