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Abstract: We study the optimal control of a government stabilization fund, which is a mechanism to save money during good economic times to be used in bad economic times. The objective of the fund manager is to keep the fund as close as possible to a predetermined target. Accordingly, we consider a running cost associated with the difference between the actual fiscal fund and the fund target. The fund manager exerts control over the fund by making deposits in or withdrawals from the fund. The withdrawals are used to pay public debt or to finance government programs. We obtain, for the first time in the literature, the optimal band for the government stabilization fund. Our results are of interest to practitioners. For instance, we find that the higher the volatility, the larger the size of the optimal band. In particular, each country and state should have its own optimal fund band, in contrast to the “one-size-fits-all” approach that is often used in practice.
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1. Introduction

The most recent fiscal crises have led to more interest in countercyclical fiscal policies to mitigate the negative consequences of a crisis. This is the reason why many governments have created stabilization funds, which is a mechanism of fiscal policy to save money during good economic times to be used in bad economic times. In many circumstances, it is the best way to handle fiscal disruptions. Stabilization funds have been implemented in many countries around the world. To mention a few, Norway Oil Fund (also known as Government Pension Fund), Australian National Welfare Fund, State Oil Fund of Azerbaijan, Iran Oil Stabilization Fund, and Peru Fiscal Stabilization Fund. A similar tool exists in most states of the USA, the Budget Stabilization Funds (BSF) (or Rainy Day Funds).

Stabilization funds are especially important during the current coronavirus pandemic crisis. For instance, the U.S. Treasury is using its Exchange Stabilization Fund (ESF) to backstop new Federal Reserve lending programs. In general, stabilization funds can be used to protect against a variety of risks, such as climate risk, which is one of the objectives of green finance. A recent reference on green finance is Popescu and Popescu [1].

Usually, the natural level of the stabilization fund is associated with the price of a commodity (such as oil, gas, copper and hydrocarbon) and/or with the annual budget surplus (or deficit). The stabilization funds we want to study have in common that the government makes deposits in and withdrawals from the fund following some discretionary approach (not necessarily optimal). Thus, the government intervenes to modify the natural level of the stabilization fund. For instance, the Stabilization Fund of the Russian Federation imposes a maximum level of 500 billion rubles
for its stabilization fund. The amount that exceeds such maximum is withdrawn in order to pay foreign public debt or cover part of the Pension Funds’ deficit. A minimum level of zero is implicitly being considered. In this paper, we study the optimal interventions of a government to manage its stabilization fund.

The only theoretical literature on the control of government stabilization funds is the one related to Rainy Day Funds, such as Joyce [2], Navine and Navine [3], and Vasche and Williams [4]. However, they have not addressed the issue of the optimal band and size of such funds. Specifically, Joyce [2] states that his “article has not attempted to answer the question of exactly how large the rainy day balance should be ...”. Navine and Navine [3] suggest a size fund of 13% of the General Fund Revenue for the state of Ohio in the USA. According to Joyce [2], some states of the USA have operated under the rule of thumb of 5% (which is an example of the “one-size-fits-all” approach). In all the above cases, the qualitative conclusions are made without a theoretical framework and a mathematical optimality criterion. Motivated by these facts, we present the first theoretical model to study the optimal stabilization fund.

Since commodity-related stabilization funds are more than 50% of the sovereign wealth funds, we will focus on this type of government funds. Indeed, according to the most recent ranking published by the Sovereign Wealth Fund Institute [5], the total asset size of the 89 largest sovereign wealth funds worldwide as of September 2020 was about USD 7.834 trillion, of which at least 50% are oil and gas related.

We consider a government that wants to control the commodity-related stabilization fund by depositing money and withdrawing money from the fund. Having in mind that some government funds depend heavily on the prices of some commodity products (such as oil, cooper, and hydrocarbon), we model the fund dynamics without intervention of the government as a mean-reverting process (see, for example, Schwartz [6]). In addition, we assume that there is a fund target and that the fund manager wants to keep the fund as close as possible to it. The costs generated by the difference between the current fund and the fund target are modeled by a convex loss function. The government can intervene to modify the level of the fund by increasing (depositing) or decreasing (withdrawing) it. The interventions to increase the fund have costs. The goal of the government is to find the optimal control of dynamic interventions (decreasing or increasing the fund) that minimizes the expected total cost given by the loss function plus the cost of the interventions.

We model the control of a stabilization fund as a stochastic singular control problem. In this paper, the solution of the stochastic singular control problem is described in terms of band 
, a closed bounded interval, which is the optimal fund band. The optimal singular control can be described, roughly speaking, as the intervention of the government to ensure that the stabilization fund stays within the band. The optimal band depends on all the underlying parameters of the model, including the cost of the interventions, the fund volatility, and the target level. Thus, we can analyze numerical examples to illustrate the effects of the parameters on the optimal band. We conclude, for example, that the cost of increasing the fund has an effect not only on the lower bound of the optimal fund but also on the upper bound .

We have made three main contributions. First, as pointed out above, this is the first theoretical model to study the optimal stabilization fund. We have transformed an important macrofinance problem into a tractable mathematical problem. Second, we present the solution of a two-sided stochastic singular control problem with a mean-reverting process and an asymmetric running cost function (see further explanations in Section 2). Third, in terms of practical results, we obtain the optimal fund band analytically and, in particular, we challenge the “one-size-fits-all” approach that is often used in practice.

This paper is organized as follows. We present the model for government stabilization fund control in Section 2, which is a stochastic singular control problem. In Section 3, we present the verification theorem that states sufficient conditions for a fund control to be optimal. In Section 4, we find a candidate for solution of the problem and, then, we prove rigorously that this candidate is
2. The Stabilization Fund Model

Consider a complete probability space \((\Omega, \mathcal{F}, P)\) endowed with a filtration \(\{\mathcal{F}_t\} = \{\mathcal{F}_t, t \in [0, \infty)\}\), which is the \(P\)-augmentation of the filtration generated by a one-dimensional Brownian motion \(W\).

Government stabilization funds are reported in nominal terms. Accordingly, in this paper, the state variables in the stabilization fund level expressed in monetary units. As pointed out in the Introduction, most government stabilization funds depend on the prices of some commodities (such as oil and gas), and those prices follow a mean-reverting process (see, for instance, Schwartz [6]). Thus, we assume that, without government intervention, the stabilization fund follows a mean-reverting process. Taking into account government interventions, the stabilization fund \(X = \{X_t, t \in [0, \infty)\}\) is an \(\{\mathcal{F}_t\}\)-adaptable stochastic process that follows the dynamics

\[
X_t = x + \int_0^t \lambda (\theta - X_s) ds + \int_0^t \sigma dW_s - U_t + L_t, \tag{1}
\]

where \(\lambda > 0\) is the speed of the mean reversion, \(\theta \in \mathbb{R} := (-\infty, \infty)\) is the long-term mean of the process, and \(\sigma \in (0, \infty)\) is the volatility. We denote the initial stabilization fund of the country by \(x \in \mathbb{R}\). Sometimes, the government intervenes to withdraw money from the fund or to deposit money in the fund. The process \(U\) represents the cumulative withdrawals and \(L\) the cumulative deposits on the stabilization fund.

**Definition 1.** (Control) Let \(L\) and \(U\) be two \(\{\mathcal{F}_t\}\)-adapted, non-negative, and non-decreasing stochastic processes from \([0, \infty) \times \Omega\) to \([0, \infty)\), with sample paths that are left-continuous with right-limits. The pair \((L, U)\) is called a stochastic singular control. By convention, we set \(U_0 = L_0 = 0\).

**Remark 1.** We can consider a more general dynamic in which (1) is replaced by

\[
X_t = x + \int_0^t [\mu + \lambda (\theta - X_s)] ds + \int_0^t \sigma dW_s - U_t + L_t, \tag{2}
\]

where \(\mu \in (-\infty, \infty)\). If \(\lambda = 0\), then we have a simpler dynamics, which have been studied by [7]. If \(\lambda > 0\), then we can write \(X_t = x + \int_0^t [\lambda (\tilde{\theta} - X_s)] ds + \int_0^t \sigma dW_s - U_t + L_t\), where \(\tilde{\theta} = \theta + \frac{\mu}{\lambda}\). Thus, if \(\lambda > 0\), then we recover Equation (1) but with different parameters. In other words, Equations (1) and (2) are equivalent.

**Problem 1.** The government wants to select the control \((L, U)\) that minimizes the functional \(J\) defined by

\[
J(x; L, U) := E_x \left[ \int_0^\infty e^{-\delta t} h(X_t) dt + \int_0^\infty e^{-\delta t} k_L dL_t + \int_0^\infty e^{-\delta t} k_U dU_t \right]. \tag{3}
\]

Here, \(k_L \in (0, \infty)\) is the proportional cost of increasing the fund, \(k_U \in (0, \infty)\) is the proportional cost of withdrawals, \(\delta \in (0, \infty)\) is the discount rate, and \(h\) is a cost function, which we assume to be non-negative and convex, with \(h(0) \geq 0\).

In the above functional \(J\), the integral \(\int_0^\infty e^{-\delta t} k_L dL_t\) represents the cumulative discounted cost associated with the specific and deliberate goal of increasing the level of the fund. Furthermore, \(k_L\) represents the marginal cost of those increments. This cost is generated by fiscal adjustments, which can take the form of raising taxes or reducing expenses. On the other hand, \(\int_0^\infty e^{-\delta t} k_U dU_t\) is the cumulative discounted cost associated with reducing the fund (withdrawals).

The cost function \(h\) is non-negative and convex. We assume that

\[
h(x) = (x - \rho)^2, \tag{4}
\]
where $\rho > 0$ is the fund target. The rationale of this form of $h$ is as follows. The cost of having high stabilization funds (above the target) is that funds can be used in the present to pay public debt or to finance any other government program with high social and/or private returns. On the other hand, having stabilization funds that are too low (below the target) generates a cost associated with the risk of the government to need resources when the economy is going through bad economic times. The likelihood of this event increases when the actual level of the fund decreases. We do not assume that the fund target $\rho$ and the long-term mean of the fund $\theta$ are equal. Indeed, the desired target $\rho$ can be greater or lower than the long-term mean $\theta$. If $\rho > \theta$, it is certainly a challenge for the government to conduct the fund towards $\rho$. We note that $h$, defined in Equation (4), is symmetric around $\rho$. As pointed out in Remark 3, we can also solve Problem 1 under an asymmetric cost function $\tilde{h}$, given by Equation (32).

From a mathematical point of view, Problem 1 is a stochastic singular control problem. The theory of stochastic singular control has been studied, for instance, in Cadenillas and Haussmann [8], Fleming and Soner [9], and Karatzas [10,11]. Cadenillas et al. [12] solved a two-sided stochastic impulse control problem of a mean-reverting process, but they assumed fixed costs that do not exist in the government stabilization fund problem. The problem we solve in this paper cannot be derived as the limit of the solution of that impulse control problem because they do not present an explicit solution (in fact, an explicit solution does not exist for that problem). Harrison and Taksar [7] studied a two-sided stochastic singular control problem of a Brownian motion with drift, which is mathematically simpler than the above mean-reverting process, but did not present a full-blown algorithm to compute the boundary of the non-intervention region. Regarding the two-sided stochastic singular control problem of a mean-reverting process, more general settings than the present paper have been treated by Matomäki [13] and recently by Ferrari and Vargiolu [14]. We have solved the two-sided stochastic singular control problem of our paper not only for a symmetric but also for an asymmetric running cost function (see Remark 3 for details).

Since we want to minimize the functional $J$, we should consider only the fund controls $(L, U)$ for which $J$ is finite.

**Definition 2.** [Admissible control] The pair $(L, U)$ is called an admissible stochastic singular control if $J(x; L, U) < \infty$. For a fixed initial value of the fund $x \in \mathbb{R}$, the set of all admissible controls is denoted by $\mathcal{A}(x)$.

**Remark 2.** If a control $(L, U)$ is admissible, then

$$\lim_{t \to \infty} E_x[e^{-\delta t} X_t] = 0.$$  \hspace{1cm} (5)

**Proof.** See Appendix A. \hfill $\Box$

To illustrate our framework, let us consider the example in which the fund manager never intervenes.

**Example 1.** The control $(L, U)$, with $L_t \equiv U_t \equiv 0$, represents the control in which the government never intervenes. Let $Y = \{Y_t; t \in [0, \infty)\}$ be the corresponding fund process. Thus, $Y$ is given by

$$Y_t = x + \int_0^t \lambda(\theta - Y_s)ds + \int_0^t \sigma dW_s. \hspace{1cm} (6)$$

For each fixed $t \in [0, \infty)$, the random variable $Y_t$ is normally distributed with expected value

$$E_x[Y_t] = e^{-\lambda t}x + \theta(1 - e^{-\lambda t}), \quad \forall t \in [0, \infty)$$

and variance

$$Var_x[Y_t] = \frac{\sigma^2}{2\lambda}(1 - e^{-2\lambda t}) \leq \frac{\sigma^2}{2\lambda}, \quad \forall t \in [0, \infty).$$
We define process $L_t$ by
\[
\{L_t\} = \{\text{countable number of times during } \Delta \text{ discontinuity}\}
\]
The set of all the admissible controls $A$ is countable because $\Delta$ is countable and $\Delta$ will be denoted by $\{\delta_t\}$. The set in which the government never intervenes is an example of an admissible control.

3. The Value Function and a Verification Theorem

We define the value function $V : \mathbb{R} \to \mathbb{R}$ by
\[
V(x) := \inf_{(L,U) \in A(x)} J(x;L,U).
\]
This represents the smallest cost that can be achieved when the initial fund is $x$, and we consider all the admissible controls $A(x)$. As such, it is a measure of government well-being.

We have formulated the stabilization fund problem as a stochastic singular control problem. We define $\Delta_U := \{t \in [0,\infty) : U_t \neq U_{t+}\}$, the set of times when the process $U$ has a discontinuity. The set $\Delta_U$ is countable because $U$ is nondecreasing and, hence, can jump only a countable number of times during $[0,\infty)$. We will denote the discontinuous part of $U$ by $U^d$, that is $U^d_t := \sum_{0 \leq s < t, s \in \Delta} (U_{s+} - U_s)$, which is finite on $[0,t]$ because it is bounded above by $U_t$ and below by $U_0 = 0$. The continuous part of $U$ will be denoted by $U^c$, that is, $U^c_t = U_t - U^d_t$. Similarly, for the process $L$, we define $\Delta_L$, $L^d$ and $L^c$. Furthermore, we denote $\Delta := \Delta_U \cup \Delta_L$, the set in which $U$ or $L$ have a discontinuity.

Proposition 1. The value function is non-negative and convex.

Proof. See Appendix B. □

Let $\psi : \mathbb{R} \to \mathbb{R}$ be a function. We define the operator $L$ by
\[
L\psi(x) := \frac{1}{2} \sigma^2 \psi''(x) + \lambda(\theta - x)\psi'(x) - \delta \psi(x).
\]
For a function $v : \mathbb{R} \to \mathbb{R}$, consider the Hamilton–Jacobi–Bellman (HJB) equation
\[
\forall x \in \mathbb{R} : \min \{L_v(x) + h(x), k_L + v'(x), k_U - v'(x)\} = 0,
\]
This equation is equivalent to the variational inequalities (see [15] for a classical reference):
\[
L_v(x) + h(x) \geq 0,
\]
\[
k_L + v'(x) \geq 0,
\]
\[
k_U - v'(x) \geq 0,
\]
\[
(L_v(x) + h(x)) (k_L + v'(x)) (k_U - v'(x)) = 0.
\]
We observe that a solution $v$ of the HJB equation defines the regions $C = C^v$, $\Sigma_1 = \Sigma^v$ and $\Sigma_2 = \Sigma^v$ as follows:

$C := \{ x \in \mathbb{R} : Lv(x) + h(x) = 0 \text{ and } k_L + v'(x) > 0 \text{ and } k_U - v'(x) > 0 \}$; \quad (13)

$\Sigma_1 := \{ x \in \mathbb{R} : Lv(x) + h(x) > 0 \text{ and } k_L + v'(x) = 0 \text{ and } k_U - v'(x) > 0 \}$; \quad (14)

$\Sigma_2 := \{ x \in \mathbb{R} : Lv(x) + h(x) > 0 \text{ and } k_L + v'(x) > 0 \text{ and } k_U - v'(x) = 0 \}$. \quad (15)

We note that $C \cap \Sigma_1 = \emptyset$, $C \cap \Sigma_2 = \emptyset$, and $\Sigma_1 \cap \Sigma_2 = \emptyset$.

It is possible to construct a control process associated with $v$ in the following manner.

**Definition 3.** [Associated control] Suppose $C$ is an open subset of $(-\infty, +\infty)$. The stochastic singular control $(L^v, U^v)$ is said to be associated with the function $v$ of (12) if the process $X^v$, given by

(i) $X_t^v = x + \int_0^t \lambda(\theta - X_s^v) ds + \int_0^t \sigma dW_s - U_s^v + L_s^v$, \hspace{1cm} \forall t \in [0, \infty), P\text{-a.s.},$

satisfies the following three conditions:

(ii) $X_t^v \in C$, \hspace{1cm} \forall t \in (0, \infty), P\text{-a.s.};$

(iii) $\int_0^\infty I_{\{X_t^v \in C \cup \Sigma_2\}} dL_t^v = 0$, \hspace{1cm} P\text{-a.s.};

(iv) $\int_0^\infty I_{\{X_t^v \in C \cup \Sigma_1\}} dU_t^v = 0$, \hspace{1cm} P\text{-a.s.}.

Here, $I_A$ denotes the indicator function of the event $A$.

Next, we state a sufficient condition for a control to be optimal.

**Theorem 1.** Let $v : \mathbb{R} \to [0, \infty)$ be a twice continuously differentiable function that satisfies the Hamilton–Jacobi–Bellman Equation (12) for every $x \in \mathbb{R}$. Suppose that there exists $-\infty < a < b < \infty$, such that the region $C$ associated with $v$ is $C^v = (a, b)$. Then, for every $(L, U) \in \mathcal{A}(x)$:

$$v(x) \leq J(x; L, U).$$

Furthermore, the stochastic control associated with $v$, $(L^v, U^v)$, satisfies

$$v(x) = J(x; L^v, U^v).$$

In other words, $(L, U) = (L^v, U^v)$ is the optimal control and $V = v$ is the value function for Problem 1.

**Proof.** See Appendices C and D. \hfill \Box

4. The Analytical Solution

At the beginning of this section, we are going to make conjectures to obtain a candidate for optimal control and a candidate for the value function. At the end of this section, we are going to apply Theorem 1 to prove rigorously that such conjectures are valid.

We want to find a function $v$ and a control $(L^v, U^v)$ that satisfy the conditions of Theorem 1. By condition (ii) of Definition 3, we note that $(L^v, U^v)$ makes the corresponding controlled process $X^v$ stay inside the closure of the region $C$ all the time (except perhaps at time 0). Moreover, by condition (iii), the process $L^v$ remains constant when $X_t^v \in C \cup \Sigma_2$. It changes only if $X_t^v \in \Sigma_1$. Similarly, by condition (iv), the process $U^v$ remains constant when $X_t^v \in C \cup \Sigma_1$. It changes only when $X_t^v \in \Sigma_2$.

Based on the above observations, we conjecture that there exists a stabilization fund band $[a, b] \subset (-\infty, \infty)$, such that the government should intervene when the fund $X \in (\infty, a] \cup [b, \infty)$, and should not intervene when $X \in (a, b)$. Accordingly, if $v$ satisfies the Hamilton–Jacobi–Bellman equation, we will call $C = (a, b)$ the continuation region and $\Sigma = (\infty, a] \cup [b, \infty)$ the intervention region. Thus, it is natural to define the stabilization fund band as follows.
Definition 4. (Fund band) Let $v$ be a function that satisfies the HJB Equation (12), and $C^v$ the corresponding continuation region. If $C^v \neq \emptyset$, the stabilization fund band $[a^v, b^v]$ is given by

$$a^v := \inf \{ x \in \mathbb{R} : v'(x) > -k_L \} \quad \text{and} \quad b^v := \sup \{ x \in \mathbb{R} : v'(x) < k_U \}.$$  \hspace{1cm} (16)

Moreover, if $v$ is equal to the value function $V$, then $[a^V, b^V]$ is said to be the optimal stabilization fund band.

The Hamilton–Jacobi–Bellman Equation (12) in the continuation region $C = (a, b)$ implies

$$\frac{1}{2} \sigma^2 v''(x) + \lambda (\theta - x)v'(x) - \delta v(x) = -h(x) = -(x - \rho)^2.$$  \hspace{1cm} (17)

In the intervention region we conjecture the following. If the initial fund $x < a$, then the optimal strategy is to jump to $a$. That is, we have

$$v(x) = v(a) + k_L (a - x) \quad \text{if} \quad x < a.$$  \hspace{1cm} (18)

On the other hand, if $x > b$, then the optimal strategy is to jump to $b$. Then, we have

$$v(x) = v(b) + k_U (x - b) \quad \text{if} \quad x > b.$$  \hspace{1cm} (19)

The general solution of (17)–(19) has the form

$$v(x) = \begin{cases} 
D - k_L x & \text{if } x \leq a, \\
A G(x) + B H(x) + \xi_0 + \xi_1 x + \xi_2 x^2 & \text{if } a < x < b, \\
F + k_U x & \text{if } x \geq b.
\end{cases}$$  \hspace{1cm} (20)

Here, $A, B, D,$ and $F$ are constants to be determined; the constants $\xi_0, \xi_1$ and $\xi_2$ are given by (8)–(10); and the functions $G$ and $H$ are defined by

$$G(x) := \sum_{n=0}^{\infty} \alpha_{2n} (x - \theta)^{2n},$$  \hspace{1cm} (21)

$$H(x) := \sum_{n=0}^{\infty} \beta_{2n+1} (x - \theta)^{2n+1},$$  \hspace{1cm} (22)

where the coefficients of the above two series are given by

$$\alpha_{2n} := \begin{cases} 
1 & \text{if } n = 0, \\
\left( \frac{2}{\sigma^2} \right)^n \frac{1}{(2n)!} \Pi_{i=0}^{n-1} (2i \lambda + \delta) & \text{if } n \geq 1,
\end{cases}$$  \hspace{1cm} (23)

and

$$\beta_{2n+1} := \begin{cases} 
1 & \text{if } n = 0, \\
\left( \frac{2}{\sigma^2} \right)^n \frac{1}{(2n+1)!} \Pi_{i=0}^{n-1} ((2i + 1) \lambda + \delta) & \text{if } n \geq 1.
\end{cases}$$  \hspace{1cm} (24)

We observe that the power series $G$ converges absolutely in any open bounded interval of the form $(\theta - M, \theta + M)$, where $0 < M < \infty$. Likewise, the power series $H$ also converges in any bounded interval. In addition, we also observe that $G(\theta) = 1, H(\theta) = 0, G'(\theta) = 0,$ and $H'(\theta) = 1$. 


We also conjecture that \( v \) is twice continuously differentiable. Then, the six constants \( A, B, D, F, a, \) and \( b \) can be found from the following system of six equations:

\[
\begin{align*}
\varphi(a) &= D - k_L a; \\
\varphi(b) &= F + k_L b; \\
\varphi'(b) &= k_U; \\
\varphi'(a) &= -k_L; \\
\varphi''(b) &= 0; \\
\varphi''(a) &= 0;
\end{align*}
\]

where

\[
\varphi(x) = A G(x) + B H(x) + \xi_0 + \xi_1 x + \xi_2 x^2.
\]

Applying the methods of Ferrari and Vargiolu [14], it is possible to prove that there exists a unique solution for the system (25)–(30). Solving the above system determines the candidate for value function \( v \) and the candidate for optimal stabilization fund band \([a, b] \). Moreover, the candidate for optimal fund management is the control associated with \( v \) given in Definition 3.

To complete this section, we are going to prove that the above candidate for optimal fund control is indeed the optimal fund control, and the above candidate for value function is indeed the value function for the fund management problem.

**Theorem 2.** Let \( A, B, a, b, D, \) and \( F, \) with \(-\infty < a < b < \infty\), be the solution of the system of Equations (25)–(30). Let us consider the function \( v \) defined by

\[
v(x) = \begin{cases} 
D - k_L x & \text{if } x \leq a, \\
A G(x) + B H(x) + \xi_0 + \xi_1 x + \xi_2 x^2 & \text{if } a < x < b, \\
F + k_U x & \text{if } x \geq b.
\end{cases}
\]

Then \( V = v \) is the value function for Problem 1, and the closed interval \([a, b] \) is the optimal band for the government stabilization fund. Furthermore, the optimal stabilization fund control is the process \((\hat{L}, \hat{U})\) given by

(i) \( \hat{X}_t = x + \int_0^t \lambda (\theta - \hat{X}_s) ds + \int_0^t \sigma dW_s - \hat{U}_t + \hat{L}_t, \quad \forall t \in [0, \infty), P - a.s. \)

(ii) \( \hat{X}_t \in [a, b], \quad \forall t \in (0, \infty), P - a.s. \)

(iii) \( \int_0^\infty I_{\{\hat{X}_t > a\}} d\hat{L}_t = 0, \quad P - a.s. \)

(iv) \( \int_0^\infty I_{\{\hat{X}_t < b\}} d\hat{U}_t = 0, \quad P - a.s. \)

Here, \( \hat{X} \) denotes the fund process generated by the optimal stabilization fund control \((\hat{L}, \hat{U})\).

**Proof.** See Appendices E and F. \( \square \)

**Remark 3.** We have obtained the explicit solution for the optimal fund band for the symmetric cost function \( h(x) = (x - \rho)^2 \). Inspired by Waud [16], who studied the policy implications of assuming an asymmetric cost function as opposed to a symmetric one, we have also considered an asymmetric cost function. Indeed, our methodology allows us to solve Problem 1 analytically for a variety of cost functions such as the asymmetric cost function \( \tilde{h} \), given by

\[
\tilde{h}(x) = e^{-\nu x} + e^{\eta x},
\]

where \( \nu > 0 \) and \( \eta > 0 \). This function is positive, strictly convex with a minimum at

\[
\tilde{\rho} = \frac{\ln(\nu/\eta)}{(\nu + \eta)}.
\]
The meaning of the parameters \( \nu \) and \( \eta \) is as follows. If \( \nu > \eta \), a given deviation from below the fund \( \tilde{\rho} \) generates more disutility than deviation from above by the same magnitude. The opposite holds when \( \nu < \eta \).

In Appendix \( H \), we present the solution of Problem 1 under this asymmetric cost function. For numerical results, see Table 2 in Section 6.4.

5. Time to Increase or Decrease the Stabilization Fund

We study the time of the intervention under the optimal control obtained in Theorem 2. We consider the process \( Y \) given by the dynamics

\[
Y_t = x + \int_0^t \lambda(\theta - Y_s)ds + \int_0^t \sigma dW_s,
\]

where \( \lambda > 0, \theta \in \mathbb{R} \), and \( \sigma > 0 \) are constants, and \( W \) is a standard Brownian motion. For \(-\infty < a < x < b < \infty \), we define the stopping time

\[
\tau(a, b) := \inf\{ t \in (0, \infty) : Y_t \notin (a, b) \},
\]

which represents the first time that the fund manager will intervene increasing or decreasing the stabilization fund. Accordingly, \( \{Y_{\tau(a,b)} = a\} \) describes the event in which the fund manager will increase the stabilization fund first (before decreasing it), and \( \{Y_{\tau(a,b)} = b\} \) is the event in which the fund manager will decrease the stabilization fund first (before increasing it).

To present the results of this section, we define the function

\[
\text{Erfid}(x, y) := \frac{2}{\sqrt{\pi}} \int_0^{x/\sqrt{2}} e^{-v^2} dv - \frac{2}{\sqrt{\pi}} \int_0^{y/\sqrt{2}} e^{-v^2} dv.
\]

**Theorem 3.** We have

\[
P_x\{Y_{\tau(a,b)} = a\} = \frac{\text{Erfid}\left((b - \theta)\sqrt{2\lambda}/\sigma, (x - \theta)\sqrt{2\lambda}/\sigma\right)}{\text{Erfid}\left((b - \theta)\sqrt{2\lambda}/\sigma, (a - \theta)\sqrt{2\lambda}/\sigma\right)},
\]

\[
P_x\{Y_{\tau(a,b)} = b\} = \frac{\text{Erfid}\left((x - \theta)\sqrt{2\lambda}/\sigma, (a - \theta)\sqrt{2\lambda}/\sigma\right)}{\text{Erfid}\left((b - \theta)\sqrt{2\lambda}/\sigma, (a - \theta)\sqrt{2\lambda}/\sigma\right)},
\]

\[
E_x\left[\tau(a, b)\right] = \tilde{f}(x),
\]

\[
E_x\left[\tau(a, b)I_{\{Y_{\tau(a,b)} = b\}}\right] = \tilde{g}(x),
\]

\[
E_x\left[\tau(a, b)\mid\{Y_{\tau(a,b)} = a\}\right] = \frac{E_x[\tau(a, b)I_{\{Y_{\tau(a,b)} = a\}}]}{P_x\{Y_{\tau(a,b)} = a\}} = \frac{\tilde{f}(x) - \tilde{g}(x)}{P_x\{Y_{\tau(a,b)} = a\}},
\]

\[
E_x\left[\tau(a, b)\mid\{Y_{\tau(a,b)} = b\}\right] = \frac{E_x[\tau(a, b)I_{\{Y_{\tau(a,b)} = b\}}]}{P_x\{Y_{\tau(a,b)} = b\}} = \frac{\tilde{g}(x)}{P_x\{Y_{\tau(a,b)} = b\}}.
\]

Here, the functionals \( \tilde{f} \) and \( \tilde{g} \) are given in Appendix \( G \).
Proof. See Appendix G. □

6. Analysis of the Solution

We analyze the optimal fund management we obtained in Theorem 2 in four subsections. First, we describe how the optimal fund management works in terms of the optimal fund band. Second, we study the relationship between the fund target and the optimal fund band. Third, we present numerical calculations on the time to intervene. Last, we perform some comparative statics to analyze the effects of some economic parameters on the optimal fund band. Among other results, we find that the higher the volatility, the larger the size of the fund band. In particular, there is no justification for the standard “one-size-fits-all” approach. In other words, we propose that each government should have its own fund band. Our results are consistent with the conjectures of Joyce [2].

In Theorem 2, we presented the solution for the case in which the cost of withdrawal is greater than zero \(k_U > 0\). In reality, \(k_U\) is a very small positive number. Thus, in the numerical examples we will assume that \(k_U = 10^{-6}\).

6.1. The Optimal Stabilization Fund Management and the Optimal Stabilization Fund Band

Applying Theorem 2 we provide an explanation of how the optimal stabilization management process \((\hat{L}, \hat{U})\) works in terms of the optimal stabilization fund band \([a, b]\). When the current level of the stabilization fund \(\hat{X}_t\) is both below \(b\) and above \(a\), conditions (iii–iv) of Theorem 2 imply that both \(\hat{L}\) and \(\hat{U}\) remain constant. Hence, neither withdrawals nor deposits are needed in this case. However, when the stabilization fund reaches the upper level \(b\), condition (ii) states that it is optimal for the manager to perform withdrawals in order to prevent the fund from crossing \(b\). Similarly, if the stabilization fund reaches the lower level \(a\), condition (ii) says that it is optimal to make deposits to preclude the fund from going below \(a\).

Next, we study the management of the fund when its initial value is outside the optimal band. According to conditions (i)–(iii), if the initial debt fund \(\hat{X}_0 = x\) is strictly greater than \(b\), it is optimal to reduce the fund to \(b\) immediately, that is, \(\hat{U}_{0+} = x - b\), and hence, the stabilization fund goes from \(\hat{X}_0 = x\) to \(\hat{X}_{0+} = b\). Thus a withdrawal of \(x - b\) is necessary. On the other hand, if the initial stabilization fund happens to be below \(a\), conditions (i)–(iii) say that it is optimal to make a deposit by the amount \(a - x\). That is, \(\hat{L}_{0+} = a - x\) and, as a result, the stabilization fund moves to \(\hat{X}_{0+} = a\). In either case, after the corresponding interventions, the stabilization fund behaves as described in the previous paragraph, and thereby the controlled stabilization fund \(\hat{X}_t \in [a, b]\) for every \(t > 0\), as described in condition (ii).

6.2. The Stabilization Fund Target \(\rho\) and the Optimal Stabilization Fund Band \([a, b]\)

In this section, we study the relationship between the fund target \(\rho\) and the optimal fund band \([a, b]\). We begin by showing that the fund target lies inside the optimal fund band.

Proposition 2. Let \([a, b]\) be the optimal stabilization fund band given in Theorem 2. Then \(a \leq \rho \leq b\).

Proof. It follows directly from inequalities (A17). □

Example 2. As our baseline example, let us consider the following parameter values:

\[
\rho = 2.0, \quad \theta = 2.0, \quad \sigma = 0.75, \quad \lambda = 0.10, \quad \delta = 0.07, \quad k_L = 0.5, \quad k_U = 10^{-6}.
\]

Solving the nonlinear Equations (25)–(30), we obtain the optimal fund band

\[
a = 1.49445, \quad b = 2.46192.
\]
We note that $a < \rho < b$, and that the difference $b - \rho = 0.46192$ is relatively significant. Our model finds that $\rho < b$, the optimal upper bound for the fund is not equal to the fund target, even if the withdrawals have zero cost. This implies that withdrawing money from the fund until the fund target value is attained, is not optimal. What is the rationale for this result? The reason is that putting the value of the fund closer to $\rho$ from above (and hence closer to $a$) makes it more likely that future deposits will be necessary to keep the fund level above $a$. Since our optimization problem is of infinite horizon, these potential future deposits generate costs that have to be taken into account. As a result, it is optimal for the upper bound $b$ to be strictly greater than the target of the fund $\rho$. That is, the fund target $\rho$ and the upper level of the optimal stabilization fund band $b$ are two different things.

Another conclusion we draw from this example is that considering $\rho$ as the reference point, $a$ is farther than $b$. That is, $|a - \rho| > |b - \rho|$. This is clearly a consequence of the asymmetric costs that the fund manager faces. Since making deposits involves costs (comparing to zero costs of withdrawals), the part below $\rho$ is the most difficult side for the fund manager, so it is more important to have $a$ away from $\rho$ than $b$ away from $\rho$.

We remark that the patterns described above hold in all the numerical examples presented in this paper. See Section 6.4 for more details.

6.3. Time to Increase or Decrease the Stabilization Fund

Applying Theorem 3, we perform some numerical examples of the time to intervene. The parameters are the same as in the baseline scenario, Example 2. From (35) and (36), for $x = \rho = 2.0$, we get

\[ P_\rho \{ Y_{\tau(a,b)} = a \} = 0.47682 \quad \text{and} \quad P_\rho \{ Y_{\tau(a,b)} = b \} = 0.52318. \]

Thus, starting at the stabilization fund target $x = \rho = 2.0$, the probability of increasing the stabilization fund before reducing it is 0.47682, and the probability of reducing the stabilization fund before increasing it is 0.52318. Similarly, we calculate

\[ P_{1.6} \{ Y_{\tau(a,b)} = a \} = 0.8884 \quad \text{and} \quad P_{1.6} \{ Y_{\tau(a,b)} = b \} = 0.1116. \]

This means that starting at the initial stabilization fund $x = 1.6$, the probability of increasing the stabilization fund before reducing it is 0.8884, and the probability of reducing the stabilization fund before increasing it is 0.1116. Hence, as expected, the closer is the initial stabilization fund $x$ to the lower bound of the stabilization fund $a$, the larger the probability of increasing the stabilization fund before reducing it.

Furthermore,

\[ E_\rho [\tau(a,b)] = 0.4209 \quad \text{and} \quad E_{1.6} [\tau(a,b)] = 0.1656. \]

Thus, starting at the stabilization fund target $x = \rho = 2.0$, it takes on average 0.4209 time units to the first optimal intervention, either increasing or decreasing the stabilization fund. If instead the initial stabilization fund is $x = 1.6$, it takes on average 0.1656 time units to the first optimal intervention, either increasing or decreasing the stabilization fund.

Lastly, from (39) and (40), we compute

\[ E_\rho \left[ \tau(a,b) \big| Y_{\tau(a,b)} = a \right] = 0.434121 \quad \text{and} \quad E_\rho \left[ \tau(a,b) \big| Y_{\tau(a,b)} = b \right] = 0.40897. \]

Hence, starting at the initial stabilization fund $x = \rho = 2.0$, if the fund manager increases the stabilization fund before decreasing it, then the expected time to the first optimal intervention is 0.434121 time units. On the other hand, if the fund manager decreases the stabilization fund before increasing it, then the expected time to the first optimal intervention is 0.40897 time units.
6.4. Comparative Statics Analysis

We analyze the effects of the cost $k_L$ of making deposits, the stabilization fund volatility $\sigma$, the long-term mean of the fund $\theta$, and the speed of convergence $\lambda$ on the optimal stabilization fund band $[a, b]$.

We start by studying the effects of the stabilization fund volatility. Joyce [2] claims that the connection between volatility and fund size has to be established by scholars. In Table 1, we observe that when volatility increases, the lower bound of the optimal band $a$ decreases, the upper bound of the optimal band $b$ increases, and (consequently) the optimal size of the fund band $b - a$ increases. Thus, countries with high fund volatility should have a larger fund band.

Next, we analyze the effects of the cost of increasing the stabilization fund $k_L$. In Table 1, we observe that if the cost of deposits in the fund $k_L$ increases, then the lower bound of the fund $a$ decreases, the upper bound of the fund $b$ increases, and (as a result) the size of the fund band $b - a$ increases. That is, as expected, if the cost of deposits increases, it is optimal not to increase the stabilization fund so frequently. It is surprising that the cost of deposits $k_L$ has also an effect on the upper bound of the stabilization fund band $b$. In particular, as the cost $k_L$ increases, it is optimal to withdraw money when the stabilization fund reaches a higher level. In addition, given the asymmetry of the costs of interventions, we have $|a - \rho| - |b - \rho| > 0$, and such a difference increases as $k_L$ does.

In Table 1, we note that, as the long-term mean of the stabilization fund $\theta$ increases, the lower bound of the optimal fund $a$ decreases, because there is no need to increase the stabilization fund frequently. We also observe that, as the long-term mean of the stabilization fund $\theta$ increases, there is a smaller chance that the stabilization fund $X$ takes values smaller than $\rho$, and hence the fund manager can take money out of the stabilization fund more frequently (smaller $a$).

Lastly, we analyze the impact of the speed of the stabilization fund $\lambda$ to reach its long-term mean $\rho$ when $\rho = \theta$. In Table 1, we observe that as the speed of mean-reversion $\lambda$ increases, the stabilization fund $X$ converges to the target $\rho$ sooner, and hence the fund manager can make deposits less frequently (smaller $a$) and can withdraw money more frequently (smaller $b$).

Table 1. Effects of $k_L$, $\theta$, $\sigma$, and $\lambda$ on $[a, b]$.

<table>
<thead>
<tr>
<th></th>
<th>$k_L = 0.4$</th>
<th>$k_L = 0.5$</th>
<th>$k_L = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1.5350</td>
<td>1.4944</td>
<td>1.4581</td>
</tr>
<tr>
<td>$b$</td>
<td>2.4302</td>
<td>2.4619</td>
<td>2.4893</td>
</tr>
<tr>
<td>$b - a$</td>
<td>0.8951</td>
<td>0.9674</td>
<td>1.0312</td>
</tr>
<tr>
<td>$\sigma = 0.6$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>1.5596</td>
<td>1.49445</td>
<td>1.43349</td>
</tr>
<tr>
<td>$b$</td>
<td>2.3965</td>
<td>2.46192</td>
<td>2.52302</td>
</tr>
<tr>
<td>$b - a$</td>
<td>0.8369</td>
<td>0.96746</td>
<td>1.08905</td>
</tr>
<tr>
<td>$\theta = 0.0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>1.50497</td>
<td>1.49945</td>
<td>1.48116</td>
</tr>
<tr>
<td>$b$</td>
<td>2.51587</td>
<td>2.46192</td>
<td>2.44880</td>
</tr>
<tr>
<td>$b - a$</td>
<td>0.96995</td>
<td>0.967467</td>
<td>0.96764</td>
</tr>
<tr>
<td>$\lambda = 0.05$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>1.50497</td>
<td>1.49995</td>
<td>1.48116</td>
</tr>
<tr>
<td>$b$</td>
<td>2.46463</td>
<td>2.46192</td>
<td>2.45911</td>
</tr>
<tr>
<td>$b - a$</td>
<td>0.95966</td>
<td>0.96746</td>
<td>0.97540</td>
</tr>
</tbody>
</table>

The default parameters are $\rho = 2.0$, $\theta = 2.0$, $\sigma = 0.75$, $\lambda = 0.10$, $\delta = 0.07$, $k_L = 0.5$, and $k_U = 10^{-6}$.

Remark 4. As pointed out in Remark 3, we have also solved the problem under the asymmetric cost function

$$\tilde{h}(x) = e^{-v x} + e^{\eta x}, \quad v > 0, \eta > 0.$$. 

The numerical results are shown in Table 2. As we can observe, all of the above qualitative results hold.

**Table 2. Effects of $k_L, \theta, \sigma$, and $\lambda$ on $[\bar{a}, \bar{b}]$.**

<table>
<thead>
<tr>
<th></th>
<th>$k_L = 0.4$</th>
<th>$k_L = 0.5$</th>
<th>$k_L = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{a}$</td>
<td>0.9714</td>
<td>0.8647</td>
<td>0.7758</td>
</tr>
<tr>
<td>$\bar{b}$</td>
<td>2.7056</td>
<td>2.7207</td>
<td>2.7331</td>
</tr>
<tr>
<td>$\bar{b} - \bar{a}$</td>
<td>1.7341</td>
<td>1.8560</td>
<td>1.9572</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 0.6$</td>
<td>$\sigma = 0.75$</td>
<td>$\sigma = 0.9$</td>
</tr>
<tr>
<td>$\bar{a}$</td>
<td>0.8695</td>
<td>0.8647</td>
<td>0.8192</td>
</tr>
<tr>
<td>$\bar{b}$</td>
<td>2.2461</td>
<td>2.7207</td>
<td>3.0409</td>
</tr>
<tr>
<td>$\bar{b} - \bar{a}$</td>
<td>1.3766</td>
<td>1.8560</td>
<td>2.2216</td>
</tr>
<tr>
<td></td>
<td>$\theta = 0.0$</td>
<td>$\theta = 2.0$</td>
<td>$\theta = 2.5$</td>
</tr>
<tr>
<td>$\bar{a}$</td>
<td>1.0724</td>
<td>0.8647</td>
<td>0.8135</td>
</tr>
<tr>
<td>$\bar{b}$</td>
<td>3.0503</td>
<td>2.7207</td>
<td>2.6337</td>
</tr>
<tr>
<td>$\bar{b} - \bar{a}$</td>
<td>1.9779</td>
<td>1.8560</td>
<td>1.8201</td>
</tr>
<tr>
<td></td>
<td>$\lambda = 0.05$</td>
<td>$\lambda = 0.10$</td>
<td>$\lambda = 0.15$</td>
</tr>
<tr>
<td>$\bar{a}$</td>
<td>1.0333</td>
<td>0.8647</td>
<td>0.7189</td>
</tr>
<tr>
<td>$\bar{b}$</td>
<td>3.1583</td>
<td>2.7207</td>
<td>2.3286</td>
</tr>
<tr>
<td>$\bar{b} - \bar{a}$</td>
<td>2.1250</td>
<td>1.8560</td>
<td>1.6097</td>
</tr>
</tbody>
</table>

The default parameters are $\tilde{\rho} = 2.0$, $\theta = 2.0$, $\sigma = 0.75$, $\lambda = 0.10$, $\delta = 0.07$, $k_L = 0.5$, $k_U = 10^{-6}$, $\nu = 2.0924$, and $\eta = 0.03$.

### 7. Conclusions

We study the optimal control of a government stabilization fund. Our three main contributions are (1) the formulation of an important macrofinance problem as a stochastic singular control problem, (2) the analytical solution of this control problem, and (3) the connection between the optimal stabilization fund band $[a, b]$ and key economic variables, such as the cost of increasing the fund, the volatility of the fund, and the long-term mean of the fund. Indeed, we have solved a two-sided stochastic singular control problem in which the dynamics is mean reverting, and the running cost function can be symmetric or asymmetric. As a consequence, we have computed the optimal band $[a, b]$ for the control of a government stabilization fund. The optimal fund control states that, if the current stabilization fund is below $a$, the government should increase the fund to $a$; if the current stabilization fund is above $b$ the government should withdraw money from the stabilization fund to reach $b$; otherwise, the government should leave the stabilization fund to follow its natural level. Our paper is consistent with the academic literature that, without obtaining the solution, suggests that the optimal stabilization fund band should depend at least on the volatility parameter of the fund. We point out that our paper differs dramatically from the “one-size-fits-all” approach that is often used in practice. In particular, we show that each country should have its own optimal stabilization fund band. Overall, our paper provides useful insights for stabilization fund managers.

For future research, it would be interesting to generalize our model to a regime-switching model. It would also be interesting to apply the theory developed in our paper to obtain the optimal stabilization funds for some countries, and compare these optimal stabilization funds with those currently used.
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Appendix A. Proof of Remark 2

Proof. Since $f(x; L, U) < \infty$, we have

$$E_x \left[ \int_0^\infty e^{-\delta t} (X_t - \rho)^2 dt \right] < \infty, \quad (A1)$$

$$E_x \left[ \int_0^\infty e^{-\delta t} dL_t \right] < \infty, \quad (A2)$$

$$E_x \left[ \int_0^\infty e^{-\delta t} dU_t \right] < \infty. \quad (A3)$$

We observe that

$$e^{-\delta t} \int_0^t X_s ds \leq e^{-\delta t} \int_0^t (X_s - \rho) ds + e^{-\delta t} \rho \leq e^{-\delta t} [I_{\{X_t - \rho \leq 1\}} + e^{-\delta t} (X_t - \rho)^2 I_{\{X_t - \rho \geq 1\}}] + e^{-\delta t} \rho.$$ 

Here $I_A$ denotes the indicator function of the set $A \subset \Omega$. Then, (A1) implies

$$E_x \left[ \int_0^\infty e^{-\delta t} |X_t| dt \right] < \infty. \quad (A4)$$

By Ito’s Lemma, for every $0 \leq s \leq t$:

$$E_x[e^{-\delta t} X_t] - E_x[e^{-\delta t} X_s] = E_x \left[ \int_s^t e^{-\delta u} c dW_u \right] + E_x \left[ \int_s^t e^{-\delta u} \left( \lambda \theta - (\lambda + \delta) X_u \right) du \right]$$

$$+ E_x \left[ \int_s^t e^{-\delta u} dL_u - \int_s^t e^{-\delta u} dU_u \right].$$

The first expected value on the right-hand side equals zero. If we take any sequence $0 \leq t_n \uparrow \infty$, conditions (A2)–(A4) imply that the sequence $E_x[e^{-\delta s} X_{t_n}]$ is Cauchy and, hence, converges to a non-negative number. That number must be zero; otherwise, (A4) would not be satisfied. □

Appendix B. Proof of Proposition 1

Proof. The value function is non-negative because all the terms in Equation (3) are non-negative.

Next, consider $x_1 \leq x_2$ with corresponding controls $(L_1, U_1) \in A(x_1)$ and $(L_2, U_2) \in A(x_2)$. Let $\gamma \in [0, 1]$. We define $X_3 := \gamma X_1 + (1 - \gamma) x_3$ and the control $(L_3, U_3) := \gamma (L_1, U_1) + (1 - \gamma) (L_2, U_2)$. We denote by $X^{(j)}$ the trajectory that starts at $x_j$ and is determined by the control $(L_j, U_j)$, for $j = 1, 2, 3$. Since (2.1) is linear, we observe that for every $t \geq 0$:

$$X^{(3)} = \gamma X^{(1)} + (1 - \gamma) X^{(2)}.$$
Since $h$ is a convex function,
\[
\int_0^\infty e^{-\lambda t} h(X_t^0)\,dt \leq \int_0^\infty e^{-\lambda t} \left(\gamma h(X_t^{(1)}) + (1 - \gamma) h(X_t^{(2)})\right)\,dt \\
= \gamma \left(\int_0^\infty e^{-\lambda t} h(X_t^{(1)})\,dt\right) + (1 - \gamma) \left(\int_0^\infty e^{-\lambda t} h(X_t^{(2)})\,dt\right).
\]
As a consequence,
\[
I(x_3; (L_3, U_3)) \leq \gamma I(x_1; (L_1, U_1)) + (1 - \gamma) I(x_2; (L_2, U_2)).
\]
Hence
\[
V(\gamma x_1 + (1 - \gamma) x_2) \leq I(\gamma x_1 + (1 - \gamma) x_2, \gamma (L_1, U_1)) + (1 - \gamma)(L_2, U_2)) \\
= I(x_3; (L_3, U_3)) \\
\leq \gamma I(x_1, (L_1, U_1)) + (1 - \gamma) I(x_2, (L_2, U_2)).
\]
Consequently,
\[
V(\gamma x_1 + (1 - \gamma) x_2) \leq \gamma V(x_1) + (1 - \gamma)V(x_2),
\]
which shows that $V$ is convex. This completes the proof. \hfill \Box

Appendix C.

**Lemma A1.** Suppose $v$ satisfies the HJB Equation (12). Let $(L^v, U^v)$ be the control associated with $v$, and $X^v$ the process generated by it. Then

\[
\int_0^T e^{-\delta t} v'(X_t^v) d(U^v)^i_t = \int_0^T e^{-\delta t} k_U d(U^v)^i_t, \quad \text{(A5)}
\]
\[
\int_0^T e^{-\delta t} v'(X_t^v) d(L^v)^i_t = - \int_0^T e^{-\delta t} k_L d(L^v)^i_t, \quad \text{(A6)}
\]
\[
v(X_T^v) - v(X_0^v) = k_U (U_T^v - U_0^v), \quad \forall t \in \Delta_U, \quad \text{(A7)}
\]
\[
v(X_T^v) - v(X_0^v) = k_L (L_T^v - L_0^v), \quad \forall t \in \Delta_L. \quad \text{(A8)}
\]

**Proof.** The left-hand side of (A5) can be expressed as

\[
\int_0^T e^{-\delta t} v'(X_t^v) I\{X_t^v \in C \cup \Sigma_1\} d(U^v)^i_t + \int_0^T e^{-\delta t} v'(X_t^v) I\{X_t^v \in \Sigma_2\} d(U^v)^i_t. \quad \text{(A9)}
\]

We will show that the first term of (A9) is equal to zero, while the second one equals the right hand side of (A5). Indeed,

\[
\left|\int_0^T e^{-\delta t} v'(X_t^v) I\{X_t^v \in C \cup \Sigma_1\} d(U^v)^i_t\right| \leq \int_0^T \left|e^{-\delta t} v'(X_t^v) I\{X_t^v \in C \cup \Sigma_1\}\right| d(U^v)^i_t \\
\leq \int_0^T e^{-\delta t} \max\{k_L, k_U\} I\{X_t^v \in C \cup \Sigma_1\} d(U^v)^i_t \leq (k_U + k_L) \int_0^\infty I\{X_t^v \in C \cup \Sigma_1\} dU_t^v = 0, \quad \text{(A10)}
\]

where the last equality follows from condition $(iv)$ of Definition 3. Similarly,

\[
\int_0^T e^{-\delta t} k_U I\{X_t^v \in C \cup \Sigma_1\} d(U^v)^i_t = 0. \quad \text{(A11)}
\]
On the other hand, since $v'(x) = k_U$ for every $x$ in $\Sigma_2$, we have
\[
\int_0^T e^{-\delta t} v'(X^0_t) I\{X^0_t \in \Sigma_2\} d(U^0)^c_t = \int_0^T e^{-\delta t} k_U I\{X^0_t \in \Sigma_2\} d(U^0)^c_t. \tag{A12}
\]

Given (A10)–(A12) becomes
\[
\int_0^T e^{-\delta t} v'(X^0_t) d(U^0)^c_t = \int_0^T e^{-\delta t} k_U d(U^0)^c_t. \tag{A13}
\]

This establishes (A5). Next, we show (A7). By condition (iv) in Definition 3, if $t \in \Delta_U$, then $X^0_t$ and $X^\sigma_{t+}$ are in $\Sigma_2$. Since $v'(x) = k_U$ for every $x$ in $\Sigma_2$, we have
\[
v(X^0_t) - v(X^\sigma_{t+}) = k_U(X^0_t - X^\sigma_{t+}) = k_U(U^0_t - U^\sigma_{t+}).
\]

Similarly, we can prove (A6) and (A8). \qed

**Appendix D. Proof of Theorem 1**

**Proof.** According to the HJB Equation (12), we have $-k_L \leq v'(x) \leq k_U$ for every $x \in \mathbb{R}$. Thus, $v'$ and $v''$ are bounded functions. Since $v$ is twice continuously differentiable, we may apply an appropriate version of Ito’s formula. Thus, according to Meyer [17] or Chapter 4 of Harrison [18],

\[
v(x) = E_x \left[ e^{-\delta T} v(X_T) \right] - E_x \left[ \int_0^T e^{-\delta t} \left\{ \frac{1}{2} \sigma^2 v''(X_t) + \lambda(\theta - X_t) v'(X_t) - \delta v(X_t) \right\} dt \right] \\
+ E_x \left[ \int_0^T e^{-\delta t} v'(X_t) dU^c_t \right] - E_x \left[ \sum_{0 \leq t < T} e^{-\delta t} \{ v(X_{t+}) - v(X_t) \} \right] \\
- E_x \left[ \int_0^T e^{-\delta t} v'(X_t) dL^c_t \right] - E_x \left[ \sum_{0 \leq t < T} e^{-\delta t} \{ v(X_{t+}) - v(X_t) \} \right]. \tag{A14}
\]

According to the HJB Equation (12), we have $Lv(x) + h(x) \geq 0$ and $-k_L \leq v'(x) \leq k_U$ for all $x \in \mathbb{R}$. Hence
\[
- E_x \left[ \int_0^T e^{-\delta t} \left\{ \frac{1}{2} \sigma^2 v''(X_t) + \lambda(\theta - X_t) v'(X_t) - \delta v(X_t) \right\} dt \right] \leq E_x \left[ \int_0^T e^{-\delta t} h(X_t) dt \right], \\
E_x \left[ \int_0^T e^{-\delta t} v'(X_t) dU^c_t \right] \leq E_x \left[ \int_0^T e^{-\delta t} k_U dL^c_t \right], \\
- E_x \left[ \int_0^T e^{-\delta t} v'(X_t) dL^c_t \right] \leq E_x \left[ \int_0^T e^{-\delta t} k_U dL^c_t \right].
\]

Moreover, since $U$ and $L$ are no-decreasing and left-continuous with right limits, we have $X_t - X_{t+} = U_{t+} - U_t > 0$ for every $t \in \Delta_U$, and $X_{t+} - X_t = L_{t+} - L_t > 0$ for every $t \in \Delta_L$. Consequently, from Equations (A7) and (A8) of Appendix C,
\[
\begin{align*}
v(X_t) - v(X_{t+}) &\leq k_U(X_t - X_{t+}) = k_U(U_{t+} - U_t), \quad \forall t \in \Delta_U, \\
v(X_t) - v(X_{t+}) &\leq -k_L(X_t - X_{t+}) = k_L(L_{t+} - L_t), \quad \forall t \in \Delta_L.
\end{align*}
\]
From (A14) and the above inequalities,

\[
\varphi(x) \leq E_x \left[ e^{-\delta T} \varphi(X_T) \right] + E_x \left[ \int_0^T e^{-\delta t} h(X_t) dt \right] + E_x \left[ \int_0^T e^{-\delta t} k_L dL_t^c \right]
\]

\[
+ E_x \left[ \int_0^T e^{-\delta t} k_U dU_t \right] + E_x \left[ \sum_{l \in \Delta_U: 0 \leq t < T} e^{-\delta t} k_U \left(L_{t+} - L_t\right)\right]
\]

\[
+ E_x \left[ \sum_{l \in \Delta_U: 0 \leq t < T} e^{-\delta t} k_U \left(U_{t+} - U_t\right)\right]
\]

\[
= E_x \left[ e^{-\delta T} \varphi(X_T) \right] + E_x \left[ \int_0^T e^{-\delta t} h(X_t) dt \right] + \int_{[0,T]} e^{-\delta t} k_L dL_t + \int_{[0,T]} e^{-\delta t} k_U dU_t.
\]

Now consider \((L, U)\) admissible. Since \(\varphi^\prime\) is bounded, there exist real numbers \(A\) and \(B\), such that \(0 \leq \varphi(x) \leq A + B|x|\). Thus, Equation (5) implies that

\[
\lim_{T \to \infty} E_x \left[ e^{-\delta T} \varphi(X_T) \right] = 0. \tag{A15}
\]

Applying the Monotone Convergence Theorem, we obtain the first part of this theorem.

Now, we will prove the second part of the theorem. Applying (A14) to the pair \((X^o, Z^o)\), we have

\[
\varphi(x) = E_x \left[ e^{-\delta T} \varphi(X_T^o) \right] - E_x \left[ \int_0^T e^{-\delta t} \left\{ \frac{1}{2} \sigma^2 \varphi^\prime(X_t^o) \right\} dt \right]
\]

\[
+ E_x \left[ \int_0^T e^{-\delta t} \varphi^\prime(X_t^o) d(U_t^o) \right] - E_x \left[ \sum_{l \in \Delta_U: 0 \leq t < T} e^{-\delta t} \left\{ \varphi(X_{t+}^o) - \varphi(X_t^o) \right\} \right]
\]

\[
- E_x \left[ \int_0^T e^{-\delta t} \varphi^\prime(X_t^o) d(L_t^o) \right] - E_x \left[ \sum_{l \in \Delta_U: 0 \leq t < T} e^{-\delta t} \left\{ \varphi(X_{t+}^o) - \varphi(X_t^o) \right\} \right].
\]

We recall that we are assuming \(C^o = [a, b]\). We also note that Definition 3 (ii) implies that for the control \((L^o, U^o)\) we have \(X_t^o \in [a, b]\) for every \(t \in (0, \infty)\). Since \(L(x) := L\varphi(x) + h(x)\) is a continuous function for every \(x \in (0, \infty)\), using the definition of \(C^o\) in (13), we have \(L(x) = 0\) for every \(x \in [a, b]\). Hence

\[
\int_0^T e^{-\delta t} \left\{ \frac{1}{2} \sigma^2 \varphi^\prime(X_t^o) \right\} dt = - \int_0^T e^{-\delta t} h(X_t^o) dt.
\]

Using the previous equality and the Lemma of Appendix C,

\[
\varphi(x) = E_x \left[ e^{-\delta T} \varphi(X_T^o) \right] + E_x \left[ \int_0^T e^{-\delta t} h(X_t^o) dt \right] + \int_{[0,T]} e^{-\delta t} k_L dL_t^o + \int_{[0,T]} e^{-\delta t} k_U dU_t^o.
\]

By (ii) in Definition 3, \(P\{\omega \in \Omega : X^o(T, \omega) \in [a, b], \forall t \in (0, \infty)\} = 1\). That is, the fund process \(X_t^o\) is bounded. Then (A15) holds. Letting \(T \to \infty\), and applying the Monotone Convergence Theorem, we conclude

\[
\varphi(x) = E_x \left[ \int_0^\infty e^{-\delta t} h(X_t^o) dt \right] + \int_0^\infty e^{-\delta t} k_L dL_t^o + \int_0^\infty e^{-\delta t} k_U dU_t^o = f(x; L^o, U^o).
\]
In particular, the control \((L^p, U^p)\) is admissible. This completes the proof. \(\square\)

**Appendix E. Lemma A2 and Its Proof under the Assumption That the Cost Function Is Symmetric and \(\theta = \rho\)**

**Lemma A2.** There exist constants \(A, B, a, b, D,\) and \(F\), with \(-\infty < a < b < \infty\), that solve the system of Equations (25)–(30). Let us consider the function \(v\) defined by (20). Then,

\[
v''(x) > 0, \quad \forall x \in (a, b), \quad (A16)
\]

\[
(\delta + \lambda)k_L - 2(\rho - a) \leq 0, \quad \text{and} \quad 2(b - \rho) - (\delta + \lambda)k_U \geq 0. \quad (A17)
\]

In this Appendix we are going to prove Lemma A.2 under the assumption that \(\theta = \rho\) and the cost function is symmetric—i.e., \(k_L = k_U\). We begin by proving a remark.

**Remark A1.** If the cost function \(V\) is symmetric, then the value function \(V\) is symmetric around \(\rho\).

**Proof of Remark.** Let \(x\) be an arbitrary initial stabilization fund level, and \((L, U)\) be an admissible control for the initial fund level \(x\). We define the Brownian motion \(\tilde{W} = -W\) and the reflected process \(\tilde{X} = 2\rho - X\). Thus, \(\tilde{X}\) is identical to \(X\) reflected at the level \(\rho\). It follows that

\[
\tilde{X}_t = 2\rho - X_t = 2\rho - x - \int_0^t \lambda(\rho - X_s)ds - \sigma W_t + U_t - L_t
\]

\[
= \tilde{x} + \int_0^t \lambda(\rho - \tilde{X}_s)ds + \sigma W_t - \tilde{U}_t + \tilde{L}_t,
\]

where \(\tilde{x} = 2\rho - x\), \(\tilde{U} = U\), and \(\tilde{L} = -L\). It follows that for every admissible control \((L, U)\) for the initial value \(x\), there is a corresponding admissible control \((\tilde{L}, \tilde{U})\) for the initial value \(\tilde{x}\). The cost of these two controls are the same because \((X_t - \rho)^2 = (\tilde{X}_t - \rho)^2\) and the cost function is symmetric. Therefore, the infimum of these costs over all the admissible controls also coincide, that is, \(V(x) = V(2\rho - x)\). This completes the proof of the Remark. \(\square\)

Now let us analyze the function \(v\) of (20) in the interval \([a, b]\), which is our candidate for value function in the interval \([a, b]\). That is, let us consider the function \(\tilde{\phi} : [a, b] \rightarrow (-\infty, \infty)\) defined by

\[
\tilde{\phi}(x) := AG(x) + BH(x) + \xi_2 x^2 + \xi_1 x + \xi_0.
\]

Since we are assuming \(\theta = \rho\) in this Appendix, we can write

\[
\tilde{\phi}(x) := AG(x) + BH(x) + \left(\frac{\sigma^2}{\delta}\right) \left(\frac{1}{2\lambda + \delta}\right) + \left(\frac{1}{2\lambda + \delta}\right) (x - \rho)^2.
\]

We observe that

\[
\tilde{\phi}'(x) = AG'(x) + BH'(x) + \left(\frac{2}{2\lambda + \delta}\right) (x - \rho),
\]

\[
\tilde{\phi}''(x) = AG''(x) + BH''(x) + \left(\frac{2}{2\lambda + \delta}\right).
\]
Here,
\[
G'(x) = \sum_{n=0}^{\infty} \alpha_{2n+2}(2n+2)(x-\rho)^{2n+1}
\]
\[
G''(x) = \sum_{n=0}^{\infty} \alpha_{2n+2}(2n+2)(2n+1)(x-\rho)^{2n}
\]
\[
G'''(x) = \sum_{n=0}^{\infty} \alpha_{2n+4}(2n+4)(2n+3)(2n+2)(x-\rho)^{2n+1}.
\]

The symmetry of \(v\) around \(\rho\) implies that \(\tilde{\phi}'(\rho) = 0\) and this can happen only if \(B = 0\). Thus, we can reduce the six Equations (25)–(30) to the following three equations:
\[
\begin{align*}
\tilde{\phi}(b) &= F + kU b, \\
\tilde{\phi}'(b) &= kU, \\
\tilde{\phi}''(b) &= 0,
\end{align*}
\]
where
\[
\tilde{\phi}(x) := AG(x) + \left(\frac{\sigma^2}{\delta}\right) \left(\frac{1}{2\lambda + \delta}\right) + \left(\frac{1}{2\lambda + \delta}\right) (x-\rho)^2.
\]

We have three unknowns: \(A, b\) and \(F\). Once they are determined, \(a\) and \(D\) can be determined by symmetry, that is, \(a = 2\rho - b\) and \(D = 2\rho - F\).

**Proof of Lemma A2.** Let us consider the function \(\tilde{\vartheta} : [\rho, \infty) \mapsto (-\infty, \infty)\) defined by
\[
\tilde{\vartheta}(x) = \begin{cases} 
AG(x) + \left(\frac{\sigma^2}{\delta}\right) \left(\frac{1}{2\lambda + \delta}\right) + \left(\frac{1}{2\lambda + \delta}\right) (x-\rho)^2 & \text{if } \rho \leq x < b, \\
F + kU x & \text{if } x \geq b.
\end{cases}
\]

Because of the symmetry, it is good enough to prove that the constants \(A, b\) and \(F\) solve the system of Equations (A18)–(A20), and
\[
v''(x) > 0, \quad \forall x \in (a, b) \quad (A22)
\]
and \(2(b-\rho) - (\delta + \lambda)kU \geq 0. \quad (A23)\)

It is easy to see that \(\tilde{\vartheta} \in C^2([\rho, \infty), (-\infty, \infty))\) by the smooth-fit conditions (26), (27) and (29). According to Equation (A20),
\[
\tilde{\vartheta}''(b) = AG''(b) + \frac{2}{2\lambda + \delta} = 0,
\]
which implies
\[
A = -\frac{2}{(2\lambda + \delta)G''(b)} < 0.
\]
Combining (A19) and (A20), the constant \(b\) is given by
\[
-b - \frac{2}{2\lambda + \delta} \left\{ \frac{G'(b)}{G''(b)} - (b-\rho) \right\} = kU.
\]

Let us consider the function \(\mathcal{G}\) given by
\[
\mathcal{G}(x) := -\frac{2}{2\lambda + \delta} \left\{ \frac{G'(x)}{G''(x)} - (x-\rho) \right\}.
\]
We observe that $G$ is a continuous function with $G(\rho) = 0$ and $\lim_{x \to \infty} G(x) = \infty$. Hence, there exists $b \in (\rho, \infty)$ such that $G(b) = k_U$. After the constants $b$ and $A$ have been found above, the constant $F$ can be found from (A18). This proves the first part of the Lemma. 

Since for every $x \in [\rho, b]$; $G''(x) < G''(b)$, we conclude that for every $x \in [\rho, b]$:

$$
\phi'''(x) = AG''(x) + \frac{2}{2\lambda + \delta} > AG''(b) + \frac{2}{2\lambda + \delta} = 0.
$$

Therefore, $\phi$ is a strictly convex function in the interval $[\rho, b]$. 

Next, we observe that for every $x \in [\rho, b]$:

$$
\phi'(x) = AG'(x) + \frac{2}{2\lambda + \delta} (x - \rho) < \frac{2}{2\lambda + \delta} (x - \rho),
$$

because $A < 0$. The function on the right-hand-side is an increasing linear function. Let us denote by $z$ the point at which it reaches the level $k_U$. Thus,

$$
\frac{2}{2\lambda + \delta} (z - \rho) = k_U,
$$

or equivalently

$$
z = \rho + k_U \frac{2\lambda + \delta}{2}.
$$

Since $\phi'(x) < \frac{2}{2\lambda + \delta} (x - \rho)$, for every $x < b$, we conclude that $b > z = \rho + k_U \frac{2\lambda + \delta}{2}$. Therefore,

$$
2(b - \rho) > k_U (2\lambda + \delta) > k_U (\lambda + \delta).
$$

This proves inequality (A23). We omit the proof for the asymmetric case. We remark that all the numerical solutions presented in this paper satisfy Lemma A.2. \(\square\)

Appendix F. Proof of Theorem 2

Proof. It suffices to show that all the conditions of Theorem 1 are satisfied. By construction, $v \in C^2(0, \infty)$. Let us verify that $v$ satisfies the HJB equation. By construction, $v$ satisfies $Lv(x) + h(x) = 0$ on $(a,b)$. Now we observe that

$$-k_L < v'(x) < k_U \quad \forall x \in (a,b),$$

due to (A16), $v'(x) = -k_L$ on $(-\infty, a)$, and $v'(x) = k_U$ on $(b, \infty)$. As a result, $(k_L + v'(x)) > 0$ and $(k_U - v'(x)) > 0$ on $(a,b)$. Consequently, $v$ satisfies the HJB equation on $(a,b)$.

Next, we verify the HJB equation in $(-\infty, a) \cup (b, \infty)$. We begin by claiming that (A17) implies $Lv(x) + h(x) > 0$, $\forall x \in (-\infty, a) \cup (b, \infty)$. Let $L(x) := Lv(x) + h(x)$. We note that $L$ is continuous on $\mathbb{R}$ and, by construction of $v$, equals zero on $(a,b)$. Hence $L(a) = L(b) = 0$. Consider first the interval $(-\infty, a)$. Since $L$ is strictly convex on $(-\infty, a)$, on that interval we have

$$
dL(x)/dx = (\delta + \lambda)k_L - 2(\rho - x) < (\delta + \lambda)k_L - 2(\rho - a) \leq 0,
$$

where the last inequality follows from (A17). Thus $L$ is strictly decreasing on $(-\infty, a)$. Hence $L(x) > 0$ for every $x \in (-\infty, a)$. Similarly, we note that $L$ is also strictly convex on $(b, \infty)$, and on that interval we have

$$
dL(x)/dx = 2(x - \rho) - (\delta + \lambda)k_U > 2(b - \rho) - (\delta + \lambda)k_U \geq 0,
$$

where the last inequality follows from (A17). Consequently, $L$ is strictly increasing on $(b, \infty)$. As a result, $L(x) > 0$ for all $x \in (b, \infty)$. This completes the proof of the claim. In addition, by construction, on $(-\infty, a)$, $v$ satisfies $(k_L + v'(x)) = 0$, thereby $(k_U - v'(x)) > 0$. Thus, $v$ satisfies the HJB equation
on \((-\infty, a)\). On the interval \((b, \infty)\), by construction, \((k_U - v'(x)) = 0\), and hence \((k_L + v'(x)) > 0\). Thus, \(v\) satisfies the HJB equation on \((-\infty, a) \cup (b, \infty)\) as well. Therefore, the HJB equation is satisfied for each \(x \in \mathbb{R}\). As a consequence, \(C = (a, b), \Sigma_1 = (-\infty, a)\), and \(\Sigma_2 = [b, \infty)\).

From Theorem 1, \((\hat{L}, \hat{U})\) is the optimal stabilization fund control. Moreover, by Definition 4, the interval \([a, b]\) is the optimal stabilization fund band. \(\square\)

**Appendix G. Proof of Theorem 3**

Before discussing the proof, we define the functionals \(\tilde{f}\) and \(\tilde{g}\). The functional \(\tilde{f}\) is given by

\[
\tilde{f}(x) = \tilde{A} + \tilde{B} \int_{(\sqrt{\lambda}/\sigma)(a-b)}^{(\sqrt{\lambda}/\sigma)(x-b)} \exp \{w^2/2\} dw - \frac{1}{\lambda} \int_{(\sqrt{\lambda}/\sigma)(a-b)}^{(\sqrt{\lambda}/\sigma)(x-b)} \left[ f_w(\sqrt{\lambda}/\sigma)(b-\theta) - u^2/2 \right] exp \{w^2/2\} dw,
\]

where the constants \(\tilde{A}\) and \(\tilde{B}\) are found from the equations

\[
\tilde{f}(a) = 0 \quad \text{and} \quad \tilde{f}(b) = 0.
\]

The functional \(\tilde{g}\) is given by

\[
\tilde{g}(x) = \tilde{C} + \tilde{D} \int_{(\sqrt{\lambda}/\sigma)(a-b)}^{(\sqrt{\lambda}/\sigma)(x-b)} \exp \{w^2/2\} dw + \sum_{n=0}^{\infty} c_n (x-\theta)^n.
\]

Here, the sequence \(\{c_n\} = \{c_0, c_1, c_2, \cdots\}\) satisfies

\[
c_0 = 0, \quad c_1 = 0, \quad c_2 = \frac{1}{\sigma^2} \left( \frac{P}{Q} \right),
\]

for every \(i \in \{2, 3, \cdots\}\):

\[
c_{2i} = \left( \frac{2}{\sigma^2} \right)^i \frac{(2i-2)(2i-4)(2i-6) \cdots (2)}{(2i)!} \lambda^{i-1} \left( \frac{P}{Q} \right),
\]

and for every \(i \in \{0, 1, 2, 3, \cdots\}\):

\[
\frac{1}{2} \sigma^2 (2i+3)(2i+2)c_{2i+3} - \lambda (2i+1)c_{2i+1} = -\frac{2}{\sqrt{\pi}Q} \left( \sqrt{\lambda}/\sigma \right)^{2i+1} \frac{1}{i!(2i+1)}.
\]

The constants \(P\) and \(Q\) are given by

\[
P := -\frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{\lambda}(\theta-a)/\sigma} e^{v^2} dv \quad \text{and} \quad Q := \text{Erfid} \left( \frac{(b-\theta)\sqrt{2\lambda}/\sigma}{\sigma}, \frac{(a-\theta)\sqrt{2\lambda}/\sigma}{\sigma} \right).
\]

The constants \(\tilde{C}\) and \(\tilde{D}\) are found from the boundary conditions

\[
\tilde{g}(a) = 0 \quad \text{and} \quad \tilde{g}(b) = 0.
\]

**Proof.** The probabilities (35) and (36) follow from Borodin and Salminen [19] (Chapter 7.3). For the proof of (37) and (38), see Appendix B of Cadenillas et al. [20]. The proof of (39) and (40) follow directly from (37) and (38). \(\square\)

**Appendix H. Solution of the Problem with the Cost Function**

\(h(x) = e^{-\nu x} + e^{\eta x}\)

We note that up to and including Section 3, the exact specification of \(h\) is not used. In particular, Theorem 1 remains valid for \(h\). Certainly, the computation of the analytical solution is now different.
Specifically, instead of Equation (17), the Hamilton–Jacobi–Bellman Equation (12) in the continuation region \( C = (a, b) \) implies
\[
\frac{1}{2} \sigma^2 v''(x) + \lambda(\theta - x)v'(x) - \delta v(x) = -\tilde{h}(x) = -e^{-\nu x} - e^{\eta x}.
\] (A26)

According to the theory of differential equations, the general solution \( v \) of the above equation comprises the sum of a homogeneous solution \( v_h \) and a particular solution \( v_p \), namely,
\[
v(x) = v_h(x) + v_p(x).
\]

The homogeneous solution is given by
\[
v_h(x) = G(x) + H(x),
\]
where \( G \) and \( H \) are given by (21)–(24).

To find a particular solution, we proceed as follows. We consider the function \( v_p \) defined by
\[
v_p(x) := \sum_{n=0}^{\infty} a_n x^n.
\]
Thus,
\[
v_p(x) := \sum_{n=0}^{\infty} a_n x^n
\]
\[
v_p'(x) = \sum_{n=0}^{\infty} (n+1) a_{n+1} x^n
\]
\[
v_p''(x) = \sum_{n=0}^{\infty} (n+2)(n+1) a_{n+2} x^n
\]
We notice that
\[
e^{-\nu x} + e^{\eta x} = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ (-\nu x)^n + \sum_{n=0}^{\infty} \frac{1}{n!} [\eta x]^n \right]
\]
Applying the power series method to solve ordinary differential equations, we obtain
\[
a_2 = \frac{-2 - \lambda \theta a_1 + \delta a_0}{\sigma^2}
\]
\[
a_3 = \frac{-2\lambda \theta a_2 + (\lambda + \delta) a_1 + \nu - \eta}{3\sigma^2}
\]
\[
a_4 = \frac{-3\lambda \theta a_3 + (2\lambda + \delta) a_2 - \frac{1}{3!} (-\nu)^2 - \frac{1}{3!} (\eta)^2}{(3)(2)\sigma^2}
\]
In general, for every \( n \geq 2 \):
\[
a_{n+2} = \frac{(n\lambda + \delta) a_n - \lambda \theta (n+1) a_{n+1} - \frac{1}{n!} (-\nu)^n - \frac{1}{n!} (\eta)^n}{(n+2)(n+1)\frac{1}{2} \sigma^2}.
\]
We may simply select \( a_0 = a_1 = 0 \).
Hence, the value function is given by
\[
    v(x) = \begin{cases} 
        D - k_L x & \text{if } x \le \bar{a}, \\
        \tilde{A} G(x) + \bar{B} H(x) + v_p(x) & \text{if } \bar{a} < x < \bar{b}, \\
        \tilde{F} + k_U x & \text{if } x \ge \bar{b}.
    \end{cases}
\]

We also conjecture that \( v \) is twice continuously differentiable. Then, the six constants \( \tilde{A}, \tilde{B}, \tilde{D}, \tilde{F}, \tilde{\alpha}, \) and \( \tilde{b} \) can be found from the following system of six equations:
\[
    \begin{align*}
        \tilde{A} G(\bar{a}) + \tilde{B} H(\bar{a}) + v_p(\bar{a}) &= D - k_L \bar{a}, \\
        \tilde{A} G(\bar{b}) + \tilde{B} H(\bar{b}) + v_p(\bar{b}) &= \tilde{F} + k_U \bar{b}, \\
        \tilde{A} G'(\bar{b}) + \tilde{B} H'(\bar{b}) + v'_p(\bar{b}) &= k_U, \\
        \tilde{A} G'(\bar{a}) + \tilde{B} H'(\bar{a}) + v'_p(\bar{a}) &= -k_L, \\
        \tilde{A} G''(\bar{b}) + \tilde{B} H''(\bar{b}) + v''_p(\bar{b}) &= 0, \\
        \tilde{A} G''(\bar{a}) + \tilde{B} H''(\bar{a}) + v''_p(\bar{a}) &= 0.
    \end{align*}
\]

We have presented numerical solutions of the above nonlinear system in Table 2 of Section 6.4.
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