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Abstract: The social adoption of change is usually hard because in reality, forces opposing the social adoption of change manifest. This situation of organizational conflict corresponds to the case where two competing groups of influential agents (“promoters” versus “adversaries” of change) operate concurrently within the same organizational network. We model and explore the co-evolution of interpersonal ties and attitudes in the presence of conflict, taking into account explicitly the microscopic “agent-to-agent” interactions. In this perspective, we propose a new ties-attitudes co-evolution model where the diffusion of attitudes depends on the weights and the evolution of weights is formulated as a “learning mechanism” (weight updates depend on the previous values of both weights and attitudes). As a result, the co-evolution is intrinsic/endogenous. We simulate representative scenarios of conflict in 4 real organizational networks. In order to formulate structural balance in directed networks, we extended Heider’s definition of balance considering directed triangles. The evolution of balance involves two stages: first, negative links pop up disorderly and destroy balance, but after some time, as new negative links are formed, a “new” balance is re-established. This “new” balance is emerging concurrently with the polarization of attitudes or domination of one attitude. Moreover, same-minded agents are positively linked and different-minded agents are negatively-linked. This macroscopic self-organization of the system is due only to agent-to-agent interactions, involving feedbacks on weight updates at the local microscopic level.
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1. Introduction

Individuals in teams, organizations, and societies have their own opinions, emotions, behaviors, and attitudes. The analysis of the dependence of the emerging dynamics of attitudes (opinions, emotions, behaviors) on the local interactions among individuals is a key question of social dynamics. Statistical physics and agent-based modeling on social dynamics has led to both discrete and continuous models of opinion dynamics [1–5]. In discrete models, the opinion of each individual is a discrete variable. The states represent the possible opinions, at least two: yes/no, support/opposition, Windows/Linux, Android/iOS, buying/selling [6–8], or three: increase/decrease/invariant, support/opposition/neutral [9]. The Voter model [6,7] and the Majority model [8] are the main classes of discrete opinion models. Continuous models are relevant when opinions range over continuous values. For instance, the degree
of satisfaction, desire, or preference regarding a politician or a product. The Deffuant–Weisbuch (DW) model [10,11] and the Hegselmann–Krause (HK) model [12] are the main classes of continuous opinion models. Both continuous opinion models (DW and HK) assume moreover that influence is possible only if opinions are close enough. This is the so-called “tolerance” value $\epsilon$ [2], also known as “confidence bound” [2] or “relative agreement” [13–15]. This modeling assumption incorporates the fact of life, that interpersonal influence may only be realized, if the opinions of the communicating individuals are close enough. The number of individuals communicating with some agent is the main distinction between the continuous opinion models. In the HK model, each individual simultaneously communicates with all “compatible” neighbors, while in the DW model each individual communicates with only one randomly selected neighbor at a time. Continuous opinion models have been analyzed in terms of certain network features, as for example the degree of agents [16,17], the directedness of the interpersonal influence [18,19], the presence of negative interpersonal influence [15,20–24], the presence of mass media [20,22,24,25], the extent of confidence bound [10,11,25–28], the presence or absence of extremists [13,14,23,26], the initial distribution of opinions [15,28].

Models of opinion influence are also applicable for modeling attitude change [29,30]. Companies and organizations are aware of the need to change effectively in short time intervals [31] in order to remain competitive in the present socio-economic environment of rapid change [32]. Jacob Moreno introduced networks in social psychology and studied human groups in terms of sociograms [33]. Nowadays, network theory has already been applied successfully to real organizations [34–36] and in the management of organizational change [37–40]. Innovation adoption in social contexts is neither straightforward, nor certain [31,41,42]. Consequently, the challenge of change management is to realize attitude change towards the direction of the desired innovation [43–48]. Organizational change should take into account the attitude of individuals (positive or negative) towards innovation adoption. The goal of change agents is to initiate “cascades of change,” steering the individuals towards the desired attitude [49]. This is in close analogy with the engagement of the so-called informed agents, who pull opinions towards the desired opinion [50–53]. Attitude change in organizational networks, involves 2 key questions namely:

(Q1) How is the dynamics of attitude change influenced by the position of change agents?

(Q2) How is the dynamics of attitude change influenced by the way individuals select other individuals for communication?

Concerning the influence of the position of change agents (Q1), we recently found that hubs (agents with high degree) are the best candidates for change agents [30]. However, senior employees are not always performing as the best change agents [30]. Concerning the influence of the communication policy among the individuals (Q2), we found that communicating with “local hubs,” avoiding random contacts, results in much faster adoption of change [30].

The analysis of opinion spread was initially studied on “frozen” (static) networks [10–18,20,26]. In reality, however, two serious additional facts should be taken into account. First, “forces” opposing the social adoption of innovation and change manifest, resulting in competing concurrent spreading processes [54–56]. Second, the network itself is evolving because the social ties change, due to the interplay between attitudes’ dynamics (change of agents’ attributes) and ties’ dynamics (change of network structure), resulting in network co-evolution [57–66]. Although both issues have been studied separately, both issues have not been taken into account together, neither in some agent-based model nor in some real organizational network. This fact motivates us to extend the existing agent-based models in order to include both above issues, namely: (a) the competition of two groups of influential spreaders, operating concurrently in the network (two concurrent competing spreading processes on the network), and (b) the simultaneous interdependent evolution of interpersonal ties with attitudes (the two spreading processes are not taking place on a static network). We shall explore and formulate network co-evolution as “learning” at the microscopic level of “agent-to-agent” interaction, in the presence of conflict.
Opposition is a “fact of life” as clearly pointed out by Niccolò Machiavelli in The Prince (chapter 6) [67]: “… there is nothing more difficult to carry out, nor more doubtful of success, nor more dangerous to handle, than to innovate. For the innovator has enemies in all those who profit by the existing order, and only lukewarm defenders in all those who would profit by the new order, this lukewarmness arising partly from fear of their adversaries, who have the laws in their favor; and partly from the incredulity of mankind, who do not truly believe in anything new until they have had the actual experience of it”. This situation corresponds to the case where two competing groups of influential agents (the “promoters” versus the “adversaries” of change) operate concurrently within the same organizational network. The co-existence of “promoters” and “adversaries” in the same organizational network, may result in the emergence of both attitude polarization and structural imbalance, due to the conflicting “pulls” of the opposing influential agents. In this perspective, we shall investigate the co-evolutionary dynamics in 4 real organizational networks, depending on the following 3 conditioning factors:

(Q3) How is the dynamics of attitude change and structural balance influenced by the number of the opposing influential agents within the network?

(Q4) How is the dynamics of attitude change and structural balance influenced by the position of the opposing influential agents within the network?

(Q5) How is the dynamics of attitude change and structural balance influenced by the “learning” rate of the interpersonal social ties?

We address the above questions in the context of a proposed network-based mathematical model. The relevant definitions and assumptions of the model, as well as the necessary background concerning structural balance in directed signed networks, are presented in Section 2. In Section 3, we specify the scenarios of organizational conflict, as well as the 4 real organizational networks to be analyzed. The results on the dynamics of attitude change, signed links, and structural balance are presented in Section 4. The impact of conditioning factors (Q3), (Q4), (Q5) is discussed in Section 5. Our conclusions are summarized in Section 6.

2. The Model

Attitude change dynamics is formulated in dynamic networks of agents influencing each other, assuming that each agent selects another agent to communicate, at each time \( t = 0, 1, \ldots \). We provide below the relevant definitions and modeling assumptions.

Definition 1. (Attitude).

The individual’s degree of like or dislike is known as attitude, referring to persons, events, places, things, issues. Attitudes are judgments involving affection [68]. Carl Jung defined attitude as “the readiness of the psyche to act or react in a certain way” [69]. The attitude of agent \( \kappa \) at time \( t \) is denoted by \( \psi_\kappa(t) \), taking real values within the interval \([-1, 1]\), assessing the degree of “positivity” or “negativity” [13–15,21,70].

Definition 2. (Attitude Networks).

Attitude networks are graphs with agents (nodes) \( \kappa = 1, 2, \ldots, N \) linked via communication channels with the additional activation field \( \psi : \mathcal{X} \times \mathbb{T} \rightarrow [-1, 1] : (\kappa, t) \mapsto \psi_\kappa(t) \), where \( \mathcal{X} = \{1, 2, \ldots, N\} \) is the set of agents (nodes) and \( \mathbb{T} = \{0, 1, \ldots\} \) is the discrete time model. The value \( \psi_\kappa(t) \) indicates the attitude of agent \( \kappa \) at time \( t \). We denote by \( w_{\lambda\kappa}(t) = w_{\lambda \rightarrow \kappa}(t) \) the directed weight of influence [10,11,13,14,16–18,26] of agent \( \lambda \) on agent \( \kappa \), for attitude change, taking values in the interval \([-1, 1]\) (Table 1). The sign of weights (positive or negative) is interpreted as “attractive” or “repulsive” interpersonal social ties [15,20,21].
Table 1. Weight values and attitude change.

<table>
<thead>
<tr>
<th>$w_{\lambda \kappa}(t)$</th>
<th><strong>Perfect Attraction:</strong> Agent $\kappa$ adopts fully the attitude of agent $\lambda$, as a result of positive influence by agent $\lambda$, through the communication channel $\lambda \rightarrow \kappa$, at time $t$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt; w_{\lambda \kappa}(t) &lt; 1$</td>
<td><strong>Attraction:</strong> Agent $\kappa$ adopts partially the attitude of agent $\lambda$, as a result of positive influence by agent $\lambda$, through the communication channel $\lambda \rightarrow \kappa$, at time $t$.</td>
</tr>
<tr>
<td>$w_{\lambda \kappa}(t) = 0$</td>
<td><strong>No Influence:</strong> There is no (direct) influence from agent $\lambda$ to agent $\kappa$, through a communication channel $\lambda \rightarrow \kappa$, at time $t$.</td>
</tr>
<tr>
<td>$-1 &lt; w_{\lambda \kappa}(t) &lt; 0$</td>
<td><strong>Repulsion:</strong> Agent $\kappa$ moves away from the attitude of agent $\lambda$, as a result of negative influence by agent $\lambda$, through the communication channel $\lambda \rightarrow \kappa$, at time $t$.</td>
</tr>
<tr>
<td>$w_{\lambda \kappa}(t) = -1$</td>
<td><strong>Perfect Repulsion:</strong> Agent $\kappa$ moves totally away from the attitude of agent $\lambda$, as a result of negative influence by agent $\lambda$, through the communication channel $\lambda \rightarrow \kappa$, at time $t$.</td>
</tr>
</tbody>
</table>

Assumption 1. (One Agent is Selected at a Time).

The change of attitude of each agent $\kappa$ during the time interval $(t, t + 1]$ is the difference: $\psi_\kappa(t + 1) - \psi_\kappa(t)$. The durations $(t, t + 1]$ are specified so that the attitude of each agent may change by one “link event” only among the “in-neighbors”. The set of in-neighbors $X_{\kappa}^w(t)$ of agent $\kappa$, consists of first neighbors $\lambda$ of agent $\kappa$, who are able to exert influence directly on agent $\kappa$ at time $t$. This influence is realized via the incoming links $w_{\lambda \kappa}(t)$ to agent $\kappa$. Therefore: $X_{\kappa}^w(t) = \{ \lambda \in N : w_{\lambda \kappa}(t) \neq 0 \}$. This selection of durations avoids the reduction of efficiency and reliability, associated with multi-tasking (parallel communication with multiple agents), due to cognitive limitations or time constraints of individuals [71–73]. On the other hand, an agent may influence more than one “followers” at the same time. At each time $t$, attention is focused on one source of communication only. This is also the basic assumption in the Deffuant-Weisbuch models [10,11,13–18,20,26]. In this first exploratory work, we do not consider the coarser description involving large durations, where there can be many “simultaneous” influencers, as in the Hegselmann–Krause models [12,74,75].

Definition 3. (Internal Communications—Selection Rule for Communication).

The selection of the in-neighbor $\lambda$ by agent $\kappa$ for communication is the value of the Selection (Decision) Function $D_{\kappa}(t)$, specified by the corresponding Selection Probability $p_{\lambda \kappa}(t)$ [30]: $D_{\kappa}(t) = \lambda$ means that agent $\lambda$ was selected by agent $\kappa$ at time $t$ with probability $p_{\lambda \kappa}(t)$.

Assumption 2. (Random Selection Rule).

In this work, we assume that the selection rule depends on the presence of links. This assumption for random selection has been used in several communication network agent-based models [10,11,13–18,20,26]. For each agent $\kappa$, the random selection function at time $t$ is:

$$D_{\kappa}(t) = \lambda \text{, with probability } p_{\lambda \kappa}(t) = \frac{\sum_{\nu=1}^{N} \left[ w_{\lambda \kappa}(t) \neq 0 \right]}{\sum_{\nu=1}^{N} \left[ w_{\nu \kappa}(t) \neq 0 \right]}$$

The term $[Q]$ is the Iverson bracket [76] which converts Boolean values to numbers 0, 1:

$$[Q] = \begin{cases} 1, & \text{if } Q \text{ is True} \\ 0, & \text{if } Q \text{ is False} \end{cases}$$

For a given selection rule $D_{\kappa}(t)$, we adopt the following local learning rule for weights evolution, described below for selected (Assumption 3.1) and non-selected (Assumption 3.2) agents.
Assumption 3.1. (Weight update for selected agents)

If the in-neighbor agent \( \lambda \) is selected by agent \( (\mathcal{D}_\kappa(t) = \lambda) \), the corresponding weight \( w_{\lambda\kappa}(t) \) may change due to Learning, depending on the Relevance Feedback. We consider both positive (amplifying) and negative (damping) feedbacks. The Relevance Feedback of agent \( \kappa \) from agent \( \lambda \) is assessed by the function: 
\[
F_{\lambda\kappa}(t) = 1 - \left| \psi_{\lambda}(t) - \psi_{\kappa}(t) \right|, 
\]
with values \(-1 \leq F_{\lambda\kappa}(t) \leq 1\), depending on the difference of attitudes \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| \), with \( 0 \leq |\psi_{\lambda}(t) - \psi_{\kappa}(t)| \leq 2 \). This assessment of relevance or affinity of attitudes incorporates the Homophily Principle [77–80], i.e., “love of the same”. In this perspective, if the difference of attitudes \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| \) is low, the Relevance Feedback \( F_{\lambda\kappa}(t) \) from the corresponding social interaction is high (homophily). On the contrary, if the difference of attitudes \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| \) is high, the relevance feedback \( F_{\lambda\kappa}(t) \) is from the corresponding social interaction is low (heterophoria). If \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| = 0 \) (same attitudes), we have \( F_{\lambda\kappa}(t) = 1 \) which is equal to the positive extreme of the relevance feedback. On the contrary, if \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| = 2 \) (opposing extreme attitudes), we have \( F_{\lambda\kappa}(t) = -1 \) which is equal to the minimum (negative) extreme of the relevance feedback. The Learning of agent \( \kappa \) from agent \( \lambda \) is assessed by the function: 
\[
L_{\lambda\kappa}(t) = \ell F_{\lambda\kappa}(t) \geq 0 \] \( \Rightarrow (1-\ell) F_{\lambda\kappa}(t) < 0 \),
where \( \ell \in (0, 0.5) \) is a constant, implying the “Learning” rate of the interpersonal ties. Concerning the influence of the learning rate \( \ell \) on network dynamics (Q5), we consider three different cases with values: 10\%, 20\%, 40\%. The learning function \( L_{\lambda\kappa}(t) \) takes values \( 0 \leq L_{\lambda\kappa}(t) \leq 1 \), according to the sign of relevance feedback \( F_{\lambda\kappa}(t) \). In this way, the weights dynamics is conditioned by a “slow-positive” and “fast-negative” relevance feedback \( F_{\lambda\kappa}(t) \). The reason underlying this assumption is that trust, and therefore influence, builds up slowly but may be torn down quickly [81]. In this perspective, if the Relevance Feedback is non-negative \( F_{\lambda\kappa}(t) \geq 0 \), Learning \( L_{\lambda\kappa}(t) \) is low (below 0.5) and equals \( \ell \in (0, 0.5) \). On the contrary, if the Relevance Feedback is negative \( F_{\lambda\kappa}(t) < 0 \), Learning \( L_{\lambda\kappa}(t) \) is high (above 0.5) and equals \( 1 - \ell \in [0.5, 1) \).

**Assumption 3.1.** defines the following weight update:
\[
w_{\lambda\kappa}(t+1) = (1-L_{\lambda\kappa}(t)) \cdot w_{\lambda\kappa}(t) + L_{\lambda\kappa}(t) \cdot F_{\lambda\kappa}(t)
\]

Assumption 3.2. (Weight update for non-selected agents)

If the in-neighbor agent \( \lambda \) is not selected by agent \( (\mathcal{D}_\kappa(t) \neq \lambda) \), the corresponding weight \( w_{\lambda\kappa}(t) \) is subjected to decay with time \( t \). In this first exploratory work, we shall assume the simplest case of linear decay, with decay constant \( \zeta \in (0, 1) \). The parameter \( \zeta \) corresponds to the “speed of weakening” of social ties resulting from the passage of time. A lower value of decay constant \( \zeta \) makes the weight \( w_{\lambda\kappa}(t) \) vanish more quickly. We assume for simplicity the same decay constant \( \zeta = 0.95 \) for all agents \( \kappa = 1, 2, \ldots, N \). In other words, each influence weight \( w_{\lambda\kappa}(t) \) is weakening by 5\% for each time \( t \) not selected. Assumption 3.2 defines the following weight update:
\[
w_{\lambda\kappa}(t+1) = w_{\lambda\kappa}(t) \cdot \zeta
\]

Combining Assumptions 3.1 and 3.2, we have the Weights Evolution Formula:
\[
w_{\lambda\kappa}(t+1) = \| \mathcal{D}_\kappa(t) = \lambda \| \cdot [(1-L_{\lambda\kappa}(t)) \cdot w_{\lambda\kappa}(t) + L_{\lambda\kappa}(t) \cdot F_{\lambda\kappa}(t)] + \| \mathcal{D}_\kappa(t) \neq \lambda \| \cdot w_{\lambda\kappa}(t) \cdot \zeta \quad (1)
\]

**Remark 1.** Dynamical emergence of negative social ties due to negative feedbacks.

Although initially \( t = 0 \) all weights may be non-negative \( w_{\lambda\kappa}(t) \geq 0 \) for all \( \lambda, \kappa = 1, 2, \ldots, N \), the weights evolution Formula (1) allows the dynamical emergence of negative social ties. This is the case where, at some time \( t \), the relevance feedback is negative \( F_{\lambda\kappa}(t) < 0 \), which is of course the result of some social interaction between two agents with strongly opposing attitudes \( |\psi_{\lambda}(t) - \psi_{\kappa}(t)| > 1 \). The role of negative ties and conflict has already pointed out, as for example in organizational
networks [82] and online social networks [83]. The weights evolution Formula (1) is consistent with the range of weights values $[-1, 1]$ (Definition 2).

**Assumption 4. (Adaptive Bound for Attitude Change).**

Individuals resisting attitude change [31] “filter” relevant social influences from their in-neighbors, applying a “filtering rule,” formulated in terms of the distance $|\psi_\lambda(t) - \psi_\kappa(t)|$ of the attitudes [30]. The selecting agent $\kappa$ can be influenced by the selected in-neighbor $\lambda$, only if the distance of their attitudes is not greater than the “tolerance” value $\epsilon_{\lambda\kappa}(t): |\psi_\lambda(t) - \psi_\kappa(t)| \leq \epsilon_{\lambda\kappa}(t)$. This criterion for social influence is known as “bounded confidence” [2]. We assume adaptive bound $\epsilon_{\lambda\kappa}(t) = w_{\lambda\kappa}(t) + 1$, taking values $0 \leq \epsilon_{\lambda\kappa}(t) \leq 2$, depending on the evolving weights (Equation (1)), which take values $-1 \leq w_{\lambda\kappa}(t) \leq 1$ (Table 1). This assumption is justified as follows: (a) if the influence weight $w_{\lambda\kappa}(t)$ is low, then the tolerance value $\epsilon_{\lambda\kappa}(t)$ for attitude change should also be low, (b) as the range of values of the difference $|\psi_\lambda(t) - \psi_\kappa(t)|$ is the interval $[0, 2]$, the “tolerance” value $\epsilon_{\lambda\kappa}(t)$ should also have the same range. For $w_{\lambda\kappa}(t) = 1$ (perfect attraction), we have $\epsilon_{\lambda\kappa}(t) = 2$ which is equal to the maximum possible distance $|\psi_\lambda(t) - \psi_\kappa(t)|$. On the contrary, for $w_{\lambda\kappa}(t) = -1$ (perfect repulsion), we have $\epsilon_{\lambda\kappa}(t) = 0$ which means that there is no “window” for influence.

**Definition 4. (Influence for Attitude Change).**

The influence $\Phi_{\lambda\kappa}(t)$ of agent $\lambda$ on the selecting agent $\kappa$, for attitude change, during the time interval $(t, t + 1)$ is:

$$\Phi_{\lambda\kappa}(t) = \|\Sigma_{\kappa} = \lambda\| w_{\lambda\kappa}(t) \cdot \|\psi_{\lambda}(t) - \psi_\kappa(t)\| = \epsilon_{\lambda\kappa}(t) \cdot (\psi_{\lambda}(t) - \psi_\kappa(t)) \tag{2}$$

If $\|\Sigma_{\kappa} = \lambda\| = 1$ the agent $\lambda$ was selected by agent $\kappa$ at time $t$ for communication (Definition 3, Assumption 2). The bracket $\|\psi_{\lambda}(t) - \psi_\kappa(t)\| \leq \epsilon_{\lambda\kappa}(t)$ guarantees that attitude influence may take place only if $|\psi_{\lambda}(t) - \psi_\kappa(t)| \leq \epsilon_{\lambda\kappa}(t)$ (Assumption 4). The assumption that attitude influence is proportional to the attitude difference $\psi_{\lambda}(t) - \psi_\kappa(t)$, is common in social influence models. For instance: Formulas (1) and (2) in [10], Formulas (1) and (2) in [11], Formulas (5) and (6) in [13], Formulas (5) and (6) in [14], Formula (3) in [26], Formula (1) in [18], Formula (1) in [20], Formulas (3) and (4) in [15], Formula (3) in [16], Formula (8) in [17], Formula (1) in [21]. Equation (2) is in fact a generalization of all the above models, incorporating the implementation of different selection rules (Definition 3) as realized in [30]. The analogous equation for modeling knowledge diffusion, incorporating selection rules and prioritizations, has also been studied [84–86].

**Definition 5. (Attitude Change Dynamics Equation).**

The dynamics of attitude change is formulated as the following difference equation for each agent $\kappa$, during the time interval $(t, t + 1)$:

$$\psi_\kappa(t + 1) = \psi_\kappa(t) + \Phi_\kappa(t) \tag{3}$$

where $\Phi_\kappa(t)$ is the attitude change formula of agent $\kappa$:

$$\Phi_\kappa(t) = \|\psi_\kappa(t) < 0\| \max\left\{\sum_{\lambda=1}^{N} \Phi_{\lambda\kappa}(t) - 1 - \psi_\kappa(t)\right\} + \|\psi_\kappa(t) \geq 0\| \min\left\{\sum_{\lambda=1}^{N} \Phi_{\lambda\kappa}(t), 1 - \psi_\kappa(t)\right\} \tag{4}$$

where $\Phi_{\lambda\kappa}(t)$ is the influence for attitude change from the in-neighbor agent $\lambda$ (Definition 4).

The terms $\max\{\sum_{\lambda=1}^{N} \Phi_{\lambda\kappa}(t), 1 - \psi_\kappa(t)\}$ and $\min\{\sum_{\lambda=1}^{N} \Phi_{\lambda\kappa}(t), 1 - \psi_\kappa(t)\}$ are introduced in (4) in order to keep the attitude values bounded within the interval $[-1, 1]$ (Definition 1). The difference Equation (3) is a generalization of the discrete diffusion equation in networks.
In this work, the emerging dynamics of attitude change (solutions of Equation (3)) is analyzed in terms of Attitude Diagrams and Change Adoption Diagrams. The definitions are provided below.

**Definition 6. (Attitude Diagram (AD)).**

The Attitude Diagram is the temporal plot of $\psi_k(t)$ of agent $k$, $k = 1, 2, \ldots, N$. We distinguish three kinds of attitude corresponding to intervals specified by the accepted deviation $\delta > 0$:

- **Positive attitude interval**: $\Xi^+ = [1 - \delta, 1]\n- **Negative attitude interval**: $\Xi^- = [-1, -1 + \delta]$
- **Neutral/Non-Extreme attitude interval**: $\Xi^0 = (-1 + \delta, 1 - \delta)$

Agents are characterized at each time $t$ according to their attitude $\psi_k(t)$ as follows:

- **Supporters**: $\psi_k(t) \in \Xi^+$
- **Opponents**: $\psi_k(t) \in \Xi^-$
- **Neutrals**: $\psi_k(t) \in \Xi^0$

**Definition 7. (Change Adoption Diagram (CAD)).**

The Change Adoption Diagram is the temporal plot of the percentages of supporters, opponents and neutrals defined as follows:

- **Percentage of supporters**: $\mathcal{P}^+(t) = \frac{\sum_{k=1}^{N} 1_{\psi_k(t) \in \Xi^+}}{N}$
- **Percentage of opponents**: $\mathcal{P}^-(t) = \frac{\sum_{k=1}^{N} 1_{\psi_k(t) \in \Xi^-}}{N}$
- **Percentage of neutrals**: $\mathcal{P}^0(t) = \frac{\sum_{k=1}^{N} 1_{\psi_k(t) \in \Xi^0}}{N}$

By definition we have: $\mathcal{P}^+(t) + \mathcal{P}^-(t) + \mathcal{P}^0(t) = 1$.

**Remark 2.** Ties-Attitudes Co-evolution via local “agent-to-agent” interactions.

The co-evolution of social ties and attitudes is formulated in terms of evolution equations for ties (1) and attitudes (3). This **Ties-Attitudes co-evolution equation** is a non-linear stochastic difference equation, incorporating the actual interplay of ties (weights) with attitudes in time. The interdependence of ties with attitudes is formulated at the local microscopic level of agent-to-agent interaction, which is twofold (Figure 1). On one hand, there is an update of agents’ attitude due to the diffusion process. On the other hand, at the same time, there is a mutually dependent update of agents’ social ties due to the “experience” of communication (feedback) with the selected agent. The simultaneous update of attributes and weights is a key distinction of our model with other agent-based models of network co-evolution, where the updates of attributes and weights, are not realized simultaneously. More specifically, at each time step, a random choice for either diffusion or rewiring is proposed [87,88], excluding simultaneous update. The weights evolve to the value $w_{jk}(t + 1)$ depending on the previous values of both weights $w_{jk}(t)$ and attitudes $\psi_j(t)$ (Equation (1)). This is a learning mechanism [89]. As a result, co-evolution is intrinsic/endogenous. In our model, learning is achieved via relevance feedback (Assumption 3.1), in other words via (social) experience. As learning results from communication with some neighbor, the weights evolution Formula (1) is completely different from the classical Hebbian Learning Rule [90]. However, the concept of “learning through experience” is ancient. Around 350 BC, Aristotle wrote in the Nicomachean Ethics (Book II.1, 1103): “for the things we have to learn before we can do them, we learn by doing them”.

*Mathematics 2020, 8, 2235*
The theory of structural balance, as well as the significant role of positive and negative ties, have been empirically verified at social networks [91–94]. The social balance theory of attitude change proposed by Heider based on triangles [95,96]. Harary and Cartwright formulated Heider’s theory mathematically using signed graphs [97,98]. A triangle is considered as “balanced” if the multiplication of the signs of the links is positive. A balanced triangle consists of three positive links or two negatives links with one positive link. Harary and Cartwright proved [98] the following Structure Theorem: A graph is balanced, if and only if, its nodes can be partitioned into two mutually exclusive classes such that: two nodes in the same class are connected by positive paths, and two nodes in different classes are connected by negative paths. Rapoport noted in page 541 of [99] that the Structure Theorem generates 4 aphorisms corresponding to a balanced graph:

**My friend’s friend** is my friend (triangle category I)

**My friend’s enemy** is my enemy (triangle category II)

**My enemy’s friend** is my enemy (triangle category III)

**My enemy's enemy** is my friend (triangle category IV)

Although social influence, trust and friendship are directed (asymmetric) relations, structural balance was formulated in terms of undirected triangles (symmetric relations) [95–99]. In order to extend structural balance for directed networks, we have to consider signed directed triangles. The number of signed directed triangles is 64 (there are $2^3$ possible signed undirected triangles and $\binom{2^3}{2}$ signed directed triangles). Only 8 triangles (Table 2) from the 64 possible directed triangles are balanced (compatible with categories I, II, III, IV above). Structural balance in directed networks involves “in-triangles” so that the Degree of Balance is defined as the ratio of the number of balanced in-triangles over the number of in-triangles. These concepts are formulated below (Definitions 8 and 9) for directed signed networks, extending the original definitions of Harary and Cartwright [98] for undirected signed networks.
Table 2. Balanced Directed Triangles, with respect to agent $\kappa$ (two incoming links to agent $\kappa$), (a) having agent $\lambda$ as “middle agent”. (b) having agent $\mu$ as “middle agent”.

<table>
<thead>
<tr>
<th>Triangle Category</th>
<th>Directed Link $\lambda \rightarrow \kappa$</th>
<th>Directed Link $\mu \rightarrow \lambda$</th>
<th>Directed Link $\mu \rightarrow \kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$w_{\lambda \rightarrow \kappa}(t) &gt; 0$</td>
<td>$w_{\mu \rightarrow \lambda}(t) &gt; 0$</td>
<td>$w_{\mu \rightarrow \kappa}(t) &gt; 0$</td>
</tr>
<tr>
<td>my friend’s friend is my friend</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| II                | $w_{\lambda \rightarrow \kappa}(t) > 0$ | $w_{\mu \rightarrow \lambda}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my friend’s enemy is my enemy |

| III               | $w_{\lambda \rightarrow \kappa}(t) < 0$ | $w_{\mu \rightarrow \lambda}(t) > 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my enemy’s friend is my enemy |

| IV                | $w_{\lambda \rightarrow \kappa}(t) < 0$ | $w_{\mu \rightarrow \lambda}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) > 0$ |
| my enemy’s enemy is my friend |

<table>
<thead>
<tr>
<th>(b)</th>
<th>Directed Link $\lambda \rightarrow \mu$</th>
<th>Directed Link $\mu \rightarrow \kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$w_{\lambda \rightarrow \mu}(t) &gt; 0$</td>
<td>$w_{\mu \rightarrow \kappa}(t) &gt; 0$</td>
</tr>
<tr>
<td>my friend’s friend is my friend</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| II                              | $w_{\lambda \rightarrow \mu}(t) > 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my friend’s enemy is my enemy |

| III                             | $w_{\lambda \rightarrow \mu}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) > 0$ |
| my enemy’s friend is my enemy |

| IV                              | $w_{\lambda \rightarrow \mu}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my enemy’s enemy is my friend |

<table>
<thead>
<tr>
<th>Triangle Category</th>
<th>Directed Link $\lambda \rightarrow \mu$</th>
<th>Directed Link $\mu \rightarrow \kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$w_{\lambda \rightarrow \mu}(t) &gt; 0$</td>
<td>$w_{\mu \rightarrow \kappa}(t) &gt; 0$</td>
</tr>
<tr>
<td>my friend’s friend is my friend</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| II                | $w_{\lambda \rightarrow \mu}(t) > 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my friend’s enemy is my enemy |

| III               | $w_{\lambda \rightarrow \mu}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) > 0$ |
| my enemy’s friend is my enemy |

| IV                | $w_{\lambda \rightarrow \mu}(t) < 0$ | $w_{\mu \rightarrow \kappa}(t) < 0$ |
| my enemy’s enemy is my friend |
Definition 8. (in-Triangle of Agent $\kappa$).

For any triad of agents $\kappa$, $\lambda$, $\mu$, there are 2 in-Triangles of agent $\kappa$, satisfying the condition:

$$\|w_{\kappa\lambda}(t) \cdot w_{\mu\lambda}(t) \cdot w_{\mu\kappa}(t)\neq 0\| + \|w_{\mu\kappa}(t) \cdot w_{\lambda\mu}(t) \cdot w_{\lambda\kappa}(t)\neq 0\| \geq 1$$

The bracket $\|w_{\kappa\lambda}(t) \cdot w_{\mu\lambda}(t) \cdot w_{\mu\kappa}(t)\neq 0\|$ corresponds to Table 2 (a) where agent $\lambda$ is the “middle agent” and the bracket $\|w_{\mu\kappa}(t) \cdot w_{\lambda\mu}(t) \cdot w_{\lambda\kappa}(t)\neq 0\|$ corresponds to Table 2 (b) where agent $\mu$ is the “middle agent”. The number of in-Triangles of agent $\kappa$ is:

$$tr^{in}_{k}(t) = \sum_{\lambda=1}^{N} \sum_{\mu=1}^{N} (\|w_{\kappa\lambda}(t) \cdot w_{\mu\lambda}(t) \cdot w_{\mu\kappa}(t)\neq 0\| + \|w_{\mu\kappa}(t) \cdot w_{\lambda\mu}(t) \cdot w_{\lambda\kappa}(t)\neq 0\|) \cdot [\kappa \neq \lambda] \cdot [\lambda \neq \mu] \cdot [\kappa \neq \mu]$$

Taking into account Table 2, the number of Balanced Directed Triangles of agent $\kappa$ is:

$$tr^{bal}_{k}(t) = \sum_{\lambda=1}^{N} \sum_{\mu=1}^{N} (\|w_{\kappa\lambda}(t) \cdot w_{\mu\lambda}(t) \cdot w_{\mu\kappa}(t) > 0\| + \|w_{\mu\kappa}(t) \cdot w_{\lambda\mu}(t) \cdot w_{\lambda\kappa}(t) > 0\|) \cdot [\kappa \neq \lambda] \cdot [\lambda \neq \mu] \cdot [\kappa \neq \mu]$$

Definition 9. (Degree of Balance in Directed Networks).

The Degree of Balance of a Directed Network is the ratio:

$$tri^{bal}(t) = \frac{tri^{bal}(t)}{tri^{in}(t)}$$

where:

$$tri^{in}(t) = \sum_{\kappa=1}^{N} tr^{in}_{k}(t)$$

is the number of in-Triangles, and

$$tri^{bal}(t) = \sum_{\kappa=1}^{N} tr^{bal}_{k}(t)$$

is the number of Balanced (Directed) Triangles.

In this work, the emerging dynamics of signed links (solutions of Equation (1)) and structural balance is analyzed in terms of Signed Links Diagrams and Balance Diagrams. The definitions are provided below.

Definition 10. (Signed Links Diagram (SLD)).

The Signed Links Diagram is the temporal plot of the percentages of positive $links^{+}(t)$ and negative $links^{-}(t)$ links in the network:

$$links^{+}(t) = \frac{\sum_{k=1}^{N} \sum_{\lambda=1}^{N} (\|w_{k\lambda}(t) > 0\| \cdot [\kappa \neq \lambda])}{\sum_{\kappa=1}^{N} \sum_{\lambda=1}^{N} (\|w_{k\lambda}(t) \neq 0\| \cdot [\kappa \neq \lambda])}$$

$$links^{-}(t) = \frac{\sum_{k=1}^{N} \sum_{\lambda=1}^{N} (\|w_{k\lambda}(t) < 0\| \cdot [\kappa \neq \lambda])}{\sum_{\kappa=1}^{N} \sum_{\lambda=1}^{N} (\|w_{k\lambda}(t) \neq 0\| \cdot [\kappa \neq \lambda])}$$

Definition 11. (Balance Diagram (BD)).

The Balance Diagram is the temporal plot of $tri^{bal}(t)$ (Definition 9).
3. The Scenarios of Organizational Conflict

We investigate the case where two competing groups of influential agents (“promoters” versus “adversaries” of change) operate concurrently within the same organizational network. The social outcome of the co-existence of promoters and adversaries in the same organizational network is characterized by conflicting “pulls” towards the two extremes of attitude $+1$ and $-1$. We assume that initially $(t = 0)$ all agents, except from the promoters and adversaries, are:

**Same-minded:** all agents share the same “neutral” attitude $\psi_\kappa(t)$, taking random values in a narrow interval, as for instance $[-0.05, +0.05]$, and moreover

**Positively-linked:** all weights $w_{\kappa\nu}(t)$ are non-negative

Due to the above two initial conditions, only “attractive” interactions are possible in the network, according to the Attitude Change Dynamics Equation (3). Therefore, if there is no external intervention, the final distribution of attitudes $\psi_\kappa(t)$ is expected lie within the same interval $[-0.05, +0.05]$. However, we assume that some of the agents act as “promoters” or “adversaries”:

Promoters influence individuals towards the promoting attitude $\psi^+ = 1$, while at the same time, Adversaries influence individuals towards the adverse attitude $\psi^- = -1$

Promoters and adversaries are purposely disseminating targeted messages, beliefs, values and behaviors, influencing the individuals of the network so that their attitude (of the individuals) to become eventually close to the “target” attitude $\psi_{\text{target}}$, which is equal to $\psi^+ = 1$ (if the influential agent is a “promoter”) or equal to $\psi^- = -1$ (if the influential agent is an “adversary”). We assume that “promoters” ($\psi^+ = 1$) and “adversaries” ($\psi^- = -1$) have always the same attitude, like “informed” or “stubborn” agents [50–53].

Promoters and adversaries are triggering attitude polarization within the network. As we have taken into account co-evolution (Remark 2), the triggering of attitude polarization comes with the corresponding structural change of the interpersonal social ties among the communicating individuals (Equation (1)). In this perspective, as the weight evolution Formula (1) allows the emergence of negative weights (Remark 1), we shall investigate the dynamics of structural balance [96] in the network. The analysis is performed in the 4 real organizational networks, already discussed previously [30]:

An organizational network of a “Consulting Company” (CC) of size 46 [100].
An organizational network of a “Research Team of a Manufacturing Company” (MC) of size 77 [100].
A partnership network of a “Corporate Law Firm” (LF) of size 71 [101].
An organizational network of a “IT Department of a Fortune 500 Company” (IT) of size 56 [102].

All above networks are directed and weighted, with initial non-negative weights. The weights are constructed from the relevant datasets: [103] for CC and MC, [104] for LF, and [102] for IT (see Supplementary Material SM 1).

The influence of the position of promoters and adversaries (Q4) is discussed for nodes with low, medium, and high degree centrality (Table 3) following the line of thought of [105]. The centrality of the initiators (nodes initiating spread) may influence significantly the emerging dynamics of the system [106]. The positive weighted out-Degree $d_{\kappa}^{out+}(t)$ is defined as the sum of the positive outgoing weights $w_{\kappa\nu}(t)$ to all first neighbors: $d_{\kappa}^{out+}(t) = \sum_{\nu = 1}^{N} (w_{\kappa\nu}(t)[w_{\kappa\nu}(t) > 0])$. In Table 3, “low centrality” means that the influential agents are randomly selected from the subset of agents who have at time $t = 0$: $d_{\kappa}^{out+}(t) \geq 25\% d_{\kappa}^{out+}(t)$, where $d_{\kappa}^{out+}(t)$ is the average value of all agents $\kappa = 1, 2, \ldots, N$. In this perspective, “medium centrality” corresponds to influential agents who have: $d_{\kappa}^{out+}(t) \geq 50\% d_{\kappa}^{out+}(t)$ and “high centrality” corresponds to influential agents who have: $d_{\kappa}^{out+}(t) \geq 100\% d_{\kappa}^{out+}(t)$. Concerning the influence of the number of promoters and adversaries (Q3) we also consider three different cases, namely: 5% versus 5%, 10% versus 10%, 15% versus 15% (Table 3).
4. The Dynamics of Attitude Change, Signed Links and Structural Balance

The dynamics of attitude change is analyzed in terms of Definitions 6 and 7, while the dynamics of signed links and structural balance is analyzed in terms of Definitions 10 and 11. The Attitude Diagrams for the 4 real organizational networks are presented in Figure 2a,b, and the corresponding Change Adoption Diagrams in Figure 3a,b. The Signed Links Diagrams for the 4 real organizational networks are presented in Figure 4 and the corresponding Balance Diagrams in Figure 5. Remark 3. Emergence of Attitude Polarization or Attitude Domination, depending on the number of promoters and adversaries.

The co-existence of promoters and adversaries may drive the network to the polarization of attitudes (all agents eventually adopt extreme attitudes $\psi^+ = 1, \psi^- = -1$, Figures 2a and 3a) or to the domination of one attitude (Figures 2b and 3b). Polarization emerges if the number of promoters and adversaries is 10% versus 10% (Figures 2a and 3a) or higher 15% versus 15% (see Supplementary Material SM II). Domination emerges for lower numbers 5% versus 5% and may be complete (CC, MC, LF networks in Figures 2b and 3b) or “partial” (IT network in Figures 2b and 3b). Concerning “the emergence of the dominant group,” we performed several multiple simulations from the same starting point. We found that the dominant group may be either the “promoters” of change or the “adversaries” of change, with a probability of 50%. This is not astonishing because the number of promoters and adversaries is the same and moreover, they have more or less the same degree centrality (Table 3).

Remark 4. Negative links emerge dynamically (no extrinsic intervention) and approach Equilibrium monotonically.

Although initially all agents are positively linked ($w_\lambda\kappa(t) \geq 0$), negative links are emerging, reaching eventually a maximum value (blue horizontal lines in Figure 4). The emergence of negative weights is due to the weights evolution Formula (1) (Remark 1). The dynamics of positive links are symmetric to the dynamics of negative links. Positive links are decreasing, reaching eventually a minimum value (red horizontal lines in Figure 4), as negative links are increasing. The dynamics of both positive and negative links appear to be monotonic.
Figure 2. (a) Attitude diagrams for the 4 real organizational networks. Both promoters and adversaries have high centrality and the learning rate $\ell$ is 40% (Table 3). The Supporters, Neutrals, and Opponents are represented in the upper, middle and lower lanes, defined by the accepted deviation $\delta = 0.5$ which is indicated by the two blue horizontal lines. The number of promoters versus adversaries is 10\% versus 10\%. Polarization emerges for 10\% versus 10\% or higher 15\% versus 15\% (see Supplementary Material SM II). (b) Attitude Diagrams for the 4 real organizational networks. Both promoters and adversaries have high centrality and the learning rate $\ell$ is 40\% (Table 3). The Supporters, Neutrals, and Opponents are represented in the upper, middle and lower lanes, defined by the accepted deviation $\delta = 0.5$ which is indicated by the two blue horizontal lines. The number of promoters versus adversaries is 5\% versus 5\%. In all cases one of the two groups dominates. Promoters dominate completely for the CC and the MC networks and partially for the IT network. Adversaries dominate the LF network. The dominant group appears to emerge randomly.
Figure 3. (a) Change adoption diagrams for the 4 real organizational networks, corresponding to Figure 2a. (b) Change adoption diagrams for the 4 real organizational networks, corresponding to Figure 2b.

Remark 5. Self-Organization of Balance.

The network is initially fully balanced (Figure 5) due to the absence of negative links (Figure 4). As negative links emerge disorderly, network balance decreases rapidly up to a minimal value (blue horizontal lines in Figure 5). After some time (green vertical lines in Figure 5), as new negative links emerge, a “new” 100% balance is progressively re-established. This “new” balance, however, is including both positive and negative links. This macroscopic outcome is due to a diffusion process involving feedbacks on weight updates, realized via agent-to-agent interactions at the local microscopic level. This “micro-macro link” is a new example of self-organization. The initial balanced positive triangles become unbalanced due to the emergence of negative links, but eventually, the network is “learning” and therefore a “new” balance is established including both positive and negative links. It is also remarkable that the decrease of network balance is realized faster than the re-establishment of balance. This fact is due to the weights evolution Formula (1) which incorporates a “slow-positive” and “fast-negative” effect of the sign of the relevance feedback on the weights dynamics (Assumption 3.1).
Remark 6. Balance emerges concurrently with Polarization or Domination.

The co-evolutionary dynamics (Equations (1) and (3)) results in a new self-organization process of attitudes and social ties. The presence of promoters and adversaries transforms the network of initially same-minded and positively-linked agents in two ways: a network of agents with polarized attitudes or with one dominating attitude (Remark 3) while in parallel, the network balance of initial positive links is destroyed as negative links appear, and eventually a “new” balance emerges such that same-minded agents are positively-linked and different-minded agents are negatively-linked (Remarks 4 and 5). The proposed mechanism (Equations (1) and (3)) provides a dynamical justification for the emergence of structural balance, concurrently with the polarization or domination of attitudes in finite time.

Figure 4. Signed Links Diagrams for the 4 real organizational networks. Both promoters and adversaries have high centrality and the learning rate $\ell$ is 40% (Table 3). The number of promoters versus adversaries is 10% versus 10%. The blue horizontal line indicates the percentage of Final Positive Links (FPL). The red horizontal line indicates the percentage of Final Negative Links (FNL).

Figure 5. Balance Diagrams for the 4 real organizational networks, corresponding to Figure 4. The blue line indicates the minimal value of the Degree of Balance (Definition 9). This minimal value is called Minimal Balance (MB). The green line indicates the time required for balance to take this minimal value. This time is called Minimal Balance Time (MBT). The red line indicates the time required for the re-establishment of balance. This time is called Balance Time (BT).
5. Conditioning Factors

Based on the previous analysis (Section 4) we can estimate how the co-evolving dynamics of attitudes (Remark 3) and balance (Remarks 4–6) are influenced by the number of promoter and adversaries (Q3), the position of promoter and adversaries (Q4) and the learning rate \( \ell \) (Q5). The impact of conditioning factors (Q3), (Q4), (Q5) on the emerging dynamics of attitudes is assessed in terms of Attitude Diagrams (Definition 6) and Change Adoption Diagrams (Definition 7). Polarization emerges for 10% versus 10% or higher 15 versus 15%, while domination emerges for lower numbers 5% versus 5% (see Supplementary Material SM II) (Q3). The Attitude Diagrams and the Change Adoption Diagrams remain qualitatively the same, if the position of promoters and adversaries (Q4) or the learning rate \( \ell \) (Q5) vary according to Table 3. The impact of conditioning factors (Q3), (Q4), (Q5) on balance dynamics is assessed in terms of Signed Links Diagrams (Definition 10) and Balance Diagrams (Definition 11). If the number of promoters and adversaries increases, then the number of Final Negative Links is getting higher while the number of Final Positive Links is getting lower (see Supplementary Material SM II) (Q3). The Signed Links Diagrams and the Balance Diagrams remain qualitatively the same, if the position of promoters and adversaries (Q4) or the learning rate \( \ell \) (Q5) vary according to Table 3.

A quantitative assessment of the impact of conditioning factors (Q3), (Q4), (Q5) on the dynamics of signed links and structural balance is provided in terms of the following 5 estimations:

- The relative change (%) of the number of final positive links (FPL) (Red line in Figure 4)
- The relative change (%) of the number of final negative links (FNL) (Blue line in Figure 4)
- The relative change (%) of the value of minimal balance (MB) (Blue line in Figure 5)
- The relative change (%) of the time to achieve minimal balance (MBT) (Green line in Figure 5)
- The relative change (%) of the time for the re-establishment of balance (BT) (Red line in Figure 5)

These estimations are summarized in Table 4 considering 100 independent simulations of each examined scenario (Table 3). The numerical results for the 4 organizational networks are provided (see Supplementary Material SM III).

Remark 7. The impact of conditioning factors on the dynamics of Balance and Links.

From Table 4 we observe the following three:

(a) As the number of promoters and adversaries increases (Q3), the Minimal Balance and the Minimal Balance Time decrease. For Balance Time we observe a mixed picture: for the MC and LF networks the Balance Time is increasing, while for CC and IT networks there is no clear pattern of change. The Final Positive Links decrease while the Final Negative Links increase. If the number of promoters and adversaries keeps increasing, it is possible that the Final Negative Links become higher than the Final Positive Links. However, this has no impact on the re-establishment of balance. More specifically: once balance is re-established, it remains stable (see Supplementary Material SM V).

(b) As the centrality of promoters and adversaries increases (Q4), the Minimal Balance decreases, while the Minimal Balance Time and the Balance Time have no clear pattern of change. The Final Positive Links decrease while the Final Negative Links increase.

(c) As the learning rate increases (Q5), the Minimal Balance increases, the Balance Time decreases, while for the Minimal Balance Time there is no clear pattern of change. The impact on the Final Positive Links and on the Final Negative Links is negligible.
The dynamics of Signed Links is illustrated further in terms of bar charts indicating:

The relative increase (%) of Final Negative Links, as the number of promoters and adversaries increases (Figure 6). The relative increase (%) of Final Negative Links, as the centrality of promoters and adversaries increases (Figure 7).

The dynamics of Balance is illustrated further in terms of bar charts indicating: The relative decrease (%) of Minimal Balance, as the number of promoters and adversaries increases (Figure 8). The relative decrease (%) of Minimal Balance Time, as the number of promoters and adversaries increases (Figure 9). The relative decrease (%) of Balance Time, as the learning rate increases (Figure 10).

<table>
<thead>
<tr>
<th>Conditioning Factor (Table 3)</th>
<th>Number of Promoters and Adversaries (Q3)</th>
<th>Position of Promoters and Adversaries (Q4)</th>
<th>Learning Rate (Q5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Positive Links (Red lines in Figure 4)</td>
<td>Decrease and Supplementary Material (SM IV, FPL, Figure SM IV.1)</td>
<td>Decrease and Supplementary Material (SM IV, FPL, Figure SM IV.2)</td>
<td>Negligible Impact and Supplementary Material (SM IV, FPL, Figure SM IV.3)</td>
</tr>
<tr>
<td>Final Negative Links (Blue lines in Figure 4)</td>
<td>Increase (Figure 6) and Supplementary Material (SM IV, FNL, Figure SM IV.4)</td>
<td>Increase (Figure 7) and Supplementary Material (SM IV, FNL, Figure SM IV.5)</td>
<td>Negligible Impact and Supplementary Material (SM IV, FNL, Figure SM IV.6)</td>
</tr>
<tr>
<td>Minimal Balance (Blue line in Figure 5)</td>
<td>Decrease (Figure 8) and Supplementary Material (SM IV, MB, Figure SM IV.7)</td>
<td>Decrease and Supplementary Material (SM IV, MB, Figure SM IV.8)</td>
<td>Increase and Supplementary Material (SM IV, MB, Figure SM IV.9)</td>
</tr>
<tr>
<td>Minimal Balance Time (Green line in Figure 5)</td>
<td>Decrease (Figure 9) and Supplementary Material (SM IV, MBT, Figure SM IV.10)</td>
<td>No Pattern of Change and Supplementary Material (SM IV, MBT, Figure SM IV.11)</td>
<td>No Pattern of Change and Supplementary Material (SM IV, MBT, Figure SM IV.12)</td>
</tr>
<tr>
<td>Balance Time (Red line in Figure 5)</td>
<td>Increase for MC, LF networks and Supplementary Material (SM IV, BT, Figure SM IV.13)</td>
<td>No Pattern of Change and Supplementary Material (SM IV, BT, Figure SM IV.14)</td>
<td>Decrease (Figure 10) and Supplementary Material (SM IV, BT, Figure SM IV.15)</td>
</tr>
</tbody>
</table>

**Table 4.** Estimations for the Dynamics of Signed Links and Structural Balance.

*Figure 6.* Relative Increase (%) of Final Negative Links (blue horizontal lines in Figure 4) for the selected values of centrality and learning rate (Table 3). The increase of Final Negative Links when promoters and adversaries increase from 5% to 10% is indicated in the left column. The right column (darker) shows the increase when promoters and adversaries increase from 5% to 15%.
**Figure 7.** Relative Increase (%) of Final Negative Links (blue horizontal lines in Figure 4) for the selected values of learning rate and number of promoters and adversaries (Table 3). The increase of Final Negative Links when the position of promoters and adversaries changes from low centrality to medium centrality is indicated in the left triad of columns. The right triad of columns show the increase when the position of promoters and adversaries changes from low centrality to high centrality.

**Figure 8.** Relative Decrease (%) of Minimal Balance (blue lines in Figure 5) for the selected values of centrality and learning rate (Table 3). The decrease of Minimal Balance when promoters and adversaries increase from 5% to 10% is indicated in the left column. The right column (darker) shows the decrease when promoters and adversaries increase from 5% to 15%.

**Figure 9.** Relative Decrease (%) of Minimal Balance Time (green line in Figure 5) for the selected values of centrality and learning rate (Table 3). The decrease of Minimal Balance Time when promoters and adversaries increase from 5% to 10% is indicated in the left column. The right column (darker) shows the decrease when promoters and adversaries increase from 5% to 15%.
Remark 8. The number of promoters and adversaries has the strongest impact on the dynamics of signed links and balance.

The number of promoters and adversaries (Q3) has the strongest impact on the dynamics of signed links and balance, compared to the impact of the position of promoters and adversaries (Q4) and the learning rate (Q5). This finding is observed in Figs. 6-7 as well as in more detail in the Supplementary Material SM IV.

Remark 9. Increasing the learning rate of weights results in faster re-establishment of Balance.

In order to re-establish balance faster, after the emergence of negative weights (Remarks 4 and 5), the learning rate of the agents should be increased (Figure 10). In this perspective, societies with low learning rates may experience longer durations of structural imbalance.

6. Conclusions

The development of “new mathematical formalisms for the co-evolutionary dynamics of states and interactions” has been identified by Thurner, Hanel, and Klimek as one of the key directions of future research in the theory of complex systems (Chapter 7 of [107]). In this direction, we have modeled and explored the co-evolution of interpersonal ties and attitudes in organizational networks in the presence of conflict, in terms of the Ties-Attitudes co-evolution Equations (1) and (3). We extended the initial analysis, restricted to one spreading process taking place in a “frozen” (static) network [10,11,13–18,20,26], in two ways. Firstly, we considered two competing groups of influential agents (the “promoters” versus the “adversaries” of change) operating concurrently within the same organizational network. Secondly, we formulated the co-evolution of attitudes and network structure at the local microscopic level of agent-to-agent interaction. The model describes the “structural plasticity” of the network as a “learning mechanism” (weight updates depend on the previous values of both weights and attitudes). As a result, co-evolution is intrinsically endogenous. The simultaneous update of attributes and weights, at the local microscopic level, is a key distinction of our model with other agent-based models of network co-evolution, where the updates of attributes and weights, are not realized simultaneously.

We simulated representative scenarios of conflict (solutions of the Ties-Attitudes co-evolution Equations (1) and (3)) in 4 real organizational networks. The co-existence of promoters and adversaries leads to the following remarkable effects:
6.1. Emergence of Attitude Polarization or Attitude Domination (Remark 3)

The co-existence of promoters and adversaries in the co-evolving network may drive the network to two kinds of equilibria: either polarization of attitudes (all agents eventually adopt extreme attitudes) or domination of one attitude. The dominant group appears to emerge randomly. The investigation of scenarios and mechanisms of domination for different percentages of promoters and adversaries, equal or not, should also involve detailed analysis of centralities of promoters and adversaries, which goes beyond the scope of this first exploratory work.

6.2. Intrinsic Emergence of Negative Links, Even Absent Initially (Remark 4)

Although initially all agents are positively linked, negative links are emerging, reaching eventually a maximum value (blue horizontal lines in Figure 5). The emergence of negative weights is due to the feedbacks on weight updates (Remark 1). The dynamics of both positive and negative links are symmetric and monotonic. The role of negative relationships and conflict in organizational networks has already been highlighted [108–111] and moreover, it has recently advanced to multiplex conflict relationships [112].

6.3. Self-Organization of Balance in Directed Signed Networks (Remark 5)

As negative links emerge, network balance decreases rapidly up to a minimal value and afterwards, a “new” balance including both positive and negative links is eventually re-established. The macroscopic emergence of balance due to microscopic local agent-to-agent interactions is an example of “micro-macro link”. Self-organization manifests because negative links emerge, until balance of signed directed triangles is re-established. This re-establishment of balance may be seen as learning of the social network. In order to formulate structural balance in directed networks, we extended Heider’s definition of balance considering directed triangles (Section 4).

6.4. Balance Emerges Concurrently with Polarization or Domination (Remark 6)

The initial balanced network of same-minded and positively linked agents evolves to a “new” balanced network where same-minded agents are positively-linked and different-minded agents are negatively-linked. This “new” balance emerges concurrently with polarization or domination of attitudes.

6.5. The Impact of Conditioning Factors (Remarks 8 and 9)

The number of promoters and adversaries has the strongest impact on the dynamics of signed links and balance, compared to the impact of the position of promoters and adversaries and the learning rate of weights (Remark 8). For a fixed number and positions of promoters and adversaries, increasing the learning rate of weights results in faster re-establishment of balance in the system (Remark 9).

Plan and Simulate Intentional “Divide and Rule” Scenarios

The proposed network co-evolution model (ties-attitudes co-evolution model (1) and (3)) allows to design control scenarios involving conflict. For example, the planning and simulation of slow or fast re-establishment of balance, or the intentional emergence of structural split and polarization. The action of promoters and adversaries resembles the action of driver nodes [105] for network control.
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