Exact Evaluation of Statistical Moments in Superradiant Emission
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Abstract: Superradiance describes the coherent collective radiation caused by the interaction between many emitters, mediated by a shared electromagnetic field. Recent experiments involving Bose–Einstein condensates coupled to high-finesse cavities and interacting quantum dots in condensed-matter have attracted attention to the superradiant regime as a fundamental step to create quantum technologies. Here, we consider a simplified description of superradiance that allows the evaluation of statistical moments. A correspondence with the classical birthday problem recovers the statistical moments for discrete time and an arbitrary number of emitters. In addition, the correspondence provides a way to calculate the degeneracy of the problem.
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1. Introduction

Superradiance describes the coherent collective radiation caused by the interaction between \( N \) emitters, mediated by a shared electromagnetic field [1]. The phenomenon occurs when the average distance between emitters is smaller than the emitted wavelength, producing an emission pattern that differs markedly from the spontaneous emission of photons by isolated atoms. Supporting experimental evidence shows that the electric dipole of atoms in the atomic cloud becomes strongly correlated, producing coherent radiation less sensitive to thermal fluctuations of optical cavities [2–4], which can be used to improve the precision of atomic clocks [5]. Dicke first predicted superradiance after considerations on symmetries and conservation laws of total angular momentum in matter–light interaction in cavities. Almost 70 years after its discovery, superradiance remains a topic of intense experimental and theoretical research in quantum many-body physics [6,7].

Although its origins can be tracked down to the foundation of quantum optics, superradiance has found applications in condensed-matter physics. More specifically, the experimental observation of superradiance in ensembles of quantum dots suggests long-range electromagnetic interactions can be fine-tuned for creating quantum technologies, by selecting an appropriate density of quantum dots, their physical dimensions, and their atomic composition or the surrounding media [8]. The iconic spontaneous mission of photons by emitters may not occur as \( N \) independent events, even for \( N = 2 \), as verified in recent experiments [9]. Enhanced spontaneous emission can also occur due to strong correlations between quantum dots immersed in confining potentials [10]. More broadly, theoretical and experimental studies of superradiance in condensed–matter have led to reexamination of collective effects in nanoscale systems [11,12], metallic nanoparticles and nanostructures [13,14], and magnetic nanosystems, as well [15–18].
Meanwhile, experimental realizations of the superradiant regime in Bose–Einstein condensates coupled with optical cavities have provided insights into quantum phase transition between normal and superradiant phases [19,20]. In these experiments, the atomic condensate remains trapped inside a high finesse optical cavity. A continuous wave with the frequency far detuned from relevant atomic transition is pumped onto the condensate, transverse to the axis of the optical cavity. Because the pump wave is detuned, the interaction is dispersive with negligible spontaneous emission. As a result, waves are scattered into the cavity with resonant frequency $\omega$, which self-organize the condensate in a spatial lattice, with half-wavelength spacing. Even more, the resulting lattice acquires one out of two possible orientations, suggesting a $Z_2$ spontaneous symmetry-breaking at the quantum phase transition [21]. Indeed, a phase transition in the Dicke model has been predicted by Hepp and Lieb [22].

The Hamiltonian of the Dicke model reads:

$$\hat{H} = \hbar \omega \hat{a}^\dagger \hat{a} + \hbar \omega_0 \hat{J}_z + \frac{\gamma}{\sqrt{N}} (\hat{a}^\dagger + \hat{a}) \hat{J}_x,$$

(1)

formed by $N$ two-level emitters with energy $\hbar \omega_0$ and a single bosonic mode with cavity frequency $\omega$ and coupling $\gamma$. The collective pseudospin operators $\hat{J}_\mu (\mu = x, y, z)$ satisfy the usual relations $[\hat{J}_x, \hat{J}_\beta] = i\hbar \sum_\mu \epsilon_{\alpha \beta \mu} \hat{J}_\mu$. The light–matter interaction is described by the operator $(\hat{a}^\dagger + \hat{a}) \hat{J}_x = (1/2) (\hat{a}^\dagger \hat{J}_+ + \hat{a} \hat{J}_-) + (1/2) (\hat{a}^\dagger \hat{J}_x + \hat{a} \hat{J}_x)$. This operator carries two familiar transitions, namely the emission of a photon to the cavity and the photon absorption, as well as two apparently non-conservative energy transitions: photon emission followed by atomic excitation and photon absorption followed by atomic relaxation. They appear non-conservative because pump waves are not taken into account, resulting in an open system. Finally, the intensity $I$ produced by a superradiant system contains contributions proportional to $|\langle j, m_z = 1 | \hat{J}_z | j, m_z \rangle|^2 = j(j + 1) - m(m + 1)$. For $j = N/2$, transitions starting from quantum states with $m_z = 0$ maximize the emission of radiation and produce $I \propto N^2$, which is one of the hallmarks of superradiance. The intensity diminishes for other values of $|m_z|$, becoming a linear function of $N$ for $|m_z| = j = N/2$.

To date, Bose–Einstein experiments have offered the most flexibility to select couplings and explore the superradiant phase transition and its critical properties in detail. Among them is the emergence of long-range correlations among emitters, which can be further explored to create faster procedures for information storage and retrieval in qubit networks [23]. The key aspect to understand the underlying physics in the Dicke model is the proper comprehension of self-organizing phenomena [12]. The ordered collective behavior arises from small fluctuations and develops positive feedback [24–29]. These collective effects are observable and reveal the effect of higher order statistical moments and correlation functions. In the Dicke model, several approaches have been proposed to capture the minimal cooperative properties. In the thermodynamic limit ($N \gg 1$), the model has been studied in the rotating wave approximation (RWA) [22,30]. More recently [31], without RWA and using the Holstein–Primakoff transformations with $N \gg 1$, Emary and Brandes presented an exact solution, where they verified the existence of quantum phase transitions and the emergence of a chaotic regime. For finite $N$, the interference among confined emitters is enhanced by finite size effects, and the model is non-integrable [32], while the available solutions are restricted to numerical ones [33,34].

More recently, semiclassical approximations have provided a far more concrete structure of the density of states of the Dicke model, including evidence of excited-state quantum phase transitions [7,35]. These advances also include microcanonical calculations and thermodynamic properties [36]. However, a complete picture of the quantum problem is still lacking. Alternatively, one can probe the properties of superradiant systems using inferences from stochastic processes. While limited in scope, the purpose of simplified models is to produce insights into specific aspects of the dynamics of superradiance in a more tractable manner [37]. Here, we address the evaluation of statistical moments and degeneracy in superradiance by considering a correspondence between a self-organizing process, which mimics the superradiance, and the well-known birthday problem. This connection allows one to study the degeneracy in both a small and large number of emitters and,
thus, the aspects of the superradiant dynamics. The outline of the paper is as follows. In Section 2, we introduce a self-organizing process, in which a small initial fluctuation gives rise to the rapid growth of photon numbers in the cavity. The existing symmetries are identified, and analytic expressions for the \( \ell \)th statistical moments are derived. In Section 3, a correspondence between the self-organizing process and the birthday problem is unveiled allowing the exact evaluation of the \( \ell \)th statistical moment beyond the Poisson approximation (arbitrary time) and small \( N \). We present a Monte Carlo example and compare its results to our exact calculations. Our closing remarks are listed in Section 4.

2. Superradiance

At its core, a superradiant pulse mimics a cascade of photon emission from a population composed of excited emitters. The complexity of the phenomenon arises from the coupling with a shared radiation field: the ensemble of \( N \) emitters can only create a single photon per unit of time, according to Equation (1). The constraint introduces temporal correlations among the emitters that dictate the collective decay. Here, we consider a self-organizing system formed by \( N \) emitters in a resonant cavity. Each emitter has two levels, and they are located close enough to each other to interfere through the common radiating field. At a given time instant \( t \), there are \( n(t) \) emitters in their respective ground states and \( N - n(t) \) excited emitters. The self-organizing constraint is imposed by stating that no more than one emission occurs during a time interval \( \delta t \), i.e., photon emission events are not independent.

The emission process is composed by two stochastic events. A single emitter among \( N \) available is selected with uniform probability \( p = 1/N \). If the selected emitter is found in the excited state, the subsequent emission occurs with conditional probability \( p_e = 1 \), otherwise \( p_e = 0 \). This stochastic process ensures that the total number of excited states can only be decremented by one for successive time steps. The assumption of uniform \( p \) implies that emitters are equally affected by the radiation field. It oversimplifies the spatial distribution of emitters in atomic clouds, excluding superradiant emission due to non-linear effects \[37\]. A naive analysis of the collective probability distribution, ignoring the superradiant constraint and thus correlations among emitters, leads to a Poissonian distribution. This is not the case, as we show in what follows.

Let \( |n\rangle \) represent the configuration containing \( n \) emitters in the ground state in an ensemble with \( N \) emitters. The stochastic process compromises the transitions that occur along time on the vectors \( |n\rangle \). The transitions are encoded by the transition matrix \( \hat{T} \), which reads:

\[
\hat{T} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
1 & p & 0 & \cdots & 0 \\
0 & 1 - p & 2p & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & 1 - p \\
0 & 0 & 0 & \cdots & p & 1
\end{pmatrix},
\]

as illustrated in Figure 1. The operator \( \hat{T} \) possesses some notable properties: \( \text{Tr}(\hat{T}) = (1 + p)/2 \), and \( \sum_{\mu=0}^{N} T_{\mu \nu} = 1 \) ensures probability conservation. In addition, \( \hat{T} \) is triangular with a clear pattern for each occupation level \( n \). The analogy with angular momentum algebras leads to:

\[
\hat{T} = p(\hat{J}_z + j \hat{1}) + \hat{J}_+, \tag{3}
\]

where \( \hat{1} \) is the identity operator, \( n = m_z + j \) \((j = 0, 1, \ldots, N/2 \text{ and } m_z = -j, -j+1, \ldots, j)\), \( \hat{J}_+ |n\rangle = (1 - pn) |n + 1\rangle \). Accordingly, \( [\hat{J}_z^2, \hat{T}] = 0 \), and \( j \) is a conserved quantity. The eigenvalue \( j \) is set by the initial conditions: for \( N \) emitters in the excited state, \( j = N/2 \).

Once the transition matrix is defined, one writes the master equation:

\[
\partial_t |P(t)\rangle = -\hat{H} |P(t)\rangle, \tag{4}
\]
in which $\hat{H} \equiv (\hat{1} - \hat{T})/\delta t$ is the generator of temporal translations, with a role similar to the Hamiltonian in quantum systems. The probability vector $|P(t)\rangle = P_0(t)|0\rangle + P_1(t)|1\rangle + \cdots + P_N(t)|N\rangle$ is a linear combination of occupation vectors, and the coefficients $P_n(t)$ describe the instantaneous probability to measure $n$ emitters in the ground state. The coefficients $0 \leq P_n(t) \leq 1$ satisfy $\sum_{n=0}^{N} P_n(t) = 1$. The eigenvalues of $\hat{H}$ are readily available, $E_n = (1 - p)n$, with $n = 0, 1, \ldots, N$, but the $\hat{H}$ is not Hermitian. As a result, right and left eigenvectors, respectively $|\phi_k\rangle$ and $\langle \chi_k |$, are not related by Hermitian conjugation. The eigenvectors obey the identity decomposition, $\sum_{k=0}^{N} |\phi_k\rangle \langle \chi_k | = \hat{1}$, and are orthogonal to each other. Using the spectral decomposition, the solution of the stochastic problem reads $|P(t)\rangle = \sum_{n=0}^{N} c_n e^{-Et}|\phi_n\rangle$, with $c_n = \langle \chi_n |P(0)\rangle$. The mode with vanishing eigenvalue $E_N$ describes the asymptotic solution or stationary state, corresponding to all emitters in their respective ground states.

![Figure 1](image)

Figure 1. Superradiant stochastic process. The picture illustrates the transition $|n\rangle \rightarrow |n + 1\rangle$ (horizontal arrows), with conditional probability $P(n+1,t+\delta t|n,t) = 1 - np$, and the transition $|n\rangle \rightarrow |n\rangle$ (loops), $P(n,t+\delta t|n,t) = np$. States with higher occupancy rates $n \gg 1$ have lower chances of radiating and spend more time in the same configuration. This process can be identified as the classical coupon collector’s problem.

We propose an educated guess for left and right eigenvectors: there is a one-to-one correspondence between the coefficients of $\langle \chi_n |$ and the coefficients of the Pascal triangle of order $N$. Note that it is necessary to calculate only one set of eigenvectors, say $\{ |\chi_n\rangle \}$, because the remaining eigenvectors can be calculated via $\sum_{k=0}^{N} |\phi_k\rangle \langle \chi_k | = \hat{1}$. Surprisingly, the coefficients of $|\phi_n\rangle$ are also related to the Pascal triangle. For instance, the eigenvalues and respective right (left) eigenvectors are found in Table 1 (Table 2) with $N = 4$. The initial probability vector $|P(0)\rangle = |0\rangle$ acquires the following decomposition:

$$|P(0)\rangle = \sum_{n=0}^{N} \binom{N}{n} |\phi_n\rangle.$$  \hspace{1cm} (5)

Using this result, we calculate the $\ell$th moment of the occupation number:

$$\langle n^\ell (t) \rangle = e^{-t} \sum_{k=0}^{N} \binom{N}{k} \binom{N-k}{n-k} (-1)^{n+k} n^\ell .$$  \hspace{1cm} (6)

so that the first statistical moment is $\langle n(t) \rangle = N(1 - e^{-t/N})$. As expected, the system converges exponentially to a stationary state with a characteristic time scale $\tau = N$. Similarly, the second moment is evaluated,

$$\frac{\langle n^2(t) \rangle}{N^2} = 1 - \left( 2 - \frac{1}{N} \right) e^{-t/N} + \left( 1 - \frac{1}{N} \right) e^{-2t/N},$$  \hspace{1cm} (7)

while the standard deviation per emitter is:

$$\sigma = \frac{e^{-t/2N} \sqrt{N}}{N} + o(e^{-3t/2N}).$$  \hspace{1cm} (8)
This process is repeated \( \kappa \) times. A sample is formed by the list of \( \kappa \) recorded labels. In each sample, let \( n \) be the number of distinct labels. Thus, \( n = 1, \ldots, \min(\kappa, N) \). We call \( \Omega_{\kappa,n} \) the number of possible samples with \( n \) different labels.

### 3. The Birthday Problem

Despite the hardships mentioned above, it is possible to craft a general solution using an elegant analogy with the classical process of drawing samples from an urn with \( N \) distinct emitters. One at a time, an emitter is drawn from the urn; its label is recorded in a list, and then, it is replaced in the urn. This process is repeated \( \kappa \) times. A sample is formed by the list of \( \kappa \) recorded labels. In each sample, let \( n \) be the number of distinct labels. Thus, \( n = 1, \ldots, \min(\kappa, N) \). We call \( \Omega_{\kappa,n} \) the number of possible samples with \( n \) different labels.

### Table 1. Right eigenvectors \( |\phi_k\rangle = \sum_{n=0}^{N} d_n^{(k)} |n\rangle \) of \( \hat{H} \) with \( N = 4 \). The first row displays the eigenvalues \( E_k \), while columns display the coefficients \( d_n^{(k)} \) in the basis \( |n\rangle \). Observe the combinatorial pattern in each column \( d_n^{(k)} = (-1)^{k+n}(N-k)!/(n-k)!(N-n)! \) for \( n \geq k, 0 \) otherwise.

<table>
<thead>
<tr>
<th>( E )</th>
<th>1</th>
<th>3/4</th>
<th>2/4</th>
<th>1/4</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_0 )</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d_1 )</td>
<td>-4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d_2 )</td>
<td>6</td>
<td>-3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( d_3 )</td>
<td>-4</td>
<td>3</td>
<td>-2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( d_4 )</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 2. Left eigenvectors \( \langle \chi_k | = \sum_{n=0}^{N} q_n^{(k)} |n\rangle \) of \( \hat{H} \) with \( N = 4 \). The first column displays the eigenvalues \( E_k \), while rows display the coefficients \( q_n^{(k)} \) in the basis \( \langle n | \).

<table>
<thead>
<tr>
<th>( E )</th>
<th>( q_0 )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( q_3 )</th>
<th>( q_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/4</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/4</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The crucial step that leads to Equation (6) is counting degenerate states derived from ordered permutations of \( N \) distinct objects. To do so, we consider the ordered time evolution (OTE) vector \( |\psi(t_k)\rangle \equiv |l_1 l_2 \cdots l_k\rangle \), at discrete time \( t_k \). For the sake of convenience, \( t_k = \kappa \delta t \). Here, \( l_j = 1, 2, \ldots, N \) identifies a single emitter selected at time \( t_j \), with \( j = 1, 2, \ldots, \kappa \). In this way, \( |\psi(t_k)\rangle \) is just a list containing all emitters selected along the time evolution. The number of distinct emitters selected during the interval \( \kappa \delta t \) is extracted using the operator \( M \), such that \( M|\psi(t_k)\rangle = m_k|\psi(t_k)\rangle \), with \( m_k = \sum_{n=1}^{N} \theta \left( \sum_{j=1}^{\kappa} \delta_{n,l_j} \right) \), where \( \theta(x) \) is the step function \( \theta(x > 0) = 1 \), zero otherwise. Each eigenvalue \( m_k \) is \( \Omega_{\kappa,m_k} \) degenerated. There are two discrete symmetries that leave \( M \) invariant: permutation of \( \kappa \) elements along time and permutation of \( N \) distinct objects. Both symmetries are expressed using the symmetric group \( S_\kappa \otimes S_N \). Defining \( \Omega_k = \sum_{m=0}^{N} \Omega_{\kappa,m} \), the mean number of emitters in the ground state at time \( t_k \) is:

\[
\langle m_k \rangle = \frac{1}{\Omega_k} \sum_{m=0}^{N} m \Omega_{\kappa,m} .
\]  

We stress that the analytic calculations of the degeneracy \( \Omega_{\kappa,m} \) become increasingly harder as either \( N \) or the time interval increases. Ultimately, the distribution \( P_n(t) \) is the main goal, from which one can calculate or infer, for example, the instantaneous density of states or the instantaneous entropy \( S(t) = -\sum_{n=0}^{N} P_n(t) \ln P_n(t) \). The values of \( P_n(t) \) can be obtained either from statistical moments \( \langle n^l(t) \rangle \) or from the instantaneous ratios \( \Omega_{\kappa,n}/\Omega_k \). However, it turns out that the calculation of \( \Omega_{\kappa,m} \) can be simplified via a correspondence between the stochastic process and the classical birthday problem.
This is precisely the formulation of the birthday problem, a set of $\kappa$ elements and uniform randomly-chosen tags are assigned out of a set of $N$ tags, with replacement, to each element. One concern is on the probability of having $n$ distinct tags (out of $N$) assigned to the $\kappa$ elements. There is a clear correspondence between the OTE configuration vectors in the limit $n \to m_\kappa$ and $\Omega'_{k,n} \to \Omega_{k,m_{\kappa}}$. The number of ways $N$ distinct tags can be assigned to $\kappa$ elements is $N^\kappa$. One can group the $\kappa$ elements according to the $n$ distinct tags. This counting is given by the Stirling number of the second kind, which is non-vanishing for $n \geq 1$ and written as:

$$\left\{ \frac{\kappa}{n} \right\} = \frac{1}{n!} \sum_{j=0}^{\kappa} (-1)^j \binom{n}{j} (n-j)^\kappa. \quad (10)$$

Furthermore, the number of possible distinct $N$ tags in each group of size $n$ is given by the falling factorial power, which we represent by the Pochhammer symbol $(N)_n = N(N-1) \ldots (N-n+1)$. The number of possible ways of grouping $n$ distinct tags out of $N$ in $\kappa$ elements is precisely:

$$\Omega'_{k,n} = (N)_n \left\{ \frac{\kappa}{n} \right\} = \left( \frac{N}{n} \right) \sum_{j=0}^{n} (-1)^j \binom{n}{j} (n-j)^\kappa. \quad (11)$$

In addition, the total number of groupings reduces to a far simpler expression:

$$\Omega'_{\kappa} = \sum_{n=0}^{\min(\kappa, N)} \Omega'_{k,n} = \sum_{n=0}^{\kappa} (N)_n \left\{ \frac{\kappa}{n} \right\} = N^{\kappa}, \quad (12)$$

the upper limit in the summation can be taken to be $\kappa$ since $\{\kappa/n\}$ vanishes for $n > \kappa$.

The interpretation using the finite permutation group is very appealing. For a fixed $\kappa$, the $\ell^{th}$ statistical moment of $n$ is:

$$\langle n^\ell(t) \rangle = \frac{\sum_{n=0}^{\min(\kappa, N)} \Omega'_{k,n} n^\ell}{\Omega'_{\kappa}} = \frac{1}{N^{\kappa}} \sum_{n=0}^{\kappa} (N)_n \left\{ \frac{\kappa}{n} \right\} n^\ell. \quad (13)$$

The degeneracy $\Omega'_{k,n}$ is required to evaluate higher statistical moments in both microscopic and OTE approaches. However, the OTE results are valid for arbitrary time intervals between consecutive events, whereas the microscopic approach requires the temporal differential equation. Thus, OTE can properly describe the rapid fluctuations that would not be captured otherwise during the transient. For $\ell = 1$, one calculates that:

$$\langle n(t) \rangle = N \left[ 1 - \left( 1 - \frac{1}{N} \right)^t \right] \approx N(1 - e^{-t/N}), \quad (14)$$

and for $\ell = 2$,

$$\frac{\langle n^2(t) \rangle}{N^2} = \frac{\langle n(t) \rangle}{N} - \left( 1 - \frac{1}{N} \right)^{t+1} \left[ 1 - \left( \frac{1/2}{1 - 1/N} \right) \right]. \quad (15)$$

Direct comparison between Equations (6) and (13) shows that both provide the same asymptotic $k = 1$ statistical moment. However, there is a striking difference: the OTE description in Equation (13) is based on the symmetries of finite groups, and it is also valid for arbitrary time intervals, whereas Equation (6) requires constant and small time intervals $\delta t$.

Figure 2 shows the time evolution of scaled standard deviation $\sigma(t)/\sqrt{N}$, for $N/32 = 100, 200, 500, 1000$, where all ensembles collapse under a single curve, dominated by the decay rate $\tau = 2N$ in discrete time. The standard deviation $\sigma(t)$ exhibits a maximum at $(t^* / N) \approx 1.3$, characterizing the rapid population change associated with the superradiant emission. However, these findings differ from the qualitative analysis of the Dicke model. In particular, $\langle n(t^*) \rangle \approx 0.73N > N/2$. 

Considering $\delta t = 1/(Np_e)$, since at most a single emission can occur within the time interval $\delta t$, the average emitted power is $P_{\text{avg}} = \hbar \omega \langle n(t^*) \rangle / (t^* \delta t) \propto \hbar \omega N p_e$, which fails to recover the $N^2$ behavior expected for superradiance. This can be explained by noting that the transitions in the Dicke model increases approximately with $nN$ until the maximum intensity is reached. Therefore, the simplification embedded in our model, that $p_e$ remains constant along the process, slows downs the cascade of emissions and reduces the power of emitted radiation.

**Figure 2.** Time evolution of $\sigma(t)/\sqrt{N}$ using Monte Carlo simulations (50,000 runs). The natural time scale $t/N$ was employed so that the scaled standard deviation $\sigma(t/N)/\sqrt{N}$ collapses under a single shared curve, for small and large $N$. The inset (log scale) displays the long time dominant behavior, which has a characteristic decay time $\tau = 2N$.

4. Conclusions

We have shown that the OTE approach can be used to compute high-order statistics in self-organizing systems. The increased dimensional space permits the identification of finite symmetries and novel recurrence relations, which are used to evaluate high-order statistics required in superradiant systems. Despite these advances, we stress that the model considered in this study oversimplifies the superradiant dynamics by assuming a fixed conditional probability of emission $p_e = 1$. An improved version of the model should contemplate $p_e$ as a function of $n$, or at least consider an upper value $p_e^{\text{upper}} \propto N$, to address the $N^2$ behavior of the radiation intensity in superradiance. Finally, we also mention that the method can also be used in other stochastic problems such as the disease spreading by aerial vectors. In vector-borne diseases, pathogens are transmitted between humans or from animals to humans through bloodsucking insects. Examples of those diseases are: Dengue fever, yellow fever, malaria, and leishmaniasis, just to cite a few. Analogous to the process of drawing samples from an urn, each bite can be seen as drawn from an urn (population) with $N$ distinct balls (hosts). Therefore, assuming that insect bites are randomly distributed among hosts, our result (Equation (6)) can be used to evaluate the statistical moments of this probabilistic system; where $k$ is the number of bites, $N$ the number of host individuals, and $n$ is the number infected hosts.
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