Decision Making Approach under Pythagorean Dombi Fuzzy Graphs for Selection of Leading Textile Industry
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Abstract: Graphs play a pivotal role in structuring real-world scenarios such as network security and expert systems. Numerous extensions of graph theoretical conceptions have been established for modeling uncertainty in graphical network situations. The Pythagorean Dombi fuzzy graph (PDFG), a generalization of the fuzzy Dombi graph (FDG), is very useful in representing vague relations between several objects, whereas the operational parameter has a flexible nature in decision-making problems. The main objective of this research study is to expand the area of discussion on PDFGs by establishing fruitful results and notions related to operations such as the direct product, Cartesian product, semi-strong product, strong product, and composition on PDFGs. Certain concepts, including the degree of vertices and total degree, are discussed as its modifications. Meanwhile, these outcomes are considered on PDFGs maintaining the strongness property. At the end, an algorithm for Pythagorean Dombi fuzzy multi-criteria decision-making is given, and a numerical example based on the selection of a leading textile industry is put forward to clarify the suitability of the proposed approach.
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1. Introduction

In the last several years, many operators were established that occurred in various monographs with regard to fuzzy logic; specifically, min-max, Frank, Einstein, product, Hamacher, and Dombi operators. These parametric families gain one’s attention from a practical point of view as different arguments can be made by taking into account different values of the parameters. Zadeh [1] proposed the concept of the min operator for introducing a fuzzy set (FS). Hamacher [2] showed that these operators can be easily created by considering the solution of associative operation equality. Later, rational structures were obtained under Kuwagaki’s results [3]. From that time, a more generalized form, i.e., triangular norms (t-norms) and triangular conorms (t-conorms), was explored by the scholars active in the fuzzy theory area. Within the probabilistic metric framework, t-norms and t-conorms were initiated by Menger [4], where the distance between objects was narrated by numbers. Many axioms concerning t-norms and t-conorms were given by Schweizer and Sklar [5]. Furthermore, Alsina et al. [6] certified these norms as standard models for defining the union and intersection of FSs. Several summarizations and extensions of meaningful results of $T$-operators can be observed in Klement et al. [7] and [8], respectively. Zadeh’s min and max operators have been widely
used in almost every fuzzy logic application, but from the theoretical and experimental perspective, other $T$-operators may produce better outcomes, especially in decision-making situations, such as the product operator may be preferred over the minimum operator [9]. Before the appropriate choice of these operators, one has to examine the features of $T$-operators like simplicity, suitability, and the implementation of software and hardware. Since the work and study on these operators has expanded, a variety of choices exists for selecting $T$-operators that may be preferred for a given analysis.

Graphs connect objects, but if in the connection there exists vagueness, then it can be considered as a fuzzy graph (FG). Rosenfeld [10] presented the structure of FG by establishing the fuzzy relation on FS with minimum and maximum operators. Further, several operations on FGs were discussed by Mordeson and Peng [11]. As the hesitant part was not clearly expressed, therefore Atanassov [12] generalized FSs to intuitionistic fuzzy sets (IFSs) by appointing membership $\mu$ and non-membership grade $\nu$ to the units, fulfilling the requirement $\mu + \nu \leq 1$ with hesitant part $\pi = 1 - \mu - \nu$. Due to the wide range of graph theory applications, Shannon and Atanassov [13] gave the proposal of IFGs by taking into account intuitionistic fuzzy relations on IFSs. To deal with impreciseness and complex uncertainty, Yager [14–16] developed Pythagorean fuzzy sets (PFSs) with the requirement $\mu^2 + \nu^2 \leq 1$, where $\nu$ and $\mu$ depict non-membership and membership grade, respectively. After that, the dual aspects of a unit were explained by Zhang and Xu [17] with the Pythagorean fuzzy number (PFN). In any decision-making atmosphere, the encouragement of PFSs can be seen; a professional provides the preferable information with membership $\mu = 0.8$ and non-membership $\nu = 0.3$, and one may observe that the IF number fails to tackle this state, as $0.8 + 0.3 > 1$. Besides, $(0.8)^2 + (0.3)^2 \leq 1$. Hence, a greater amount of haziness can be dealt with by the help of PFSs. The concept of PFS has been prosperously applied in numerous fields [17,18]. In practical MCGDM situations, Akram et al. [19,20] proved that PFSs are much more reliable in handling haziness. Under the PF environment, some operations [21] and the TODIM technique for MCDM problem [22] have been studied. Moreover, it has been examined from several perspectives, in particular aggregation operators [23,24]. Garg [25–28] inspected and explored numerous applications of PFSs in a decision support system. As an extensive range of applications, such as database theory, optimization of networks, and decision-making are covered by means of graphs, hence on this basis, Naz et al. [29] presented the notion of Pythagorean fuzzy graphs (PFGs) by considering min and max operators. Verma et al. [30] discussed strong PFGs and proffered complements. The energy of PFGs was put forward by Akram and Naz [31]. Under PF circumstances, Akram et al. [32–35] presented certain graphs and analyzed their essential characteristics. Naz et al. [36] developed operations and their application under single valued neutrosophic situation. Akram and Habib [37] discussed the regularity of $q$-rung picture fuzzy graphs with applications. Habib et al. [38] presented the notion of $q$-rung orthopair fuzzy competition graphs by considering the most wide spread max and min operators and gave an application in the soil ecosystem. Akram et al. [39] explored the concept of the edge regularity of $q$-rung picture fuzzy graphs.

Dombi [40] inaugurated the Dombi operator with operational parameter $\lambda$ in 1982. Afterward, he [41] generalized them. The sign of this operational parameter makes it exceptional. It is very helpful in making decisions, as by choosing different values of $\lambda$, distinct arguments can be formed depending on one’s requirement. For this precedence, Dombi operations were later used by Chen and Ye [42], Shi and Ye [43], and Jana et al. [44] in MCDM situations. By using the Dombi–Bonferroni mean operator, Liu et al. [45] solved the MCGDM problem. In a hesitant fuzzy environment, He [46] explored typhoon disaster assessment by taking into account Dombi operators. Recently, Akram et al. [47] proffered Pythagorean Dombi fuzzy aggregation operators and gave an application for better understanding. From the existing research, it is noted that in decision-making areas, Dombi operational parameters have an excellent nature. Since FG can easily model and structure decision-making situations with vagueness, a very insufficient attempt has been made to utilize the Dombi operator in graph theory. Hence, on this base, Ashraf et al. [48] provided the notion of the Dombi fuzzy graph (DFG). As PF models are more versatile and practical than fuzzy and IF models for describing uncertain information that appear in decision-making circumstances, such as mathematics, engineering, medical, artificial
intelligence, and social sciences, Akram et al. [49] presented the idea of PDFG by considering the point that for extending classical graphs to PFGs, max and min operators are not always preferred to deal with certain world problems. Furthermore, the development inaugurated by Klement, Hamachar, Alsina and other inventors was put together in the area of PFG theory, and the use of the $\mathcal{T}$-operator, mainly, the Dombi operator was demonstrated. Graph operations produce new classes of graphs from initial ones, which in turn may be useful for the modeling and recognition of computer network designs. In this research article, various operations of the proposed graph, such as the direct product, semi-strong product, strong product, Cartesian product, and composition, are developed, and a number of their significant characteristics are explored, as they are widely used for structuring reliable models. These graph products can be utilized to create and examine series of real-world networks, in particular, communication and road networks. Further, the degree of vertices and total degree are defined as a modification, of the resultant PDFGs, acquired from the given PDFGs using these operations.

The presented research article is structured as follows: Section 2 proposes the novel concept of certain Pythagorean Dombi fuzzy graphs such as direct, Cartesian, semi-strong, and composition with appropriate illustrations. Section 3 presents a decision-making algorithm in the Pythagorean Dombi fuzzy environment and solves a numerical example to illustrate the developed method. Section 4 contains concluding remarks and points out directions for future work.

2. Certain Pythagorean Dombi Fuzzy Graphs

In this section, certain Pythagorean Dombi fuzzy graphs including direct, Cartesian, semi-strong, strong, and composition are defined with their essential features, as these graphs play a crucial role in structuring and designing reliable communication and road networking models.

2.1. Direct Product of Pythagorean Dombi Fuzzy Graphs

Definition 2.1. Let $A_j$ and $B_j$ be the Pythagorean fuzzy subsets of $V_j$ and $E_j$ ($j = 1, 2$), respectively. The direct product of PDFGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, is represented by $G_1 \times G_2 = (A_1 \times A_2, B_1 \times B_2)$, defined as:

\[
\begin{align*}
(i) \quad & \left\{ \begin{array}{l}
(\mu_{A_1} \times \mu_{A_2})(s_1, s_2) = \frac{\mu_{A_1}(s_1)\mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)} \\
(v_{A_1} \times v_{A_2})(s_1, s_2) = \frac{v_{A_1}(s_1) + v_{A_2}(s_2) - 2v_{A_1}(s_1)v_{A_2}(s_2)}{1 - v_{A_1}(s_1)v_{A_2}(s_2)}
\end{array} \right.
\end{align*}
\]

for all $(s_1, s_2) \in V_1 \times V_2$,

\[
(ii) \quad \left\{ \begin{array}{l}
(\mu_{B_1} \times \mu_{B_2})(s_1, t_1, s_2, t_2) = \frac{\mu_{B_1}(s_1, t_1)\mu_{B_2}(s_2, t_2)}{\mu_{B_1}(s_1, t_1) + \mu_{B_2}(s_2, t_2) - \mu_{B_1}(s_1, t_1)\mu_{B_2}(s_2, t_2)} \\
v_{B_1}(s_1, t_1, s_2, t_2) = \frac{v_{B_1}(s_1, t_1) + v_{B_2}(s_2, t_2) - 2v_{B_1}(s_1, t_1)v_{B_2}(s_2, t_2)}{1 - v_{B_1}(s_1, t_1)v_{B_2}(s_2, t_2)}
\end{array} \right.
\]

for all $s_1t_1 \in E_1$ and $s_2t_2 \in E_2$.

Example 1. Consider PDFGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ on $V_1 = \{s_1, s_2\}$ and $V_2 = \{t_1, t_2\}$, respectively, as represented in Figure 1. Their direct product $G_1 \times G_2$ is given in Figure 2.

![Figure 1](image-url)  
**Figure 1.** Pythagorean Dombi fuzzy graphs.
By routine computations, one can view from Figure 2 that $G_1 \times G_2 = (A_1 \times A_2, B_1 \times B_2)$ is a PDFG of the underlying crisp graph $G'_1 \times G'_2 = (V_1 \times V_2, E_1 \times E_2)$.

**Proposition 1.** If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are two PDFGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the direct product $G_1 \times G_2$ of $G_1$ and $G_2$ is the PDFG of $G'_1 \times G'_2$.

**Proof.** Assume that $G_1$ and $G_2$ are two PDFGs of underlying crisp graphs $G'_1$ and $G'_2$, respectively. Further, suppose that $G = G_1 \times G_2 = (A_1 \times A_2, B_1 \times B_2)$ is the direct product of $G_1$ and $G_2$, where $A = A_1 \times A_2$ and $B = B_1 \times B_2$ are the PF vertex and edge set, respectively. Let $(s_1, s_2)(t_1, t_2) \in E_1 \times E_2$.

If $s_1t_1 \in E_1$ and $s_2t_2 \in E_2$, then the membership grade is:

$$\mu_{B_1} \times \mu_{B_2}((s_1, s_2)(t_1, t_2)) \leq T(\mu_{B_1}(s_1t_1), \mu_{B_2}(s_2t_2))$$

Taking $\mu_{A_1}(s_1) = u$, $\mu_{A_1}(t_1) = v$, $\mu_{A_2}(s_2) = w$, and $\mu_{A_2}(t_2) = x$, we have:

$$\mu_{B_1} \times \mu_{B_2}((s_1, s_2)(t_1, t_2)) \leq T\left( \frac{uv}{u + v - uv}, \frac{wx}{w + x - wx} \right)$$

$$= \frac{(u + v - uv)(w + x - wx)}{u + v - uv + w + x - wx - (u + v - uv)(w + x - wx)}$$

$$= \frac{(u + w - uw)(v + x - vx)}{u + w - uw + v + x - vx - (u + w - uw)(v + x - vx)}$$

$$= \frac{(\mu_{A_1} \times \mu_{A_2})(s_1, s_2) + (\mu_{A_1} \times \mu_{A_2})(t_1, t_2)}{(\mu_{A_1} \times \mu_{A_2})(s_1, s_2) + (\mu_{A_1} \times \mu_{A_2})(t_1, t_2) - (\mu_{A_1} \times \mu_{A_2})(s_1, s_2)}$$

Figure 2. Direct product of two PDFGs.
Likewise, for the non-membership grade:

\[
(v_{B_1} \times v_{B_2})(s_1, s_2)(t_1, t_2) = S(v_{B_1}(s_1, t_1), v_{B_2}(s_2, t_2)) \leq S\left(\frac{v_{A_1}(s_1) + v_{A_2}(t_1) - 2v_{A_1}(s_1)v_{A_2}(t_1)}{1 - v_{A_1}(s_1)v_{A_2}(t_1)}, \frac{v_{A_1}(s_2) + v_{A_2}(t_2) - 2v_{A_1}(s_2)v_{A_2}(t_2)}{1 - v_{A_1}(s_2)v_{A_2}(t_2)}\right)
\]

Taking \(v_{A_1}(s_1) = p, v_{A_1}(t_1) = q, v_{A_2}(s_2) = n\) and \(v_{A_2}(t_2) = m\), we have:

\[
(v_{B_1} \times v_{B_2})(s_1, s_2)(t_1, t_2) \leq S\left(\frac{p + q - 2pq}{1 - pq}, \frac{n + m - 2nm}{1 - nm}\right)
\]

\[
= \frac{p + q - 2pq}{1 - pq} + \frac{n + m - 2nm}{1 - nm} - 2\left(\frac{p + q - 2pq}{1 - pq}\right)\left(\frac{n + m - 2nm}{1 - nm}\right)
\]

\[
= \frac{1 - \left(\frac{p + q - 2pq}{1 - pq}\right)\left(\frac{n + m - 2nm}{1 - nm}\right)}{1 - \left(\frac{p + n - 2pn}{1 - pn}\right)\left(\frac{q + m - 2qm}{1 - qm}\right)}
\]

\[
= \frac{(v_{A_1} \times v_{A_2})(s_1, s_2) + (v_{A_1} \times v_{A_2})(t_1, t_2) - 2(v_{A_1} \times v_{A_2})(s_1, s_2)}{1 - (v_{A_1} \times v_{A_2})(s_1, s_2)(v_{A_1} \times v_{A_2})(t_1, t_2)}.
\]

Hence, it is concluded that \(G_1 \times G_2\) is a PDFG of \(G_1' \times G_2'\).

**Definition 2.** Consider \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) to be two PDFGs. Then, for any vertex \((s_1, s_2) \in V_1 \times V_2\),

\[
(D_\mu)_{G_1 \times G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \times E_2} (\mu_{B_1} \times \mu_{B_2})(s_1, s_2)(t_1, t_2))
\]

\[
= \sum_{s_1, t_1 \in E_1, s_2, t_2 \in E_2} \frac{\mu_{B_1}(s_1, t_1) \mu_{B_2}(s_2, t_2)}{\mu_{B_1}(s_1, t_1) + \mu_{B_2}(s_2, t_2) - \mu_{B_1}(s_1, t_1)\mu_{B_2}(s_2, t_2)}.
\]

**Definition 3.** Consider \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) to be two PDFGs. Then, for any vertex \((s_1, s_2) \in V_1 \times V_2\),

\[
(TD_\mu)_{G_1 \times G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \times E_2} (\mu_{B_1} \times \mu_{B_2})(s_1, s_2)(t_1, t_2)) + (\mu_{A_1} \times \mu_{A_2})(s_1, s_2)
\]

\[
= \sum_{s_1, t_1 \in E_1, s_2, t_2 \in E_2} \frac{\mu_{B_1}(s_1, t_1) \mu_{B_2}(s_2, t_2)}{\mu_{B_1}(s_1, t_1) + \mu_{B_2}(s_2, t_2) - \mu_{B_1}(s_1, t_1)\mu_{B_2}(s_2, t_2)}
\]

\[
+ \frac{\mu_{A_1}(s_1) \mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)}.
\]
Thus, \((v_{B_1} \times v_{B_2})((s_1, s_2), (t_1, t_2)) = (\nu_{A_1} \times \nu_{A_2})(s_1, s_2)\)

Further, by using Definition 3, we have:

\[
\mu_{B_1}((s_1, s_2) = \frac{\mu_{B_1}(s_1)\mu_{B_2}(t_1)}{\mu_{B_1}(s_1) + \mu_{B_2}(t_1) - \mu_{B_1}(s_1)\mu_{B_2}(t_1)} = 0.21,
\]

\[
\nu_{B_2}(s_2) = \frac{\nu_{A_1}(s_1) + \nu_{A_2}(s_2) - 2\nu_{A_1}(s_1)\nu_{A_2}(s_2)}{1 - \nu_{A_1}(s_1)\nu_{A_2}(s_2)}.
\]

**Example 2.** Consider PDFGs \(G_1\) and \(G_2\) as in Example 1. Their direct product is presented in Figure 2. Then, by Definition 2, we must have:

\[
(D_{\mu})_{G_1 \times G_2}(s_1, t_2) = (\mu_{B_1} \times \mu_{B_2})(s_1, s_2, t_2) = \frac{\mu_{B_1}(s_1)\mu_{B_2}(t_1)}{\mu_{B_1}(s_1) + \mu_{B_2}(t_1) - \mu_{B_1}(s_1)\mu_{B_2}(t_1)} = 0.21,
\]

\[
(D_{\nu})_{G_1 \times G_2}(s_1, t_2) = (\nu_{B_1} \times \nu_{B_2})(s_1, s_2, t_2) = \frac{\nu_{B_1}(s_1) + \nu_{B_2}(s_2) - 2\nu_{B_1}(s_1)\nu_{B_2}(s_2)}{1 - \nu_{B_1}(s_1)\nu_{B_2}(s_2)} = 0.81.
\]

Thus, \((D)_{G_1 \times G_2}(s_1, t_2) = (0.21, 0.81).

Further, by using Definition 3, we have:

\[
(TD_{\mu})_{G_1 \times G_2}(s_1, t_2) = (\mu_{A_1} \times \mu_{A_2})(s_1, t_2) = 0.59,
\]

\[
(TD_{\nu})_{G_1 \times G_2}(s_1, t_2) = (\nu_{A_1} \times \nu_{A_2})(s_1, t_2) = 1.53.
\]

Thus, \((TD)_{G_1 \times G_2}(s_1, t_2) = (0.59, 1.53).

**Proposition 2.** If \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) are strong PDFGs of underlying crisp graphs \(G'_1 = (V_1, E_1)\) and \(G'_2 = (V_2, E_2)\), respectively, then direct product \(G_1 \times G_2\) of \(G_1\) and \(G_2\) is also a strong PDFG of \(G'_1 \times G'_2\).

**Proof.** The proof is the same as Proposition 1. \(\square\)

**Proposition 3.** If \(G_1 \times G_2\) of \(G_1\) and \(G_2\) is a strong PDFG, then at least \(G_1\) or \(G_2\) must be a strong PDFG.

**Proof.** Suppose on the contrary that \(G_1\) and \(G_2\) are not strong PDFGs. Then, for \(s_1t_1 \in E_1\) and \(s_2t_2 \in E_2\), we have:

\[
\mu_{B_1}(s_1t_1) < \frac{\mu_{A_1}(s_1)\mu_{A_1}(t_1)}{\mu_{A_1}(s_1) + \mu_{A_1}(t_1) - \mu_{A_1}(s_1)\mu_{A_1}(t_1)} = \frac{uv}{u + v - uv},
\]

\[
v_{B_1}(s_1t_1) < \frac{\nu_{A_1}(s_1) + \nu_{A_1}(t_1) - 2\nu_{A_1}(s_1)\nu_{A_1}(t_1)}{1 - \nu_{A_1}(s_1)\nu_{A_1}(t_1)} = \frac{p + q - 2pq}{1 - pq},
\]

and:

\[
\mu_{B_2}(s_2t_2) < \frac{\mu_{A_2}(s_2)\mu_{A_2}(t_2)}{\mu_{A_2}(s_2) + \mu_{A_2}(t_2) - \mu_{A_2}(s_2)\mu_{A_2}(t_2)} = \frac{wx}{w + x - wx},
\]

\[
v_{B_2}(s_2t_2) < \frac{\nu_{A_2}(s_2) + \nu_{A_2}(t_2) - 2\nu_{A_2}(s_2)\nu_{A_2}(t_2)}{1 - \nu_{A_2}(s_2)\nu_{A_2}(t_2)} = \frac{n + m - 2nm}{1 - nm}.
\]
Assume that:

$$\mu_{B_1}(s_2 t_2) \leq \mu_{B_1}(s_1 t_1) \leq \frac{uv}{u + v - uv} \leq u,$$

$$\nu_{B_1}(s_2 t_2) \leq \nu_{B_1}(s_1 t_1) \leq \frac{p + q - 2pq}{1 - pq} \leq p + q - pq.$$

Let \((s_1, s_2)(t_1, t_2) \in E_1 \times E_2\). If \(s_1 t_1 \in E_1\) and \(s_2 t_2 \in E_2\), then the membership grade is:

\[
\begin{align*}
(\mu_{B_1} \times \mu_{B_2})(s_1, s_2)(t_1, t_2) &= T(\mu_{B_1}(s_1 t_1), \mu_{B_2}(s_2 t_2)) \\
&= T \left( \frac{uv w x}{u + v - uv \nu w x} \right) \\
&= \frac{(u + v - uv)(w + x - wx)}{u + w - uv} + \frac{v + x - vx}{v + x - vx} - \frac{(u + v - uv)(w + x - wx)}{u + w - uv} \\
&= \frac{\mu_{A_1} \times \mu_{A_2}(s_1, s_2)(t_1, t_2) - \mu_{A_1} \times \mu_{A_2}(t_1, t_2)}{\mu_{A_1} \times \mu_{A_2}(t_1, t_2)}.
\end{align*}
\]

Likewise, for the non-membership grade:

\[
\begin{align*}
(\nu_{B_1} \times \nu_{B_2})(s_1, s_2)(t_1, t_2) &= S(\nu_{B_1}(s_1 t_1), \nu_{B_2}(s_2 t_2)) \\
&= S \left( \frac{p + q - 2pq}{1 - pq} \cdot \frac{n + m - 2nm}{1 - nm} \right) \\
&= \frac{p + q - 2pq}{1 - pq} + \frac{n + m - 2nm}{1 - nm} - 2 \left( \frac{p + q - 2pq}{1 - pq} \right) \left( \frac{n + m - 2nm}{1 - nm} \right) \\
&= \frac{p + n - 2pm}{1 - pn} + \frac{q + m - 2qm}{1 - qm} - 2 \left( \frac{p + n - 2pm}{1 - pn} \right) \left( \frac{q + m - 2qm}{1 - qm} \right) \\
&= \frac{(\nu_{A_1} \times \nu_{A_2})(s_1, s_2)(t_1, t_2) - 2(\nu_{A_1} \times \nu_{A_2})(s_1, s_2)}{(\nu_{A_1} \times \nu_{A_2})(t_1, t_2)}.
\end{align*}
\]

Hence, it is concluded that \(G_1 \times G_2\) is not a strong PDFG of \(G'_1 \times G'_2\), a contradiction. \(\square\)

2.2. Cartesian Product of Pythagorean Dombi Fuzzy Graphs

**Definition 4.** Let \(A_i\) and \(B_i\) be the Pythagorean fuzzy subsets of \(V_i\) and \(E_i\) (\(i = 1, 2\)), respectively. The Cartesian product of PDFGs \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) of the underlying crisp graphs \(G'_1 = (V_1, E_1)\) and \(G'_2 = (V_2, E_2)\), respectively, is represented by \(G_1 \Box G_2 = (A_1 \Box A_2, B_1 \Box B_2)\), defined as:

\[
\begin{align*}
(\mu_{A_1} \Box \mu_{A_2})(s_1, s_2) &= \mu_{A_1}(s_1) \mu_{A_2}(s_2) - \mu_{A_1}(s_1) \mu_{A_2}(s_2), \\
(\nu_{A_1} \Box \nu_{A_2})(s_1, s_2) &= \frac{\nu_{A_1}(s_1) + \nu_{A_2}(s_2) - 2\nu_{A_1}(s_1)\nu_{A_2}(s_2)}{1 - \nu_{A_1}(s_1)\nu_{A_2}(s_2)}.
\end{align*}
\]

for all \((s_1, s_2) \in V_1 \times V_2,\)
\[(\mu_{B_1} \square \mu_{B_2})((s, s_2)(s, t_2)) = \frac{\mu_{A_1}(s)\mu_{B_2}(s_2 t_2)}{1 - \nu_{B_1}(s)\nu_{B_2}(s_2 t_2)}\]

for all \(s \in V_1\) and \(s_2 t_2 \in E_2\).

(iii) \[(\mu_{B_1} \square \mu_{B_2})((s_1, s)(t_1, s)) = \frac{\mu_{B_1}(s_1 t_1)\mu_{A_2}(s)}{1 - \nu_{B_1}(s_1 t_1)\nu_{A_2}(s)}\]

for all \(s_1 t_1 \in E_1\) and \(s \in V_2\).

**Remark 1.** The Cartesian product \(G_1 \square G_2\) of two PDFGs \(G_1\) and \(G_2\) is not a PDFG as justified in the following example.

Consider PDFGs \(G_1\) and \(G_2\) as in Example 1. Then, the Cartesian product \(G_1 \square G_2\) is displayed in Figure 3.

\[
\begin{pmatrix}
(0.34, 0.77) & (0.47, 0.67) \\
(s_1, t_1) & (s_2, t_1) \\
(0.26, 0.78) & (0.33, 0.68) \\
(0.29, 0.76) & (0.56, 0.56) \\
(s_1, t_2) & (s_2, t_2)
\end{pmatrix}
\]

**Figure 3.** Cartesian product of two PDFGs.

Since for the membership and non-membership grade:

\[
(\mu_{B_1} \square \mu_{B_2})((s_1, t_1)(s_2, t_1)) = 0.27 \leq 0.25 = \frac{(\mu_{A_1} \square \mu_{A_2})(s_1, t_1)(\mu_{A_1} \square \mu_{A_2})(s_2, t_1)}{(\mu_{A_1} \square \mu_{A_2})(s_1, t_1) + (\mu_{A_1} \square \mu_{A_2})(s_2, t_1)} - (\mu_{A_1} \square \mu_{A_2})(s_1, t_1)(\mu_{A_1} \square \mu_{A_2})(s_2, t_1)
\]

\[
(v_{B_1} \square v_{B_2})((s_1, t_1)(s_2, t_1)) = 0.80 \leq 0.84 = \frac{-2(v_{A_1} \square v_{A_2})(s_1, t_1)(v_{A_1} \square v_{A_2})(s_2, t_1)}{1 - (v_{A_1} \square v_{A_2})(s_1, t_1)(v_{A_1} \square v_{A_2})(s_2, t_1)}
\]

hence it is concluded that \(G_1 \square G_2\) is not a PDFG.

**Definition 5.** If the non-membership and membership grade of each edge of PDFG \(G\) of underlying crisp graph \(G'\) is attached from zero and \([0, 1]\), respectively, and each vertex is crisp in \(G\), then \(G\) is known as the Pythagorean Dombi fuzzy edge graph (PDFEG).

**Proposition 4.** If \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) are two PDFGs of underlying crisp graphs \(G'_1 = (V_1, E_1)\) and \(G'_2 = (V_2, E_2)\), respectively, then the Cartesian product \(G_1 \square G_2\) of \(G_1\) and \(G_2\) is the PDFEG of \(G'_1 \square G'_2\).
Proof. Assume that $G_1$ and $G_2$ are two PDFEGs of underlying crisp graphs $G'_1$ and $G'_2$, respectively. Further, suppose that $G = G_1 \Box G_2 = (A_1 \Box A_2, B_1 \Box B_2)$ are the Cartesian product of $G_1$ and $G_2$, where $A = A_1 \Box A_2$ and $B = B_1 \Box B_2$ are the PF vertex and edge set, respectively. Let $(s_1, s_2)(t_1, t_2) \in E_1 \Box E_2$.

If $s_1 = t_1 = s$ and $s_2 t_2 \in E_2$, then the membership and non-membership grade are:

\[
\begin{align*}
(\mu_{B_1} \Box \mu_{B_2})(s, s_2)(s, t_2) &= T(\mu_{A_1}(s), \mu_{B_2}(s_2 t_2)) = T(1, \mu_{B_2}(s_2 t_2)) \\
&= \mu_{B_2}(s_2 t_2) = \mu_{A_2}(s_2 t_2) - \mu_{A_2}(s_2) \mu_{A_2}(t_2) \\
&= \frac{\mu_{A_2}(s_2 t_2) + \mu_{A_2}(t_2) - \mu_{A_2}(s_2) \mu_{A_2}(t_2)}{\mu_{A_2}(s_2) + \mu_{A_2}(t_2) - \mu_{A_2}(s_2) \mu_{A_2}(t_2)} \\
&= \frac{(\mu_{A_2}(s_2) + \mu_{A_2}(t_2)) - (\mu_{A_2}(s_2) \mu_{A_2}(t_2))}{(\mu_{A_2}(s_2) + \mu_{A_2}(t_2) - \mu_{A_2}(s_2) \mu_{A_2}(t_2))},
\end{align*}
\]

Hence, it is concluded that $G_1 \Box G_2$ is a PDFEG of $G'_1 \Box G'_2$.

Example 3. Consider PDFEGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ as represented in Figure 4, such that $\mu_{A_1}(s_i) = 1$, $\nu_{A_1}(s_i) = 0$ for all $s_i \in V_1$ and $i = 1, 2$, where $\mu_{B_1} = \{ \frac{S_1 S_2}{0.8} \}$, $\nu_{B_1} = \{ \frac{S_1 S_2}{0.0} \}$ and $\mu_{A_2}(t_j) = 1$, $\nu_{A_2}(t_j) = 0$ for all $t_j \in V_2$ and $j = 1, 2$, where $\mu_{B_2} = \{ \frac{t_1 t_2}{0.7} \}$, $\nu_{B_2} = \{ \frac{t_1 t_2}{0.0} \}$.

Then, $G_1 \Box G_2$ is given in Figure 5.
By routine computations, one can view from Figure 5 that $G_1 \square G_2 = (A_1 \square A_2, B_1 \square B_2)$ is a PDFEG of the underlying crisp graph $G'_1 \square G'_2 = (V_1 \square V_2, E_1 \square E_2)$.

**Definition 6.** Consider $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ to be two PDFEGs. Then, for any vertex $(s_1, s_2) \in V_1 \square V_2$,

$$(D_{\mu})_{G_1 \square G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \square E_2} (\mu_{B_1} \square \mu_{B_2})(s_1, s_2)(t_1, t_2)$$

$$= \sum_{s_1 \in t_1, s_2 \in t_2} \sum_{s_1, s_2 \in E_2} \frac{\mu_{A_1}(s_1) \mu_{B_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{B_2}(s_2) - \mu_{A_1}(s_1) \mu_{B_2}(s_2) + \mu_{B_1}(s_1) \mu_{A_2}(s_2) + \mu_{B_1}(s_1) \mu_{A_2}(s_2)}$$

Figure 5. Cartesian product of two PDFEGs.
Thus, we must have:

\[
(M_1)_{G_1 \Box G_2}(s_1, s_2) = \sum_{s_1 = 1, s_2 = 1}^{2} (v_{B_1}(s_1) + v_{B_2}(s_2) - 2v_{A_1}(s_1)v_{A_2}(s_2)) \frac{1 - v_{A_1}(s_1)v_{B_2}(s_2)}{1 - v_{B_1}(s_1)v_{A_2}(s_2)} + \sum_{s_1, s_2 = 1}^{2} \frac{v_{B_2}(s_1) + v_{A_2}(s_2) - 2v_{B_1}(s_1)v_{A_2}(s_2)}{1 - v_{B_1}(s_1)v_{A_2}(s_2)}.
\]

Definition 7. Consider \( G_1 = (A_1, B_1) \) and \( G_2 = (A_2, B_2) \) to be two PDFEGs. Then, for any vertex \((s_1, s_2) \in V_1 \Box V_2\),

\[
(TD_{\mu})_{G_1 \Box G_2}(s_1, s_2) = \sum_{s_1 = 1, s_2 = 1}^{2} (\mu_{B_1}(s_1) \mu_{B_2}(s_2))((s_1, s_2)(t_1, t_2)) + (\mu_{A_1}(s_1) \mu_{A_2}(s_2))((s_1, s_2)(t_1, t_2))
\]

\[
= \sum_{s_1 = 1, s_2 = 1}^{2} \frac{\mu_{A_1}(s_1) + \mu_{B_1}(s_2)}{\mu_{B_1}(t_1, t_2)} \mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2) - \mu_{B_1}(s_1)\mu_{B_2}(s_2),
\]

\[
+ \frac{\mu_{B_1}(s_1) \mu_{A_2}(s_2)}{1 - v_{B_1}(s_1)v_{A_2}(s_2)} + \frac{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)}{1 - v_{B_1}(s_1)v_{A_2}(s_2)}.
\]

Example 4. Consider PDFEGs \( G_1 \) and \( G_2 \) as in Example 3; their \( G_1 \Box G_2 \) is given in Figure 5. Then, by Definition 6, we must have:

\[
(D_{\mu})_{G_1 \Box G_2}(s_1, t_1) = (\mu_{B_1}(s_1, t_1)(s_2, t_1)) + (\mu_{B_2}(s_2, t_2))((s_1, t_1)(s_2, t_2))
\]

\[
= \frac{\mu_{A_1}(t_1)s_1 A_2(t_1)}{B_1(t_1) + s_1 B_2(t_2)} + \frac{\mu_{A_2}(t_2)s_2 A_1(t_1)}{B_1(t_1) + s_2 B_2(t_2)},
\]

\[
= 1.5.
\]

\[
(D_{v})_{G_1 \Box G_2}(s_1, t_1) = (v_{B_1}(s_1, t_1)(s_2, t_1)) + (v_{B_2}(s_2, t_2))((s_1, t_1)(s_2, t_2))
\]

\[
= v_{B_1}(s_1) + v_{B_2}(s_2) - 2v_{B_1}(s_1)v_{B_2}(s_2),
\]

\[
= 1.5 + \frac{\mu_{A_1}(s_1)\mu_{A_2}(t_1)}{1 - v_{B_1}(s_1)v_{B_2}(s_2)}.
\]

Thus, \( (D_{\mu})_{G_1 \Box G_2}(s_1, t_1) = (1.5, 0) \).

Further, by using Definition 7, we have:

\[
(TD_{\mu})_{G_1 \Box G_2}(s_1, s_2) = (TD_{\mu})_{G_1 \Box G_2}(s_1, s_2) + (TD_{v})_{G_1 \Box G_2}(s_1, s_2)
\]

\[
= 1.5 + \frac{\mu_{A_1}(s_1)\mu_{A_2}(t_1)}{1 - v_{B_1}(s_1)v_{B_2}(s_2)} = 2.5,
\]

\[
(TD_{v})_{G_1 \Box G_2}(s_1, s_2) = (TD_{v})_{G_1 \Box G_2}(s_1, s_2) + (TD_{v})_{G_1 \Box G_2}(s_1, s_2)
\]

\[
= 0 + \frac{v_{A_1}(s_1) + v_{A_2}(s_2) - 2v_{A_1}(s_1)v_{A_2}(s_2)}{1 - v_{B_1}(s_1)v_{B_2}(s_2)} = 0.
\]
Thus, \((TD)_{G_1\square G_2}(s_1, t_1) = (2.5, 0)\).

**Remark 2.** The Cartesian product \(G_1\square G_2\) of strong PDFGs \(G_1\) and \(G_2\) is not a PDFG. This is justified in the following example.

Consider strong PDFGs \(G_1\) and \(G_2\). Their \(G_1\square G_2\) is displayed in Figure 6.

![Figure 6. \(G_1\square G_2\) is not a PDFG.](image)

Since for the membership and non-membership grade of \((s_1, t_1)\)\((s_1, t_2)\):

\[
(\mu_{B_1\square B_2})(s_1, t_1)(s_1, t_2)) = 0.33 \leq 0.22 = \\
\frac{(\mu_{A_1\square A_2})(s_1, t_1)(\mu_{A_1\square A_2})(s_1, t_2) + (\mu_{A_1\square A_2})(s_1, t_1) + (\mu_{A_1\square A_2})(s_1, t_2)}{1 - (\mu_{A_1\square A_2})(s_1, t_1) + (\mu_{A_1\square A_2})(s_1, t_2)}
\]

\[
(v_{B_1\square B_2})(s_1, t_1)(s_1, t_2)) = 0.78 \leq 0.86 = \\
\frac{(v_{A_1\square A_2})(s_1, t_1) + (v_{A_1\square A_2})(s_1, t_2)}{1 - (v_{A_1\square A_2})(s_1, t_1) + (v_{A_1\square A_2})(s_1, t_2)}
\]

Likewise, for the membership and non-membership grade of \((s_2, t_1)\):

\[
(\mu_{B_1\square B_2})(s_2, t_1)(s_2, t_1)) = 0.28 \leq 0.25 = \\
\frac{(\mu_{A_1\square A_2})(s_2, t_1)(\mu_{A_1\square A_2})(s_2, t_1) + (\mu_{A_1\square A_2})(s_2, t_1) + (\mu_{A_1\square A_2})(s_2, t_1)}{1 - (\mu_{A_1\square A_2})(s_2, t_1) + (\mu_{A_1\square A_2})(s_2, t_1)}
\]

\[
(v_{B_1\square B_2})(s_2, t_1)(s_2, t_1)) = 0.81 \leq 0.84 = \\
\frac{(v_{A_1\square A_2})(s_2, t_1) + (v_{A_1\square A_2})(s_2, t_1)}{1 - (v_{A_1\square A_2})(s_2, t_1) + (v_{A_1\square A_2})(s_2, t_1)}
\]

Hence, it is concluded that \(G_1\square G_2\) is not a PDFG of underlying crisp graph \(G'_1\square G'_2\).

**Proposition 5.** If \(G_1 = (A_1, B_1)\) and \(G_2 = (A_2, B_2)\) are strong PDFEGs of underlying crisp graphs \(G'_1 = (V_1, E_1)\) and \(G'_2 = (V_2, E_2)\), respectively, then the Cartesian product \(G_1\square G_2\) of \(G_1\) and \(G_2\) is also a strong PDFEG of \(G'_1\square G'_2\).

**Proof.** The proof is the same as Proposition 4. \(\square\)
2.3. Semi-Strong Product of Pythagorean Dombi Fuzzy Graphs

**Definition 8.** Let $A_j$ and $B_j$ be the Pythagorean fuzzy subsets of $V_j$ and $E_j$ $(j = 1, 2)$, respectively. The semi-strong product of PDFEGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ of underlying crisp graphs $G_1' = (V_1, E_1)$ and $G_2' = (V_2, E_2)$, respectively, is represented by $G_1 \bullet G_2 = (\mu_{A_1} \bullet \mu_{A_2}, B_1 \bullet B_2)$, defined as:

\[
\begin{align*}
(i) \quad (\mu_{A_1} \bullet \mu_{A_2})(s_1, s_2) &= \frac{\mu_{A_1}(s_1) \mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1) \mu_{A_2}(s_2)} \\
&\quad - \mu_{A_1}(s_1) \mu_{A_2}(s_2) \\
&\quad + \sum_{s_1t_1 \in E_1, s_2t_2 \in E_2} \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2) \\
&\quad - \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2), \\
&\quad \text{for all } (s_1, s_2) \in V_1 \bullet V_2,

(ii) \quad (\nu_{B_1} \bullet \nu_{B_2})(s_1, s_2)(s, t_2)) &= \frac{\nu_{B_1}(s_1) \nu_{B_2}(s_2)}{1 - \nu_{A_1}(s_1) \nu_{A_2}(s_2)}, \\
&\quad \text{for all } s \in V_1 \text{ and } s_1t_2 \in E_2.

(iii) \quad (\mu_{B_1} \bullet \mu_{B_2})(s_1, s_2)(t_1, t_2)) &= \frac{\mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2)}{\mu_{B_1}(s_1t_1) + \mu_{B_2}(s_2t_2) - \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2)} \\
&\quad - \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2) \\
&\quad + \sum_{s_1t_1 \in E_1, s_2t_2 \in E_2} \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2) \\
&\quad - \mu_{B_1}(s_1t_1) \mu_{B_2}(s_2t_2), \\
&\quad \text{for all } s_1t_1 \in E_1 \text{ and } s_2t_2 \in E_2.
\end{align*}
\]

**Proposition 6.** If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are PDFEGs of underlying crisp graphs $G_1' = (V_1, E_1)$ and $G_2' = (V_2, E_2)$, respectively, then the semi-strong product $G_1 \bullet G_2$ of $G_1$ and $G_2$ is the PDFEG of $G_1' \bullet G_2'$.

**Proof.** This proposition can be easily proven in the same way as Proposition 1 and Proposition 4 were proven.

**Example 5.** Consider PDFEGs $G_1$ and $G_2$ as in Example 3. Then, $G_1 \bullet G_2$ is displayed in Figure 7.

![Figure 7. Semi-strong product of two PDFEGs.](image)

By routine computations, one can view from Figure 7 that $G_1 \bullet G_2 = (A_1 \bullet A_2, B_1 \bullet B_2)$ is a PDFEG of underlying crisp graph $G_1' \bullet G_2' = (V_1 \bullet V_2, E_1 \bullet E_2)$. 
Definition 9. Consider $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ to be two PDFEGs. Then, for any vertex $(s_1, s_2) \in V_1 \cdot V_2$:

\[
(D_\mu)_{G_1 \cdot G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \cdot E_2} (\mu_{B_1} \cdot \mu_{B_2})(s_1, s_2)(t_1, t_2))
\]

\[
= \sum_{s_1=1, s_2=1 \in E_2} \frac{\mu_{A_1}(s_1)\mu_{B_2}(s_2t_2)}{\mu_{A_1}(s_1) + \mu_{B_2}(s_2t_2) - \mu_{A_1}(s_1)\mu_{B_2}(s_2t_2)}
+ \sum_{s_1=1, s_2=1 \in E_2} \frac{\mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)}{\mu_{B_1}(s_1t_1) + \mu_{B_2}(s_2t_2) - \mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)}.
\]

Definition 10. Consider $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ to be two PDFEGs. Then, for any vertex $(s_1, s_2) \in V_1 \cdot V_2$:

\[
(TD_\mu)_{G_1 \cdot G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \cdot E_2} (\nu_{B_1} \cdot \nu_{B_2})(s_1, s_2)(t_1, t_2) + (\nu_{A_1} \cdot \nu_{A_2})(s_1, s_2)
\]

\[
= \sum_{s_1=1, s_2=1 \in E_2} \frac{\nu_{A_1}(s_1)\nu_{B_2}(s_2t_2) - 2\nu_{A_1}(s_1)\nu_{B_2}(s_2t_2)}{1 - \nu_{A_1}(s_1)\nu_{B_2}(s_2t_2)}
+ \sum_{s_1=1, s_2=1 \in E_2} \frac{\nu_{B_1}(s_1t_1)\nu_{B_2}(s_2t_2) - 2\nu_{B_1}(s_1t_1)\nu_{B_2}(s_2t_2)}{1 - \nu_{B_1}(s_1t_1)\nu_{B_2}(s_2t_2)}.
\]

Example 6. Consider PDFEGs $G_1$ and $G_2$ as in Example 3; their $G_1 \cdot G_2$ is given in Figure 7. Then, by Definition 9, we must have:

\[
(D_\mu)_{G_1 \cdot G_2}(s_2, t_1) = \frac{(\mu_{B_1} \cdot \mu_{B_2})(s_2, t_1)(s_2, t_2)) + (\mu_{B_1} \cdot \mu_{B_2})(s_2, t_1)(s_1, t_2))}{\mu_{A_1}(s_2)\mu_{B_2}(t_1t_2) - \mu_{A_1}(s_2)\mu_{B_2}(t_1t_2) + \mu_{B_1}(s_2t_1)\mu_{B_2}(t_1t_2) - \mu_{B_1}(s_2t_1)\mu_{B_2}(t_1t_2) = 1.3}
\]

\[
(D_\nu)_{G_1 \cdot G_2}(s_2, t_1) = \frac{(\nu_{B_1} \cdot \nu_{B_2})(s_2, t_1)(s_2, t_2)) + (\nu_{B_1} \cdot \nu_{B_2})(s_2, t_1)(s_1, t_2))}{1 - \nu_{A_1}(s_2)\nu_{B_2}(t_1t_2) + \nu_{B_1}(s_2t_1)\nu_{B_2}(t_1t_2) - 2\nu_{B_1}(s_2t_1)\nu_{B_2}(t_1t_2) = 0}
\]
Thus, \((D)_{G_1 \bullet G_2}(s_2, t_1) = (1.3, 0)\).

Further, by using Definition 10, we have:

\[
(D_{\mu})_{G_1 \bullet G_2}(s_2, t_1) = (D_{\nu})_{G_1 \bullet G_2}(s_2, t_1) + (\mu_{A_1} \bullet \mu_{A_2})(s_2, t_1)
\]

\[
= 1.3 + \frac{\mu_{A_1}(s_2)\mu_{A_2}(t_1)}{\mu_{A_1}(s_2) + \mu_{A_2}(t_1) - \mu_{A_1}(s_2)\mu_{A_2}(t_1)} = 2.3,
\]

\[
(D_{\nu})_{G_1 \bullet G_2}(s_2, t_1) = 0 + \frac{\nu_{A_1}(s_2) + \nu_{A_2}(t_1) - 2\nu_{A_1}(s_2)\nu_{A_2}(t_1)}{1 - \nu_{A_1}(s_2)\nu_{A_2}(t_1)} = 0.
\]

Thus, \((TD)_{G_1 \bullet G_2}(s_2, t_1) = (2.3, 0)\).

**Remark 3.** The semi-strong product \(G_1 \bullet G_2\) of strong PDFGs \(G_1\) and \(G_2\) is not a PDFG. This is justified in the following example.

Consider strong PDFGs \(G_1\) and \(G_2\). Their \(G_1 \bullet G_2\) is displayed in Figure 8.

![Figure 8. G_1 \bullet G_2 is not a PDFG.](image)

Since for the membership and non-membership grade of \((s_1, t_1)(s_1, t_2)\):

\[
(\mu_{B_1} \bullet \mu_{B_2})(s_1, t_1)(s_1, t_2)) = 0.33 \leq 0.22 = \frac{(\mu_{A_1} \bullet \mu_{A_2})(s_1, t_1)(\mu_{A_1} \bullet \mu_{A_2})(s_1, t_2)}{\mu_{A_1}(s_1, t_1) + \mu_{A_2}(s_1, t_2)}
\]

\[
- (\mu_{A_1} \bullet \mu_{A_2})(s_1, t_1)(\mu_{A_1} \bullet \mu_{A_2})(s_1, t_2)
\]

\[
(\nu_{B_1} \bullet \nu_{B_2})(s_1, t_1)(s_1, t_2)) = 0.78 \leq 0.86 = \frac{2(\nu_{A_1} \bullet \nu_{A_2})(s_1, t_1)(\nu_{A_1} \bullet \nu_{A_2})(s_1, t_2)}{1 - (\nu_{A_1} \bullet \nu_{A_2})(s_1, t_1)(\nu_{A_1} \bullet \nu_{A_2})(s_1, t_2)}.
\]

Likewise, for the membership and non-membership grade of \((s_1, t_1)(s_2, t_2)\):

\[
(\mu_{B_1} \bullet \mu_{B_2})(s_1, t_1)(s_2, t_2)) = 0.27 = 0.27 = \frac{(\mu_{A_1} \bullet \mu_{A_2})(s_1, t_1)(\mu_{A_1} \bullet \mu_{A_2})(s_2, t_2)}{\mu_{A_1}(s_1, t_1) + \mu_{A_2}(s_2, t_2)}
\]

\[
- (\mu_{A_1} \bullet \mu_{A_2})(s_1, t_1)(\mu_{A_1} \bullet \mu_{A_2})(s_2, t_2)
\]
Hence, it is concluded that $G_1 \bullet G_2$ is not a PDFG of underlying crisp graph $G'_1 \bullet G'_2$.

**Proposition 7.** If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are strong PDFEGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the semi-strong product $G_1 \circ G_2$ of $G_1$ and $G_2$ is also a strong PDFEG of $G'_1 \circ G'_2$.

**2.4. Strong Product of Pythagorean Dombi Fuzzy Graphs**

**Definition 11.** Let $A_i$ and $B_i$ be the Pythagorean fuzzy subsets of $V_i$ and $E_i$ ($j = 1, 2$), respectively. The strong product of PDFEGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, is represented by $G_1 \circ G_2 = (A_1 \circ A_2, B_1 \circ B_2)$, defined as:

\[
\begin{align*}
(i) \quad & \quad (\mu_{A_1} \boxtimes \mu_{A_2})(s_1, s_2) = \frac{\mu_{A_1}(s_1) \mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)} \\
& \quad (v_{A_1} \boxtimes v_{A_2})(s_1, s_2) = \frac{1 - v_{A_1}(s_1)v_{A_2}(s_2)}{1 - v_{A_1}(s_1)v_{A_2}(s_2)} \\
& \quad \text{for all } (s_1, s_2) \in V_1 \boxtimes V_2,

(ii) \quad & \quad (\mu_{B_1} \boxtimes \mu_{B_2})(s_1, s_2)(t_1, s) = \frac{\mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)}{\mu_{B_1}(s_1t_1) + \mu_{B_2}(s_2t_2) - \mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)} \\
& \quad (v_{B_1} \boxtimes v_{B_2})(s_1, s_2)(t_1, s) = \frac{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2t_2)}{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2t_2)} \\
& \quad \text{for all } s \in V_1 \text{ and } s_2t_2 \in E_2,

(iii) \quad & \quad (\mu_{B_1} \boxtimes \mu_{B_2})(s_1, s)(t_1, s) = \frac{\mu_{B_1}(s_1t_1)\mu_{B_2}(s_2)}{\mu_{B_1}(s_1t_1) + \mu_{B_2}(s_2) - \mu_{B_1}(s_1t_1)\mu_{B_2}(s_2)} \\
& \quad (v_{B_1} \boxtimes v_{B_2})(s_1, s)(t_1, s) = \frac{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2)}{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2)} \\
& \quad \text{for all } s_1t_1 \in E_1 \text{ and } s \in V_2,

(iv) \quad & \quad (\mu_{B_1} \boxtimes \mu_{B_2})(s_1, s)(t_1, t_2) = \frac{\mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)}{\mu_{B_1}(s_1t_1) + \mu_{B_2}(s_2t_2) - \mu_{B_1}(s_1t_1)\mu_{B_2}(s_2t_2)} \\
& \quad (v_{B_1} \boxtimes v_{B_2})(s_1, s)(t_1, t_2) = \frac{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2t_2)}{1 - v_{B_1}(s_1t_1)v_{B_2}(s_2t_2)} \\
& \quad \text{for all } s_1t_1 \in E_1 \text{ and } s_2t_2 \in E_2.
\end{align*}
\]

**Proposition 8.** If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are PDFEGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the strong product $G_1 \circ G_2$ of $G_1$ and $G_2$ is the PDFEG of $G'_1 \circ G'_2$.

**Proof.** This proposition can be easily proven in the same way as Proposition 1 and Proposition 4 has been proved. □

**Example 7.** Consider PDFEGs $G_1$ and $G_2$ as in Example 3. Then, $G_1 \circ G_2$ is displayed in Figure 9.
By routine computations, one can view from Figure 9 that $G_1 \boxtimes G_2 = (A_1 \boxtimes A_2, B_1 \boxtimes B_2)$ is a PDFEG of underlying crisp graph $G'_1 \boxtimes G'_2 = (V_1 \boxtimes V_2, E_1 \boxtimes E_2)$.

**Definition 12.** Consider $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ to be two PDFEGs. Then, for any vertex $(s_1, s_2) \in V_1 \boxtimes V_2$,

$$(D_\nu)_{G_1 \boxtimes G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \boxtimes E_2} (\mu_{B_1} \boxtimes \mu_{B_2})(s_1, s_2)(t_1, t_2)$$

$$= \sum_{s_1=t_1, s_2=t_2 \in E_2} \frac{\mu_{A_1}(s_1) \mu_{B_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{B_2}(s_2) - \mu_{A_1}(s_1)\mu_{B_2}(s_2)} + \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{\mu_{B_1}(s_1 t_1) \mu_{A_2}(s_2)}{\mu_{B_1}(s_1 t_1) + \mu_{A_2}(s_2)} - \mu_{B_1}(s_1 t_1)\mu_{A_2}(s_2) + \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{\mu_{B_1}(s_1 t_1) \mu_{B_2}(s_2 t_2)}{\mu_{B_1}(s_1 t_1) + \mu_{B_2}(s_2 t_2) - \mu_{B_1}(s_1 t_1)\mu_{B_2}(s_2 t_2)}$$

$$(D_v)_{G_1 \boxtimes G_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \boxtimes E_2} (v_{B_1} \boxtimes v_{B_2})(s_1, s_2)(t_1, t_2)$$

$$= \sum_{s_1=t_1, s_2=t_2 \in E_2} \frac{v_{A_1}(s_1) + v_{B_1}(s_2 t_2) - 2v_{A_1}(s_1)v_{B_1}(s_2 t_2)}{1 - v_{A_1}(s_1)v_{B_1}(s_2 t_2)} + \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{v_{B_1}(s_1 t_1) + v_{A_2}(s_2) - 2v_{B_1}(s_1 t_1)v_{A_2}(s_2)}{1 - v_{B_1}(s_1 t_1)v_{A_2}(s_2)} + \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{v_{B_1}(s_1 t_1) + v_{B_2}(s_2 t_2) - 2v_{B_1}(s_1 t_1)v_{B_2}(s_2 t_2)}{1 - v_{B_1}(s_1 t_1)v_{B_2}(s_2 t_2)}.$$
Definition 13. Consider $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ to be two PDFEGs. Then, for any vertex $(s_1, s_2) \in V_1 \otimes V_2$,

$$(TD_\mu)_{G_1 \otimes G_2}(s_1, s_2) = \sum_{(s_1, s_2), (t_1, t_2) \in E_1 \otimes E_2} \left( (\mu_{B_1} \otimes \mu_{B_2})((s_1, s_2), (t_1, t_2)) + (\mu_{A_1} \otimes \mu_{A_2})(s_1, s_2) \right)$$

$$= \sum_{s_1 = 1, s_2 \in E_2} \mu_{A_1}(s_1) \mu_{B_2}(s_2) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1) \mu_{B_2}(s_2)$$

$$+ \sum_{s_1 t_1 \in E_1, s_2 \in E_2} \left( \mu_{B_1}(s_1 t_1) + \mu_{A_2}(s_2) - \mu_{B_1}(s_1 t_1) \mu_{A_2}(s_2) \right)$$

$$+ \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{\mu_{B_1}(s_1 t_1) \mu_{B_2}(s_2 t_2)}{\mu_{A_1}(s_1) \mu_{A_2}(s_2)}$$

$$+ \frac{\mu_{A_1}(s_1) \mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1) \mu_{A_2}(s_2)}.$$
Thus, $(\text{TD})_{G_1 \boxtimes G_2}(s_1, t_1) = (2.1, 0)$. Thus, $(\text{TD})_{G_1 \boxtimes G_2}(s_1, t_1) = (3.1, 0)$.

**Remark 4.** The strong product $G_1 \boxtimes G_2$ of two strong PDFGs $G_1$ and $G_2$ is not a PDFG. It is justified in the following example.

Consider two strong PDFGs $G_1$ and $G_2$. Their $G_1 \boxtimes G_2$ is displayed in Figure 10.

![Figure 10](image-url)

Since for the membership and non-membership grade of $(s_1, t_1)(s_1, t_2)$:

$$(\mu_{B_1} \times \mu_{B_2})(s_1, t_1)(s_1, t_2)) = 0.33 \leq 0.22 = \frac{(\mu_{A_1} \times \mu_{A_2})(s_1, t_1)(\mu_{A_1} \times \mu_{A_2})(s_1, t_2) - (\mu_{A_1} \times \mu_{A_2})(s_1, t_1)(\mu_{A_1} \times \mu_{A_2})(s_1, t_2)}{(\mu_{A_1} \times \mu_{A_2})(s_1, t_1)(\mu_{A_1} \times \mu_{A_2})(s_1, t_2)}.$$ 

Likewise, for the membership and non-membership grade of $(s_1, t_1)(s_2, t_1)$:

$$(\nu_{B_1} \times \nu_{B_2})(s_1, t_1)(s_2, t_1)) = 0.78 \leq 0.86 = \frac{-(\nu_{A_1} \times \nu_{A_2})(s_1, t_1)(\nu_{A_1} \times \nu_{A_2})(s_1, t_2) - 2(\nu_{A_1} \times \nu_{A_2})(s_1, t_1)(\nu_{A_1} \times \nu_{A_2})(s_1, t_2)}{1 - (\nu_{A_1} \times \nu_{A_2})(s_1, t_1)(\nu_{A_1} \times \nu_{A_2})(s_1, t_2)}.$$
Hence, it is concluded that $G_1 \boxtimes G_2$ is not a PPDFG of underlying crisp graph $G'_1 \boxtimes G'_2$.

Proposition 9. If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are strong PPDFGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the strong product $G_1 \boxtimes G_2$ of $G_1$ and $G_2$ is also a strong PPDFG of $G'_1 \boxtimes G'_2$.

2.5. Composition of Pythagorean Dombi Fuzzy Graphs

Definition 14. Let $A_j$ and $B_j$ be the Pythagorean fuzzy subsets of $V_j$ and $E_j$ ($j = 1, 2$, respectively. The composition of PPDFGs $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, is represented by $G_1 \circ G_2 = (A_1 \circ A_2, B_1 \circ B_2)$, defined as:

$$
(\mu_{B_1} \circ \mu_{B_2})((s_1, s_2)) = \frac{\mu_{A_1}(s_1)\mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)}{\mu_{A_1}(s_1) + \mu_{A_2}(s_2) - \mu_{A_1}(s_1)\mu_{A_2}(s_2)}
$$

for all $(s_1, s_2) \in V_1 \times V_2$.

Proposition 10. If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are PPDFGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the composition $G_1 \circ G_2$ of $G_1$ and $G_2$ is the PPDFG of $G'_1 \circ G'_2$.

Proof. From Proposition 4, if $s_1 = t_1$ and $s_2 \neq t_2$, then we have:

$$
(\mu_{B_1} \circ \mu_{B_2})((s_1, s_2)) \leq \frac{(\mu_{A_1} \circ \mu_{A_2})(s_1, s_2) + (\mu_{A_1} \circ \mu_{A_2})(s_1, t_2) - (\mu_{A_1} \circ \mu_{A_2})(s_1, s_2)}{1 - (\mu_{A_1} \circ \mu_{A_2})(s_1, s_2)}
$$
\[(v_{B_1} \circ v_{B_2})(s_1, s_2)(t_1, t_2) \leq \frac{(v_{A_1} \circ v_{A_2})(s_1, s_2) + (v_{A_1} \circ v_{A_2})(s_1, t_2) - 2(v_{A_1} \circ v_{A_2})(s_2, s_2)(v_{A_1} \circ v_{A_2})(s_1, t_2)}{1 - (v_{A_1} \circ v_{A_2})(s_1, s_2)(v_{A_1} \circ v_{A_2})(s_1, t_2)}.
\]

If \(s_1t_1 \in E_1\) and \(s_2 = t_2 = s\), then we have:
\[
(m_{B_1} \circ m_{B_2})(s_1, s)(t_1, s) \leq \frac{(m_{A_1} \circ m_{A_2})(s_1, s)(m_{A_1} \circ m_{A_2})(t_1, s) - (m_{A_1} \circ m_{A_2})(s_1, t_1)(m_{A_1} \circ m_{A_2})(t_1, s)}{1 - (m_{A_1} \circ m_{A_2})(s_1, s)(m_{A_1} \circ m_{A_2})(s_1, t_1)}
\]

In similar manner, if \(s_1t_1 \in E_1\) and \(s_2 \neq t_2\), then we have:
\[
(m_{B_1} \circ m_{B_2})(s_1, s_2)(t_1, t_2) = T(T(m_2A_2(s_2), m_2A_2(t_2)), m_{B_2}(s_1t_1)) = T(T(1, 1), m_{B_2}(s_1t_1))
\]
\[
= T(1, m_{B_2}(s_1t_1) = m_{B_2}(s_1t_1) \leq \frac{m_{A_1}(s_1)m_{A_1}(t_1)}{m_{A_1}(s_1) + m_{A_1}(t_1) - m_{A_1}(s_1)m_{A_1}(t_1)}
\]
\[
= \frac{(m_{A_1} \circ m_{A_2})(s_1, s_2)(m_{A_1} \circ m_{A_2})(t_1, t_2)}{(m_{A_1} \circ m_{A_2})(s_1, s_2) + (m_{A_1} \circ m_{A_2})(t_1, t_2)
\]
\[
- (m_{A_1} \circ m_{A_2})(s_1, s_2)(m_{A_1} \circ m_{A_2})(t_1, t_2)}
\]
\[
(v_{B_1} \circ v_{B_2})(s_1, s_2)(t_1, t_2) = S(S(v_{A_2}(s_2), v_{A_2}(t_2))) = S(v_{B_1}(s_1t_1)) = S(0, 0, v_{B_1}(s_1t_1))
\]
\[
= S(0, v_{B_1}(s_1t_1) = v_{B_1}(s_1t_1) \leq \frac{v_{A_1}(s_1) + v_{A_1}(t_1) - 2v_{A_1}(s_1)v_{A_1}(t_1)}{1 - v_{A_1}(s_1)v_{A_1}(t_1)}
\]
\[
= \frac{(v_{A_1} \circ v_{A_2})(s_1, s_2) + (v_{A_1} \circ v_{A_2})(t_1, t_2)}{(v_{A_1} \circ v_{A_2})(s_1, s_2) + (v_{A_1} \circ v_{A_2})(t_1, t_2)
\]
\[
- 2(v_{A_1} \circ v_{A_2})(s_1, s_2)(v_{A_1} \circ v_{A_2})(t_1, t_2)}{1 - (v_{A_1} \circ v_{A_2})(s_1, s_2)(v_{A_1} \circ v_{A_2})(t_1, t_2}
\]

Hence, it is concluded that \(G_1 \circ G_2\) is a PDFEG of \(G'_1 \circ G'_2\).  \(\Box\)

**Example 9.** Consider PDFEGs \(G_1\) and \(G_2\) as in Example 3. Then, \(G_1 \circ G_2\) is displayed in Figure 11.

![Figure 11. Composition of two PDFEGs.](image)

By routine computations, one can view from Figure 11 that \(G_1 \circ G_2 = (A_1 \circ A_2, B_1 \circ B_2)\) is a PDFEG of underlying crisp graph \(G'_1 \circ G'_2 = (V_1 \circ V_2, E_1 \circ E_2)\).
Definition 15. Consider $\mathbf{G}_1 = (\mathbf{A}_1, \mathbf{B}_1)$ and $\mathbf{G}_2 = (\mathbf{A}_2, \mathbf{B}_2)$ to be two PDEGs. Then, for any vertex $(s_1, s_2) \in V_1 \circ V_2$,

$$
(D_{\mu})_{\mathbf{G}_1 \circ \mathbf{G}_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \circ E_2} (\mu_{\mathbf{B}_1} \circ \mu_{\mathbf{B}_2})(s_1, s_2)(t_1, t_2))
$$

$$
= \sum_{s_1 = t_1, s_2 = t_2} \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{B}_1}(s_2) + \mu_{\mathbf{B}_1}(s_1, t_2) - \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{B}_1}(s_2 t_2)
$$

$$
+ \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{\mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(s_2) + \mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(s_2) + \mu_{\mathbf{A}_2}(s_2) \mu_{\mathbf{A}_2}(t_2)}{2} - 2 \mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(s_2) \mu_{\mathbf{A}_2}(t_2)
$$

$$
(D_{\nu})_{\mathbf{G}_1 \circ \mathbf{G}_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \circ E_2} (\nu_{\mathbf{A}_1} \circ \nu_{\mathbf{B}_1})(s_1, s_2)(t_1, t_2))
$$

$$
= \sum_{s_1 = t_1, s_2 = t_2} \frac{\nu_{\mathbf{A}_1}(s_1) + \nu_{\mathbf{B}_1}(s_2) - 2 \nu_{\mathbf{A}_1}(s_1) \nu_{\mathbf{B}_1}(s_2)}{1 - \nu_{\mathbf{A}_1}(s_1) \nu_{\mathbf{B}_1}(s_2)}
$$

$$
+ \sum_{s_1 t_1 \in E_1, s_2 t_2 \in E_2} \frac{\nu_{\mathbf{B}_1}(s_1 t_1) + \nu_{\mathbf{A}_2}(s_2) - 2 \nu_{\mathbf{B}_1}(s_1 t_1) \nu_{\mathbf{A}_2}(s_2)}{1 - \nu_{\mathbf{B}_1}(s_1 t_1) \nu_{\mathbf{A}_2}(s_2)}
$$

$$
+ \sum_{s_1 t_1 \in E_1, s_2 \neq t_2} \frac{\nu_{\mathbf{B}_1}(s_1 t_1) \nu_{\mathbf{A}_2}(s_2) - \nu_{\mathbf{B}_1}(s_1 t_1) \nu_{\mathbf{A}_2}(t_2) - \nu_{\mathbf{A}_2}(s_2) \nu_{\mathbf{A}_2}(t_2)}{2 \nu_{\mathbf{B}_1}(s_1 t_1) \nu_{\mathbf{A}_2}(s_2) \nu_{\mathbf{A}_2}(t_2)}
$$

Definition 16. Consider $\mathbf{G}_1 = (\mathbf{A}_1, \mathbf{B}_1)$ and $\mathbf{G}_2 = (\mathbf{A}_2, \mathbf{B}_2)$ to be two PDEGs. Then, for any vertex $(s_1, s_2) \in V_1 \circ V_2$,

$$
(TD_{\mu})_{\mathbf{G}_1 \circ \mathbf{G}_2}(s_1, s_2) = \sum_{(s_1, s_2)(t_1, t_2) \in E_1 \circ E_2} (\mu_{\mathbf{B}_1} \circ \mu_{\mathbf{B}_2})(s_1, s_2)(t_1, t_2)) + (\mu_{\mathbf{A}_1} \circ \mu_{\mathbf{A}_2})(s_1, s_2)
$$

$$
= \sum_{s_1 = t_1, s_2 = t_2} \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{B}_1}(s_2) + \mu_{\mathbf{B}_1}(s_1, t_2) - \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{B}_1}(s_2 t_2)
$$

$$
+ \sum_{s_1 t_1 \in E_1, s_2 = t_2} \mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(s_2) + \mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(t_2) + \mu_{\mathbf{A}_2}(s_2) \mu_{\mathbf{A}_2}(t_2)
$$

$$
- 2 \mu_{\mathbf{B}_1}(s_1 t_1) \mu_{\mathbf{A}_2}(s_2) \mu_{\mathbf{A}_2}(t_2)
$$

$$
+ \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{A}_2}(s_2) - \mu_{\mathbf{A}_1}(s_1) \mu_{\mathbf{A}_2}(s_2)
$$
Thus, by Definition 15, we must have:

\[
\mathbf{1} = \sum_{\mathbf{1}, \mathbf{2} \in E_{1} \setminus E_{2}} (\nu_{A_{1}} \circ \nu_{A_{2}}) + (\nu_{A_{1}} \circ \nu_{A_{2}}) = \sum_{\mathbf{1}, \mathbf{2} \in E_{1} \setminus E_{2}} \frac{\nu_{A_{1}}(\mathbf{1}) + \nu_{A_{2}}(\mathbf{2}) - 2\nu_{A_{1}}(\mathbf{1})\nu_{A_{2}}(\mathbf{2})}{1 - \nu_{A_{1}}(\mathbf{1})\nu_{A_{2}}(\mathbf{2})} + \sum_{\mathbf{1}, \mathbf{2} \in E_{1} \setminus E_{2}} \frac{\nu_{B_{1}}(\mathbf{1}) + \nu_{B_{2}}(\mathbf{2}) - 2\nu_{B_{1}}(\mathbf{1})\nu_{B_{2}}(\mathbf{2})}{1 - \nu_{B_{1}}(\mathbf{1})\nu_{B_{2}}(\mathbf{2})}.
\]

Example 10. Consider PDFEGs \(G_{1}\) and \(G_{2}\) as in Example 3; their composition is given in Figure 11. Then, by Definition 15, we must have:

\[
(D_{\nu})_{G_{1} \circ G_{2}}(s_{1}, t_{1}) = (\mu_{B_{1}} \circ \mu_{B_{2}})((s_{1}, t_{1})|s_{2}, t_{2}) + (\mu_{B_{1}} \circ \mu_{B_{2}})((s_{1}, t_{1})|s_{2}, t_{1}) + (\mu_{B_{1}} \circ \mu_{B_{2}})((s_{1}, t_{1})|s_{2}, t_{2})
\]

\[
= \frac{\mu_{A_{1}}(s_{1})\mu_{A_{2}}(t_{1})}{\mu_{A_{1}}(s_{1}) + \mu_{B_{1}}(t_{1}) - \mu_{A_{1}}(s_{1})\mu_{B_{1}}(t_{1})} + \frac{\mu_{B_{1}}(s_{1})\mu_{A_{2}}(t_{2})}{\mu_{B_{1}}(s_{1})\mu_{A_{2}}(t_{2}) + \mu_{B_{1}}(s_{1})\mu_{A_{2}}(t_{2}) - \mu_{B_{1}}(s_{1})\mu_{A_{2}}(t_{2})}
\]

\[
= 0.7 + 0.8 = 2.3.
\]

Further, by using Definition 16, we have:

\[
(D_{\mu})_{G_{1} \circ G_{2}}(s_{1}, t_{1}) = (D_{\mu})_{G_{1} \circ G_{2}}(s_{1}, t_{1}) + (\mu_{A_{1}} \circ \mu_{A_{2}})(s_{1}, t_{1})
\]

\[
= 2.3 + \frac{\mu_{A_{1}}(s_{1})\mu_{A_{2}}(t_{1})}{\mu_{A_{1}}(s_{1}) + \mu_{A_{2}}(t_{1}) - \mu_{A_{1}}(s_{1})\mu_{A_{2}}(t_{1})}.
\]

Thus, \((D)_{G_{1} \circ G_{2}}(s_{1}, t_{1}) = (2.3, 0)\).
Thus, \((TD)_{G_1 \circ G_2}(s_1, t_1) = (3.3, 0)\).

**Remark 5.** The composition \(G_1 \circ G_2\) of strong PDFGs \(G_1\) and \(G_2\) is not a PDFG. It is justified in the following example.

Consider strong PDFGs \(G_1\) and \(G_2\). Their \(G_1 \circ G_2\) is displayed in Figure 12.

Since for the membership and non-membership grade of \((s_1, t_1)(s_1, t_2)\):

\[
(\mu_{B_1} \circ \mu_{B_2})(s_1, t_1)(s_1, t_2) = 0.33 \leq 0.22 = \frac{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1)(\mu_{A_1} \circ \mu_{A_2})(s_1, t_2)}{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1) + (\mu_{A_1} \circ \mu_{A_2})(s_1, t_2)},
\]

\[
(\nu_{B_1} \circ \nu_{B_2})(s_1, t_1)(s_1, t_2) = 0.78 \leq 0.86 = \frac{(\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_1, t_2)}{1 - (\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_1, t_2)}.
\]

Likewise, for the membership and non-membership grade of \((s_1, t_1)(s_2, t_1)\):

\[
(\mu_{B_1} \circ \mu_{B_2})(s_1, t_1)(s_2, t_1) = 0.28 \leq 0.25 = \frac{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1)(\mu_{A_1} \circ \mu_{A_2})(s_2, t_1)}{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1) + (\mu_{A_1} \circ \mu_{A_2})(s_2, t_1)},
\]

\[
(\nu_{B_1} \circ \nu_{B_2})(s_1, t_1)(s_2, t_1) = 0.81 \leq 0.84 = \frac{(\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_2, t_1)}{1 - (\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_2, t_1)}.
\]

Further, for the membership and non-membership grade of \((s_1, t_1)(s_2, t_2)\):

\[
(\mu_{B_1} \circ \mu_{B_2})(s_1, t_1)(s_2, t_2) = 0.27 = 0.27 = \frac{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1)(\mu_{A_1} \circ \mu_{A_2})(s_2, t_2)}{(\mu_{A_1} \circ \mu_{A_2})(s_1, t_1) + (\mu_{A_1} \circ \mu_{A_2})(s_2, t_2)},
\]

\[
(\nu_{B_1} \circ \nu_{B_2})(s_1, t_1)(s_2, t_2) = 0.82 = 0.82 = \frac{(\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_2, t_2)}{1 - (\nu_{A_1} \circ \nu_{A_2})(s_1, t_1)(\nu_{A_1} \circ \nu_{A_2})(s_2, t_2)}.
\]
Hence, it is concluded that $G_1 \circ G_2$ is not a PDFG of underlying crisp graph $G'_1 \circ G'_2$.

**Proposition 11.** If $G_1 = (A_1, B_1)$ and $G_2 = (A_2, B_2)$ are strong PDFEGs of underlying crisp graphs $G'_1 = (V_1, E_1)$ and $G'_2 = (V_2, E_2)$, respectively, then the composition $G_1 \circ G_2$ of $G_1$ and $G_2$ is also a strong PDFEG of $G'_1 \circ G'_2$.

### 3. Numerical Approach

In this section, we solve a decision-making problem concerning the “selection of a leading textile industry” to clarify the suitability of the proposed concept of PDFGs in a realistic scenario. Within the Pythagorean fuzzy preference relation (PFPR) [29] framework, the algorithm for the selection of a leading textile industry is summarized in Algorithm 1. Further, a comparison with existing MCDM techniques is given in Table 7, which interprets the authenticity of our proposed technique.

#### 3.1. Selection of a Leading Textile Industry

The clothing and textile industry is very essential in social and economic terms for the growth and development of various countries. According to existing trends, the ability of planning and designing clothes, footwear, and accessories is a pivotal tool for any leading industry. To contribute to the long term development, the capability of the textile industry depends on the criteria of investors, as well as the quality of their items and products. Different places have their unique trends of fabric, and this varies with the passage of time. A newly graduated designer is planning to start her boutique in a town. As the fabric itself is the most integral part, therefore on account of the fine fabric, she pays attention to four textile industries $F_l$ ($l = 1, 2, 3, 4$) that are doing really well on the market. To select the finest option among all industries with limited effort and time, she discusses this matter with an analytical textile technologist $E$. The decision-making expert makes a comparison between four industries with respect to four criteria $C_g$ ($g = 1, 2, 3, 4$) which are given as:

- $C_1 = \text{durability of fabric}$;
- $C_2 = \text{price of fabric}$;
- $C_3 = \text{moisture absorption and heat conductivity}$;
- $C_4 = \text{appearance and style of the fabric}$;

with the respective weight vector $W = (0.4, 0.3, 0.2, 0.1)^T$ and presents his preferable information (PFPRs [29]) $Q^{(g)} = (q_{lp}^{(g)})_{4 \times 4}$ ($g = 1, 2, 3, 4$), where $q_{lp}^{(g)} = (\mu_{lp}^{(g)}, \nu_{lp}^{(g)})$ is the PFN assigned by the decision-making expert with $\mu_{lp}$ and $\nu_{lp}$ as the degree to which the textile industry $F_l$ is preferred and not preferred over the textile industry $F_p$ regarding the given criteria, respectively. The PFPRs $Q^{(g)} = (q_{lp}^{(g)})_{4 \times 4}$ are outlined in the following tables (Tables 1–4).

| Table 1. Pythagorean fuzzy preference relation (PFPR) regarding the criterion “durability of fabric”. |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $Q^{(1)}$ | $F_1$ | $F_2$ | $F_3$ | $F_4$ |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $F_1$ | (0.5, 0.5) | (0.8, 0.2) | (0.9, 0.1) | (0.8, 0.1) |
| $F_2$ | (0.2, 0.8) | (0.5, 0.5) | (0.7, 0.3) | (0.5, 0.7) |
| $F_3$ | (0.1, 0.9) | (0.3, 0.7) | (0.5, 0.5) | (0.3, 0.8) |
| $F_4$ | (0.1, 0.8) | (0.7, 0.5) | (0.8, 0.3) | (0.5, 0.5) |
Table 2. PFPR regarding the criterion “price of fabric”.

<table>
<thead>
<tr>
<th>Q(3)</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>(0.5, 0.5)</td>
<td>(0.7, 0.3)</td>
<td>(0.9, 0.2)</td>
<td>(0.8, 0.2)</td>
</tr>
<tr>
<td>F2</td>
<td>(0.3, 0.7)</td>
<td>(0.5, 0.5)</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.6)</td>
</tr>
<tr>
<td>F3</td>
<td>(0.2, 0.9)</td>
<td>(0.1, 0.8)</td>
<td>(0.5, 0.5)</td>
<td>(0.1, 0.9)</td>
</tr>
<tr>
<td>F4</td>
<td>(0.2, 0.8)</td>
<td>(0.6, 0.6)</td>
<td>(0.9, 0.1)</td>
<td>(0.5, 0.5)</td>
</tr>
</tbody>
</table>

Table 3. PFPR regarding the criterion “moisture absorption and heat conductivity”.

<table>
<thead>
<tr>
<th>Q(3)</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>(0.5, 0.5)</td>
<td>(0.7, 0.2)</td>
<td>(0.8, 0.1)</td>
<td>(0.7, 0.2)</td>
</tr>
<tr>
<td>F2</td>
<td>(0.2, 0.7)</td>
<td>(0.5, 0.5)</td>
<td>(0.5, 0.6)</td>
<td>(0.4, 0.7)</td>
</tr>
<tr>
<td>F3</td>
<td>(0.1, 0.8)</td>
<td>(0.6, 0.5)</td>
<td>(0.5, 0.5)</td>
<td>(0.1, 0.9)</td>
</tr>
<tr>
<td>F4</td>
<td>(0.2, 0.7)</td>
<td>(0.7, 0.4)</td>
<td>(0.9, 0.1)</td>
<td>(0.5, 0.5)</td>
</tr>
</tbody>
</table>

Table 4. PFPR regarding the criterion “appearance and style of the fabric”.

<table>
<thead>
<tr>
<th>Q(4)</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>(0.5, 0.5)</td>
<td>(0.8, 0.3)</td>
<td>(0.9, 0.2)</td>
<td>(0.8, 0.2)</td>
</tr>
<tr>
<td>F2</td>
<td>(0.3, 0.8)</td>
<td>(0.5, 0.5)</td>
<td>(0.4, 0.7)</td>
<td>(0.3, 0.9)</td>
</tr>
<tr>
<td>F3</td>
<td>(0.2, 0.9)</td>
<td>(0.7, 0.4)</td>
<td>(0.5, 0.5)</td>
<td>(0.5, 0.6)</td>
</tr>
<tr>
<td>F4</td>
<td>(0.2, 0.8)</td>
<td>(0.9, 0.3)</td>
<td>(0.6, 0.5)</td>
<td>(0.5, 0.5)</td>
</tr>
</tbody>
</table>

The Pythagorean fuzzy directed network (PFDN) $D_8$ concerning PFPRs $Q^{(q)}$ ($g = 1, 2, 3, 4$) provided in Tables 1–4 is displayed in Figure 13.

![Directed network of PFPRs](image)

Figure 13. Directed network of PFPRs.

With the purpose to compute the clumped PFN $q_{lp} = (\mu_{lp}, \nu_{lp})$ ($l, p = 1, 2, 3, 4$) of the textile industry $F_l$ over the textile industry $F_p$ regarding all considered criteria $C^{(g)}$ ($g = 1, 2, 3, 4$), the Pythagorean Dombi fuzzy weighted arithmetic averaging (PDFWAA) operator [47] defined in Equation (1) is utilized.

$$q_{lp} = \text{PDFWAA}(q_{lp}^{(1)}, q_{lp}^{(2)}, \ldots, q_{lp}^{(n)})$$
In Equation 3.1, we have considered $\gamma = 1$ as in Dombi’s t-norm and t-conorm, and we have chosen $\gamma = 1$, for obtaining corresponding clumped PFPR $Q = (\eta_{lp})_{4 \times 4}$, which is shown in Table 5.

Table 5. Clumped Pythagorean fuzzy preference relation.

<table>
<thead>
<tr>
<th>$Q$</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>$(0.5000, 0.5000)$</td>
<td>$(0.7602, 0.2308)$</td>
<td>$(0.8889, 0.1250)$</td>
<td>$(0.7858, 0.1429)$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$(0.2463, 0.7467)$</td>
<td>$(0.5000, 0.5000)$</td>
<td>$(0.7077, 0.2079)$</td>
<td>$(0.5092, 0.6811)$</td>
</tr>
<tr>
<td>$F_3$</td>
<td>$(0.1490, 0.8781)$</td>
<td>$(0.4481, 0.6264)$</td>
<td>$(0.5000, 0.5000)$</td>
<td>$(0.2688, 0.8182)$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$(0.1682, 0.7778)$</td>
<td>$(0.7345, 0.4687)$</td>
<td>$(0.8623, 0.1531)$</td>
<td>$(0.5000, 0.5000)$</td>
</tr>
</tbody>
</table>

The PFDN $D$, corresponding to clumped PFPR $Q$, is drawn in Figure 14.

Figure 14. Directed network of clumped PFPR.

Under the condition $\mu_{lp} \geq 0.5$ ($l, p = 1, 2, 3, 4$), a partial directed network $D$ is drawn in Figure 15.
In Equation 3.1, we have considered $\gamma = 1$ as in Dombi’s t-norm and t-conorm, we have chosen $\gamma = 1$, for obtaining $F_1$ as the most profitable textile industry among all.

If geometric averaging (PDFWGA) operator [44] is utilized in place of PDFWAA operator, then the clumped PFN $q_{lp} = (\mu_{lp}, \nu_{lp})$ ($l, p = 1, 2, 3, 4$) of the textile industry $F_l$ over textile industry $F_p$ regarding all considered criteria $C^{(g)}_q$ ($q = 1, 2, 3, 4$), is obtained by using Equation (2).

$$q_{lp} = \text{PDFWGA}(q^{(1)}_{lp}, q^{(2)}_{lp}, \ldots, q^{(n)}_{lp})$$

$$= \left( \frac{1}{1 + \left[ \sum_{g=1}^{n} W_g \left( \frac{1 - \mu_{lp}^{(g)}}{\mu_{lp}^{(g)}} \right)^{\gamma} \right]^\frac{1}{\gamma}} \right)^{\frac{1}{1 + \left[ \sum_{g=1}^{n} W_g \left( \frac{1 - (\nu_{lp}^{(g)})^2}{1 - (\nu_{lp}^{(g)})^2} \right)^{\gamma} \right]^\frac{1}{\gamma}}}.$$  

For $\gamma = 1$, the corresponding clumped PFPR $Q = (q_{lp})_{4 \times 4}$ is represented in Table 6.

The PFDN $D$, concerning clumped PFPR $Q$, is drawn in Figure 16.
Under the condition $\mu_{lp} \geq 0.5 (l, p = 1, 2, 3, 4)$, a partial directed network $\hat{D}$ is drawn in Figure 17.

![Directed network of clumped PFPR](image)

**Figure 16.** Directed network of clumped PFPR.

According to the membership value of out-degrees $\text{out} - d(F_l)$ ($l = 1, 2, 3, 4$), we get the optimal ranking order of the four leading textile industries $F_l$ as:

$$F_1 > F_4 > F_2 \sim F_3.$$  

On the basis of ranking, we conclude that $F_1$ is the most profitable textile industry among all.

Our proposed technique for multi-criteria decision making is displayed in the following Algorithm 1.
Algorithm 1 The algorithm for the selection of a leading textile industry.

**INPUT:** A discrete set of feasible alternatives \( F = \{f_1, f_2, \ldots, f_m\} \), a set of conflicting criteria \( C = \{c_1, c_2, \ldots, c_n\} \) in order to achieve the target with weight vector \( W = \{w_1, w_2, \ldots, w_n\} \), and construction of PFPR \( Q^{(g)} = (q_{lp}^{(g)})_{m \times m} \) corresponding to each considered criteria.

**OUTPUT:** The selection of the optimal alternative.

1. **begin**
2. Aggregate all \( q_{lp}^{(g)} = (\mu_{lp}^{(g)}, \nu_{lp}^{(g)}) \) \((l, p = 1, 2, \ldots, m)\) regarding criteria \( C_g \) \((g = 1, 2, 3, 4)\), and get the PFPR \( Q = (q_{lp})_{m \times m} \), where \( q_{lp} = (\mu_{lp}, \nu_{lp}) \) is the PFE of the alternative \( f_l \) over the alternative \( f_p \) with respect to all the considered criteria \( C_g \) by using the PDFWAA operator:
   \[
   q_{lp} = \text{PDFWAA}(q_{lp}^{(1)}, q_{lp}^{(2)}, \ldots, q_{lp}^{(n)}) = \left( \frac{1}{1 + \left[ \sum_{g=1}^{n} w_g \left( \frac{(\mu_{lp}^{(g)})^2}{1 - (\mu_{lp}^{(g)})^2} \right)^\gamma \right]^\frac{1}{\gamma}}, \frac{1}{1 + \left[ \sum_{g=1}^{n} w_g \left( \frac{(\nu_{lp}^{(g)})^2}{1 - (\nu_{lp}^{(g)})^2} \right)^\gamma \right]^\frac{1}{\gamma}} \right), l, p = 1, 2, 3, \ldots, m.
   \]
   or the PDFWGA operator:
   \[
   q_{lp} = \text{PDFWGA}(q_{lp}^{(1)}, q_{lp}^{(2)}, \ldots, q_{lp}^{(n)}) = \left( \frac{1}{1 + \left[ \sum_{g=1}^{n} w_g \left( \frac{1 - \mu_{lp}^{(g)}}{\mu_{lp}^{(g)}} \right)^\gamma \right]^\frac{1}{\gamma}}, \frac{1}{1 + \left[ \sum_{g=1}^{n} w_g \left( \frac{1 - \nu_{lp}^{(g)}}{\nu_{lp}^{(g)}} \right)^\gamma \right]^\frac{1}{\gamma}} \right), l, p = 1, 2, 3, \ldots, m.
   \]
3. Draw the PFDN \( D \), regarding the aggregated PFPR \( Q \).
4. Under the condition \( \mu_{lp} \geq 0.5 \) \((l, p = 1, 2, \ldots, m)\), draw the Pythagorean fuzzy partial directed graph \( D \).
5. Calculate the out degrees \( \text{out-d}(f_l) \) \((l = 1, 2, \ldots, m)\) of all the alternatives \( f_l \) in the Pythagorean fuzzy partial directed graph \( D \).
6. Put alternatives \( f_l \) \((l = 1, 2, \ldots, m)\) in order with regard to decreasing values of the membership degrees of \( \text{out-d}(f_l) \).
7. Alternative with the maximum membership degree of \( \text{out-d}(f_l) \) is the optimal alternative.
8. **end**

Algorithm 1 is also presented by a flowchart (Figure 18) for better understanding of the technique.
Identification of alternatives, criteria and weights for decision making.

Compute clumped Pythagorean fuzzy preference relation based on considered criteria $C_g$.

Draw the Pythagorean fuzzy directed network $D$, regarding to the aggregated PFPR $C$.

Under the condition $\mu_{lp} \geq 0.5$, draw Pythagorean fuzzy partial directed graph.

Calculate the out degrees of all the alternatives.

Rank the alternatives in descending order of membership degrees of out degree.

**Figure 18.** Flowchart of the proposed technique.

One can see that the ranking in Section 3.1 is with respect to a particular value of operational parameter $\gamma = 1$. For distinct values of operational parameter $\gamma$, the stability of the ranking methodology may be noted and studied by considering a simulation study over the variety of values of the operational parameter depending on the needs.

### 3.2. Comparative Analysis

In this subsection, a comparative analysis is made between the newly proposed and exiting MCDM techniques. The Pythagorean fuzzy weighted average (PFWA) operator and the Pythagorean fuzzy weighted geometric (PFWG) operator introduced by Yager [16] are applied for solving the above decision-making problem. The ranking based on the techniques used is given in the following Table 7.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Ranking of Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing PFWA Technique [16]</td>
<td>$F_1 \succ F_4 \succ F_2 \succ F_3$</td>
</tr>
<tr>
<td>Existing PFWG Technique [16]</td>
<td>$F_1 \succ F_4 \succ F_2 \succ F_3$</td>
</tr>
<tr>
<td>Our Proposed PDFWAA Technique</td>
<td>$F_1 \succ F_4 \succ F_2 \succ F_3$</td>
</tr>
<tr>
<td>Our Proposed PDFWGA Technique</td>
<td>$F_1 \succ F_4 \succ F_2 \succ F_3$</td>
</tr>
</tbody>
</table>

Furthermore, Table 7 exhibits that the decision results based on the existing PFWA and PFWG techniques were consistent with our proposed PDFWAA and PDFWGA technique, which depicts the reliability of the technique.
4. Conclusions

Graph models are extensively found everywhere in natural and human made structures such as process dynamics in physical, biological, and social systems and for modeling relations. PF models are more versatile and practical. It is seen that restrictions $0 \leq \mu \leq 1$, $0 \leq \mu + \nu \leq 1$ on FG and IFG, respectively, confine the area of these graphs to describe uncertain information that appears in the real world. PFGs with a constraint $0 \leq \mu^2 + \nu^2 \leq 1$, a generalized form, have extra spaces between membership and non-membership grades. This model gives more compatibility and precision to the system as compared to the fuzzy and intuitionistic fuzzy models. In this research article, the excellent flexibility of operational parameter $\lambda$ of Dombi operators in graph theoretical conceptions under the PF environment was observed. As the graph product is a technique that merges two graphs and produces a unique graph, hence on the basis of this, some basic graph products, in particular the direct product, semi-strong product, Cartesian product, strong product, and composition, for unifying two PDFGs, were introduced. By utilizing these products, various kinds of structural forms and models could be fused to provide a better one. For the organization process of space structures, these products may be very helpful. Further, we showed that the Cartesian product, strong product, semi-strong product, and the composition of two PDFGs were not PDFGs. Despite that if these graph products had crisp vertices, they were PDFGs. Meanwhile, these outcomes were taken on PDFGs maintaining the strongness property. Many decision-making situations can be easily solved by considering a variety of values of operational parameters. An incentive approach towards a decision-making problem related to the selection of a leading textile industry was adopted in our work. We hope this paper will help researchers to see the field of PDFGs at a glance. For further research, the vertex and edge regularity of these graph operations can be discussed.
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