Influence of Material Property Variation on Computationally Calculated Melt Pool Temperature during Laser Melting Process
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Abstract: Selective Laser Melting (SLM) is a popular additive manufacturing (AM) method where a laser beam selectively melts powder layer by layer based on the building geometry. The melt pool peak temperature during build process is an important parameter to determine build quality of a fabricated component by SLM process. The melt pool temperature depends on process parameters including laser power, scanning speed, and hatch space as well as the properties of the build material. In this paper, the sensitivity of melt pool peak temperature during the build process to temperature dependent material properties including density, specific heat, and thermal conductivity are investigated for a range of laser powers and laser scanning speeds. It is observed that the melt pool temperature is most sensitive to melt pool thermal conductivity of the processed material for a set of specific process parameters (e.g., laser power and scan speed). Variations in the other mechanical–physical properties of powder and melt pool such as density and specific heat are found to have minimal effect on melt pool temperature.

Keywords: selective laser melting; additive manufacturing; melt-pool temperature; computational method

1. Introduction

Additive manufacturing (AM) is a layer-by-layer manufacturing process that is termed as the next industrial revolution. AM technology has the potential to accelerate innovation, compress supply chains, minimize materials and energy usage, and reduce waste. The most significant benefit of AM technology is its design freedom to address design complexity with no required additional tooling or assembly. In this technology, 3D structures are fabricated layer upon layer by slicing the CAD model. Selective Laser Melting (SLM) is an additive manufacturing technique widely used to fabricate complex 3D components. SLM has been used successfully in different applications including biomedical, aerospace, automotive, and jewelry industries [1–5]. In this process, a laser is scanned over a powder layer and after building one layer, the build plate is lowered by a distance equal to the thickness of the fused layer, and this process of building layers is repeated until fabrication of the whole component is completed [6]. Figure 1 shows a schematic diagram of the SLM process where the main components are a powder bed or base plate, a powder delivery system, an enclosed chamber for operation in a vacuum or an inert gas, and a laser system [7]. The chamber or the build plate can be preheated if necessary.
Figure 1. Schematic of Selective Laser Melting (SLM) system.

Figure 2 shows the major energy transport mechanisms: conduction, convection, and radiation that results in transient heat distribution in the processed zone. Melt pool dynamics is also influenced by the interaction between the laser and liquid metal during solidification process. The spatial and temporal distribution of temperature within and around the melt pool affects microstructure and process induced residual stress in the final product. The finite element analysis (FEA) approach is used by many researchers to model the SLM process, thereby developing process maps and predicting microstructure and residual stress [8,9]. However, there are many difficulties to accurately capture all the features of the SLM process by finite element modeling. Shi et al. [10] mentioned about a splash of powder particle in laser beam track. King et al. [11] discussed strong dynamics of the melted material flow propelled by Marangoni convection during laser melting. Fu et al. [12] performed comparative analysis of melt pool geometry for SLM of Ti-64 alloy and have found a significant difference between FEA and experimental results. In their work, multiple factors such as the accuracy of the thermal input, temperature-dependent properties of both powder and bulk Ti-64, and laser–material interactions were considered to model the SLM process. Yadroitsev et al. [3] investigated experimentally measured melt pool dimensions with theoretical calculations at different irradiation time and found a significant difference between these methods. Verhaeghe et al. [13] created a model for SLM of Ti-64 alloy by considering shrinkage and laser light penetration effects, and studied the influence of incorporating or neglecting evaporation effect in SLM process. Results were not consistent enough to make a conclusion from this study.

Figure 2. Schematic of energy transport mechanisms in the laser processed zone.
Since the SLM is a thermal process, the FEA predicted melt pool temperature and geometry heavily depend on the thermal-mechanical properties of metal powders and melt pool liquid metal. It is thus important to understand the sensitivity of FEA predicted melt pool temperatures to thermal–mechanical–physical properties of SLM materials that can help in filling the gap between experimental and simulation results. This analysis will also be useful in any laser melting process where phase change phenomena (e.g., laser welding process) such as solid–liquid–solid occurs [14–17]. In this paper, sensitivity analysis is performed by creating a finite element model in ABAQUS and by monitoring the melt pool peak temperature by perturbing the properties of Ti-6Al-4V such as specific heat, density, and thermal conductivity. The FEA result is first compared with the experimentally measured temperature using an infrared (IR) camera to understand whether the FEM scheme captures the right trend of the melt pool temperature. Then, each material property is perturbed within the FEM code for several combinations of process parameters such as laser power and laser scanning speed and change in peak temperature is recorded. Only high and low laser powers of 400 W and 91 W, and laser scanning speeds of 1100 mm/s and 200 mm/s are considered in this case. At the end, recommendations on which material property/properties have the most significant effect on melt pool peak temperature during SLM build process are provided.

2. Finite Element Modeling

Finite element modeling technique is being used by many researchers [7,18–21] for process modeling of selective laser melting (SLM). In SLM process, a moving continuous wave (cw) fiber laser beam with Gaussian type intensity distribution strikes the titanium alloy surface. The heat flow problem can be solved by considering a moving heat source. A description of FEA technique used in this study is presented in following sections.

2.1. Governing Equations

The spatial and temporal temperature distribution \( T(x,y,z,t) \) satisfies the following differential equation for three-dimensional heat conduction in a domain \( D \) [12,21,22]:

\[
\frac{\partial}{\partial x} \left( k_x \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k_y \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k_z \frac{\partial T}{\partial z} \right) + Q = \rho c \left( \frac{\partial T}{\partial t} - v \frac{\partial T}{\partial x} \right) \tag{1}
\]

where,

\( (x,y,z) = \) coordinate system attached to the heat source
\( Q = \) power generation per unit volume in the domain \( D \) (W m\(^{-3}\))
\( k_x, k_y, k_z = \) thermal conductivity in the \( x, y \) and \( z \) directions (W m\(^{-1}\) K\(^{-1}\))
\( c = \) specific heat capacity (J kg\(^{-1}\) K\(^{-1}\))
\( \rho = \) density (kg m\(^{-3}\))
\( t = \) time (s)
\( v = \) velocity of laser (m s\(^{-1}\))

The initial condition is,

\[
T(x,y,z,0) = T_0 \text{ for } (x,y,z) \in D \tag{2}
\]

The natural boundary condition can be defined by,

\[
k_n \frac{\partial T}{\partial n} - q + h(T - T_0) + \sigma \epsilon (T^4 - T_0^4) = 0 \tag{3}
\]

on the boundary, \( S \) for \( (x,y,z) \in S \) and \( t > 0 \). \( S \) represents those surfaces that are subject to radiation, convection, and imposed heat fluxes. A special case of the imposed heat flux is the adiabatic condition, which represents insulated or symmetry surfaces. Other symbols are defined as:
\( k_n \) = thermal conductivity normal to \( S \) (W/m-K)

\( h \) = heat transfer coefficient for convection (W/m\(^2\)-K)

\( \sigma \) = Stefan–Boltzmann constant for radiation \((5.67 \times 10^{-8}\) W/m\(^2\)-K\(^4\))

\( \varepsilon \) = emissivity

\( T_o \) = ambient temperature (K)

\( q \) = heat flux normal to \( S \) (W/m\(^2\))

The inclusion of temperature-dependent thermophysical properties and a radiation term in the above boundary condition makes this type of analysis highly nonlinear.

2.2. Description of the Model

Figure 3 shows the FEA model for the metallic powder layer and the substrate developed in ABAQUS/CAE 2017 (DS Simulia, Providence, RI, USA) [23]. For this model, the substrate is considered to be made of the same material as the powder layer. Model size was determined based on process parameters such as laser beam diameter and scan speed, and mesh convergence is performed to find appropriate mesh size for this analysis. In this model, the size of the substrate is 800 \( \mu \)m \( \times \) 800 \( \mu \)m \( \times \) 500 \( \mu \)m and metallic powder layer thickness is 100 \( \mu \)m. The powder bed element size is 20 \( \mu \)m \( \times \) 20 \( \mu \)m \( \times \) 20 \( \mu \)m in all directions \((x, y, \text{ and } z)\). In this particular analysis, powder bed is more important than the substrate; therefore, substrate element size is considered coarser in \( y \)-direction with a thickness of 100 \( \mu \)m to save computation time.

The moving laser was modeled as a distributed heat flux on the material surface on which the laser is being focused (which is powder surface in this case). Laser irradiation normally has a Gaussian distribution. However, in this case, an average heat flux was calculated by using the following equation and applied in the model [24].

\[
\text{Average heat flux, } q_m = \frac{1}{\pi r^2} \int_0^{r_0} q(2\pi r)dr = \frac{0.865\alpha P}{\pi r_0^2}
\]  

\( (4) \)
where, $\alpha =$ Absorption coefficient $= 0.65$ \cite{25}, $P =$ laser power in watts, and $r_0 =$ radius of laser spot $= 50 \mu$m. The moving heat source was modeled by reassigning the location of the distributed heat flux calculated using Equation (4) at different time steps. For example, several element sets, each having laser spot dimension, are chosen on the powder surface. The distributed heat flux was applied on the element set 1 in load step 1 and nodal temperatures are numerically calculated utilizing Equation (1). Heat flux was then applied on the element set 2 in the second load step, and so on. Thus, a nodal temperature history was obtained as a function of time. The time was calculated based on the scanning velocity and heat source location. The transient heat transfer model was then run and nodal temperature was documented as a function of time for use in the subsequent steps.

Both convection and radiation boundary conditions were applied in this model. Initial and boundary conditions are tabulated in Table 1. Convective heat transfer coefficient was considered as 20 W/m²-K that is the average value for air \cite{26} and radiation emissivity was considered to be 0.35 \cite{17}.

<table>
<thead>
<tr>
<th>Table 1. Initial and boundary conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Temperature  298 K</td>
</tr>
<tr>
<td>Convection                  -</td>
</tr>
<tr>
<td>Convective heat transfer coefficient  20 W/m²-K</td>
</tr>
<tr>
<td>Ambient temperature  298 K</td>
</tr>
<tr>
<td>Radiation                   -</td>
</tr>
<tr>
<td>Emissivity                  0.35</td>
</tr>
</tbody>
</table>

2.3. Material Properties

Material properties are the essential input parameters for the model. For different materials, associated material properties can be used to find temperature distribution within the model. Three material properties—density, specific heat, and thermal conductivity—were varied within the model to understand their influence on melt pool peak temperature. The temperature dependent base properties used for the reference model are shown in Equations (5)–(7) for a temperature range of 273 K to 3023 K for Ti64 alloy. Equations (5)–(7) were generated from a linear fit of the data published in references \cite{17,27,28}. One of the reasons for choosing linear fit is that it will facilitate further analysis of the sensitivity of peak temperature to variation in these properties that are described in the later section of this paper.

\[
Density = -0.23T + 4644.1 \tag{5}
\]

\[
Specific\ Heat = 0.2T + 510 \tag{6}
\]

\[
Thermal\ Conductivity = 0.0139T + 6.3654 \tag{7}
\]

2.4. Experimental Data to Verify Reference FEA Model

The model response in this analysis is considered to be the melt pool peak temperature during the build process. The finite element model developed was first run for the base material properties listed in Equations (5)–(7) and temperature contour plot was recorded (Figure 4) for a process parameter set of 91 W and 200 mm/s. The FEA predicted melt pool temperature was observed to be high; however, a similar order of peak temperature also reported by Fu et al. \cite{13}. The numerically calculated melt pool temperature was then compared with experimental measurements.
An infrared (IR) camera, model XEVA-FPA-1.7-320 (Xenics Infrared Solutions, BE-3001 Leuven, Belgium), is used to measure real-time temperature during SLM build process. Maximum temperature is identified from the dark red zone of IR images for each bead. The maximum numerical value for each bead is considered as peak temperature. The pixel size of the IR camera is 1 mm × 1 mm. It can be noted that due to the larger pixel size of the camera, peak temperature value from IR camera is smaller than the actual value. After averaging finite element data to camera pixel size, peak temperature data from IR camera and FEM results are compared in Figure 5. It was observed that the temperature values are quite comparable, and the difference is around 131–159 °C.
Figure 5. Comparison of maximum FEA temperature that is averaged over a camera pixel and IR data of Ti-64 sample at 400 W and 200 to 1100 mm/s.

The melt pool width of the fabricated single bead was measured using a confocal microscope by viewing from top of the sample. The width measurements were done along the length of the sample and were averaged for a particular process parameter. Representative confocal microscopy images of single beads created with laser power of 400 W at scanning speed of 200 mm/s are shown in Figure 6a,b. The melt pool width was also obtained from the FEA model by monitoring the melt pool whose temperature was above the melting point of 1300 °C. The measured width is compared with the FEA predictions and is shown in Figure 7. It was observed that the difference is around 44–124 μm between experimental and FEA values. It has been discussed previously in the introduction section by referencing other research work [12] where finite element results are seen to deviate from experimental data in the same order of magnitude. It is one of the objectives of this sensitivity study to work towards a solution to minimize the difference. In particular, the sensitivity of FEA predicted melt pool peak temperature to material properties is investigated in detail.

Figure 6. (a) Two-dimensional and (b) three-dimensional confocal microscopy images of single beads Ti-64 samples produced at laser power of 400 W at scanning speed of 200 mm/s.
3. Variation in Material Properties

Once the melt pool temperature was calculated for the base model, various materials properties of the model are varied to find their influence on the melt pool temperature. One of the ways of changing material properties is by changing the slope of the material property vs. temperature plots. The material properties that were used to generate a wide range of melt pool temperatures as a function of material properties are shown in Figures 8–12. Figure 8 shows the temperature vs. density plots where the slope of the base density plot is considered as $-0.23 \text{ kg/m}^3/\text{K}$ (also presented by Equation (5)). The slope is varied from $-0.15$ to $-0.3 \text{ kg/m}^3/\text{K}$ to generate five sets of density data. Similarly, the slope of the base specific heat plot is $0.2 \text{ J/kg-K/K}$ and is varied between $0.1 \text{ J/kg-K/K}$ and $0.3 \text{ J/kg-K/K}$ to generate five sets of specific heat data (Figure 9). The temperature dependent thermal conductivity used for the analysis is shown in Figure 10, where the base slope is $0.0139 \text{ W/m-K/K}$ and was varied from $0.005 \text{ W/m-K/K}$ to $0.03 \text{ W/m-K/K}$ to create seven sets of data. In addition, thermal conductivity was varied before and after melting point to identify which one has more significant effect on melt pool temperature. These variations are shown in Figures 11 and 12, where slopes are varied only before and after melting temperature, respectively.
Figure 9. Sets of specific heat data by varying its slope from the base slope of 0.2 J/kg-K/K.

Figure 10. Seven sets of thermal conductivity data generated by varying the base slope (shown in Equation (7)) between 0.005 and 0.03 W/m-K/K.
Figure 11. Slope of thermal conductivity data before melting point is varied.

Figure 12. Slope of thermal conductivity data after the melting point is varied.
4. Results and Discussion

In this section, the influence of density, specific heat, and thermal conductivity on peak melt pool temperature is analyzed for laser powers of 400 W and 91 W, and laser scanning speeds of 200 mm/s and 1100 mm/s.

4.1. Sensitivity to Density

To find the sensitivity of peak temperature to density for a range of laser power and laser scanning speed, simulation was performed by changing density data according to Figure 8 while keeping specific heat and thermal conductivity to its base values as shown in Equations (6) and (7). The percent change of peak temperature with respect to base density for two laser powers 400 W and 91 W and two laser scanning speeds 200 mm/s and 1100 mm/s are plotted in Figure 13. Peak temperature changes due to varying density are up to 1.31%, which is expressively low, and it can be concluded that density does not have a significant effect on peak build temperature.

![Sensitivity of peak temperature to density](image)

**Figure 13.** Sensitivity of peak temperature to density. Percentage change of peak temperature with respect to that calculated with base density at different process parameters.

4.2. Sensitivity to Specific Heat

In the case of specific heat, five sets of specific heat data (Figure 9) were used in the simulation while base density and thermal conductivity (Equations (5) and (7)) were kept constant. In Figure 14, the minimum and maximum percent change of peak temperature due to varying slope of specific heat are 0% and 7.57%. It can be concluded that the variation in specific heat does not have any significant effect on peak temperature.
Figure 14. Sensitivity of peak temperature to specific heat. Percentage change of peak temperature with respect to that calculated with base specific heat at different process parameters.

4.3. Sensitivity to Thermal Conductivity

Applying a similar method as discussed earlier, the percent change of peak temperature was numerically calculated by varying thermal conductivity and is shown in Figure 15. It can be noted that the change in peak temperature with respect to base value is high enough to conclude that the thermal conductivity has a significant effect on peak temperature during SLM build process. The percent change of peak temperature varies up to 48% for the thermal conductivities used in the current simulation.

Figure 15. Sensitivity of peak temperature to thermal conductivity. Percentage change of peak temperature with respect to that calculated with base thermal conductivity at different process parameters.
To further understand the effect of thermal conductivity, it was varied up to melting point only and the percent change in peak temperature was calculated and plotted in Figure 16. It was observed that the maximum change in peak temperature is only 5%. On the other hand, when thermal conductivity is varied after melting point only, the change in peak temperature is up to 36%, which is presented in Figure 17. It is also observed from Figure 17 that higher the melt pool conductivity, the lower is the melt pool peak temperature and vice versa. The results shown in Figures 16 and 17 are intuitively correct as the heat transfer rate is relatively higher at the molten state once the melting process is completed due to melt pool dynamics.

![Figure 16](image1.png)

**Figure 16.** Sensitivity of peak temperature to thermal conductivity. Change of peak temperature with respect to that calculated with base thermal conductivity at varying process parameters. Slope of thermal conductivity–temperature plot before the melting point is varied only.

![Figure 17](image2.png)

**Figure 17.** Sensitivity of peak temperature to thermal conductivity. Change of peak temperature with respect to that calculated with base thermal conductivity at varying process parameters. Slope of thermal conductivity–temperature plot after the melting point is varied only.
5. Summary

The sensitivity of melt pool temperature during SLM process to material properties such as density, specific heat, and thermal conductivity are studied for four sets of process parameters. They are: laser powers of 400 W and 91 W, and laser scanning speeds of 200 mm/s and 1100 mm/s. It was observed that perturbation in density and specific heat does not cause any significant change in melt pool peak temperature. On the other hand, thermal conductivity has a significant effect on melt pool peak temperature. More explicitly, thermal conductivity after the melting point has the most substantial effect on peak temperature. Thus, it can be concluded that more care must be taken on melt pool thermal conductivity to more accurately predict the temporal and spatial distribution of temperature in and around the melt pool using FEA. Accurate prediction of temperature distribution is paramount to predicting microstructural and mechanical properties of SLM parts.
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