A New Approach to Determine Tensile Stress-Strain Evolution in Semi-Solid State at Near-Solidus Temperature of Aluminum Alloys
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Abstract: Accurate determination of the materials’ strength and ductility in the semi-solid state at near-solidus temperatures is essential, but it remains a challenging task. This study aimed to develop a new method to determine the stress-strain evolution in the semi-solid state of aluminum alloys within the Gleeble 3800 unit. Stress evolution was determined by the newly developed “L-gauge” method, which converted the displacement of the “restrained” jaw, measured using an L-gauge, into the force. This method gives the possibility to determine the flow stress more accurately, especially for the very low stress range (1–10 MPa) in the semi-solid state at near-solidus temperatures. The digital image correlation technique implemented in the Gleeble unit allowed effective measurement of the heterogeneous strain fields evolving within the specimen under tensile loading. Therefore, the stress-strain curves measured in the semi-solid state help to better understand the alloy’s susceptibility to hot tearing. The results of an AA6111 alloy under different liquid fractions (2.8% at 535 °C and 5.8% at 571 °C) were demonstrated. The reliable stress-strain data and heterogeneous strain distribution are beneficial to develop the thermomechanical models and hot-tearing criteria.
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1. Introduction

Hot tearing remains as one of the major issues encountered during direct-chill (DC) casting of certain aluminum alloys [1]. The solidification shrinkage, thermal contraction, and the thermal gradients resulting from different cooling rates at different regions of castings lead to the generation of tensile stress and accumulation of strain within the material in a semi-solid state [2–4]. The presence of liquid channels or pockets in interdendritic regions of castings significantly deteriorates the response of the mushy zone to the evolving tensile stresses, and if the evolving tensile stress becomes greater than the strength of the mushy zone, then the crack (hot tearing) forms. However, the growth of a crack can be prevented if the crack is healed by the surrounding liquid. Therefore, alloys with a large solidification interval have been reported to be prone to hot tearing [3,4]. The extent of these tensile stress and strain and the response of the castings in the semi-solid state are the main factors determining the occurrence of hot tearing [1,5]. The hot tearing in castings is thus controlled by their mechanical behavior (strength and ductility) at high solid fractions as well as in liquid feeding [6–8].

Reheating techniques are regarded as the most common approach to assessing the mechanical behavior of alloys in near-solidus regions. It involves heating the specimen to
the test temperature and holding it shortly and then applying either tension or compression forces to determine its mechanical response [9]. Among these two modes of testing, the tension one is the most relevant since the accumulated tensile strain in the mushy zone can promote void formation in the semi-solid microstructure, giving rise to the occurrence of hot tearing [2,9]. However, conducting a tensile test and accurately determining the materials’ strength and ductility at near-solidus temperatures remains a challenging task [3].

One of the challenges faced during a high-temperature tensile test is the temperature evolution and its control in the specimen, since a small temperature variation might influence the liquid fraction in the mushy zone, thus affecting the reproducibility of the tensile tests [3]. Phillion et al. [9] proposed a methodology for conducting semi-solid tensile experiments using a Gleeble thermomechanical simulator, which enables accurate control of temperature evolution due to electrical resistance (joule) heating used in this unit. However, the resistive heating, in turn, results in a parabolic temperature distribution along the longitudinal direction of the tensile specimen due to mainly localized heat loss at the gripper sections of the specimen through conduction [10,11]. Moreover, the strength of aluminum alloys in near-solidus temperatures is quite low, ranging between 0.5 and 10 MPa [2,9,12]. At such low-stress values, the accuracy of load cells during the test becomes quite critical since the error limit of the load cells can cause some fluctuations in flow stress, making an accurate determination of strength properties quite difficult. Indeed, a study by Colley et al. [13], as opposed to ref. [14], revealed quite different levels of flow stresses (9 MPa vs. 3 MPa, respectively) for AA5182 alloy under the given test temperature (560 °C) and strain rate (10⁻⁴ s⁻¹). Similar distinctions can be seen in the results reported by Kron et al. [15] and Twite et al. [16] for AA6061 alloy.

The alloy ductility in a semi-solid state is another key property for predicting hot-tearing susceptibility [3,17]. However, measuring strain in semi-solid materials also seems not so easy. While some studies concerning the deformation behavior of semi-solid aluminum alloys have solely relied on the displacement of the movable jaw (stroke) [10,12], other investigations [2,9,13] have adopted diametric change measurement to determine the strain evolution during the tensile test. Digital image correlation (DIC) has become a powerful technique for measuring strain evolution during mechanical testing [11,18]. Coupling the semi-solid tensile experiments with the DIC technique might provide further insights into the mechanisms underlying the occurrence of hot tearing as this technique enables obtaining heterogeneous strain fields evolving in the specimen [11].

In the present study, an attempt was made to develop a new method within the Gleeble 3800 system, a thermomechanical physical simulator, to accurately and reliably measure the tensile stress-strain evolution in the semi-solid state at near-solidus temperatures of aluminum alloys.

2. Experimental Design and Methods

2.1. Materials

In this study, an AA6111 alloy (Al-0.6Mg-0.6Si-0.5% Cu-0.2Fe-0.1Mn, in wt.%) was chosen for tensile test experiments owing to its large solidification interval and relatively high hot-tearing/cracking susceptibility. Tensile test specimens were machined from the mid-center regions of the cross section of a rectangular DC cast ingot, provided by the Arvida Research and Development Centre of Rio Tinto Aluminum (Saguenay, QC, Canada).

2.2. A New Method for Measuring Tensile Properties in the Near-Solidus Regions

A new and simple approach was implemented to determine the stress evolution in the range of a few MPa in near-solidus regions. Strain evolution was determined by coupling the tensile test with the DIC technique. A detailed explanation of the newly designed tensile test setup is presented in the next sub-sections.
2.2.1. Design of Specimen Geometry for Better Temperature Distribution

The Gleeble 3800 unit (Dynamic System Inc., Poestenkill, NY, USA) enables heating the specimen quickly to the test temperature without much affecting its initial (as-cast) microstructure. Moreover, it is possible to accurately control the temperature evolution during testing. Unfortunately, parabolic temperature distribution is produced along the longitudinal direction [11]. This is due mainly to localized heat loss at the gripper sections of the specimen through conduction [9]. After a series of trials and errors aiming to reduce the thermal gradient in the longitudinal direction of the specimen, the sample geometry shown in Figure 1 was chosen for the tensile tests. In general, increasing the length of the specimen showed a tendency of decreasing the thermal gradient; however, considering the dimensions of the working chamber of the Gleeble unit and the high ductility of the aluminum alloy at high temperature, the length of the specimen was established at 120 mm. Figure 2a shows the observed parabolic temperature distributions along the longitudinal direction of the specimen at various temperatures. The extent of temperature gradient increased with the increase of the temperature (Figure 2b); for example, it was ~1.7 K at the target temperature of 400 °C and ~2.64 K at 600 °C within the range of 6 mm at the center of the specimen. However, no thermal gradient was observed in the transversal direction of the tensile specimen (Figure 2c).

Figure 1. The geometry of tensile test specimen.

Figure 2. Cont.
2.2.2. Stress Measurement

A new tensile test setup was implemented into the low-force cell module of the Gleeble 3800 thermomechanical simulator unit. The general view of the tensile setup in the low-force cell module is shown in Figure 4a. During heating and holding, the movable jaw can move freely. This allows maintaining near-zero force applied to the specimen despite its thermal expansion during the heating. When a tensile load is applied to the specimen, the movable jaw moves along with the moving ram, but the restrained jaw, as its name states, remains fixed in its position. However, in the near-solidus regions when the amount of the force causing the tensile specimen to fracture is very low, the built-in load cells of the Gleeble machine induce too much noise in the measurement because of the lack of
sensitivity of the load cells in their low limit of operation. In the present study, a new approach was adopted to measure the force, hereafter referred to as the “L-gauge” method. An L-gauge is a length-measuring device with a resolution of ~1 micron and the L-gauge method is based on the conversion of the precisely measured displacement of the jaw into the force. The assembly that connects the restrained jaw with the base of Gleeble was modified to make the restrained jaw movable under tensile loading, and the L-gauge was installed such that it measures the displacement of the restrained jaw relative to the base of Gleeble. The schematic of the modified assembly that connected the restrained jaw with the base of Gleeble can be seen in b. The assembly consisted of the block that was fixed to the base of Gleeble and the threaded rod which was connected to the restrained jaw, on one side, and to the block, on the other side. The threaded rod was bound to the block through the nut and the coned disk spring washers. Therefore, upon tensile loading, the spring washers also tended to deflect in response to the applied load, resulting in the displacement of the threaded rod, and thus, the movement of the restrained jaw in the direction of tensile loading. The restrained jaw continued to move until the spring washers became fully flat, which occurred when the applied load level reached ~80 kgf in this setup.

Figure 4. The tensile setup in the low-force cell module of the Gleeble unit used to conduct a tensile test at near-solidus temperatures: (a) general view (blue arrow indicating the tensile sample), and (b) schematic of the assembly that was modified to convert the displacement of the “restrained” jaw under tensile loading into the force.

Figure 5a shows the evolution of force, applied to the specimen and recorded using the built-in load cell, and the displacement of restrained jaw relative to the base of the Gleeble, measured by the L-gauge, with time. While force evolves with lots of fluctuations, the displacement evolves almost without fluctuations. A linear relationship is established between the applied force and the displacement of the restrained jaw relative to the base of the Gleeble (Figure 5b). This relationship remained constant after numerous tests and therefore, the slope of this relationship was used as a parameter to measure the applied force by converting the displacement of the restrained jaw relative to the base, measured by the L-gauge, into the force.
Figure 5. Evolution of the applied force and the relationship between applied force and displacement: (a) the applied force measured using the built-in load cell and the displacement of restrained jaw relative to base of Gleeble with time, and (b) the linear relationship between applied force (from built-in load cell) and displacement (measured using L-gauge) of restrained jaw relative to the base of the Gleeble unit. The red curve in (b) is a linear fit, from which the slope is determined.

2.2.3. Stress Measurement Using the DIC Technique

The specimen installed in the grips was positioned in the Gleeble jaws such that one of the broad surfaces of the specimen with a stochastic pattern was faced towards the front door of the Gleeble chamber (Figure 4a). The stochastic pattern was created by carefully spraying the liquid suspension (JIG-A-LOO, Quebec, QC, Canada) to obtain finely and uniformly distributed, non-agglomerated particles on the surface of the specimen, which enables tracking the deformation during tensile loading. A digital camera (Sony Alpha a7R III, Nihonbashi, Tokyo, Japan) with macro lens Canon (Ota, Tokyo, Japan) was installed with its optical axis that was set perpendicular to the broad surface of the specimen (Figure 6a). A typical image obtained prior to testing, i.e., at zero strain, giving the reference image, is shown in Figure 6b. Images were captured continuously during the tensile test at a rate of 2–3 frames per second. The camera was remotely shifted from time to time in the tensile loading direction during the tensile test to bring the optical axis towards the center of the specimen surface. The images acquired during the tests were processed using GOM software (GOM Correlate Professional, 2017, Braunschweig, Germany) to measure the evolved strain distribution along the longitudinal direction of the specimen in each captured image [19]. Strain fields in the deformed images were measured using GOM software by matching the stochastic patterns in the deformed images with that of the reference image. Figure 6c shows the image after 62 s of tensile test, in which the facet
was deformed (indicated by red rectangular) compared with the original reference facet (indicated by yellow rectangular) in Figure 6b. Therefore, the distance between the center of original reference facet and the center of deformed facet represents the displacement, which can be transferred into strains.

![Figure 6](image.png)

**Figure 6.** Tensile test setup with the camera: (a) its optical axis set perpendicular to the surface of the specimen, (b) a reference image acquired before tensile loading, and (c) a deformed image acquired after 62 s of tensile loading.

To verify the accuracy of GOM software in measuring the strain in the deformed images, it was necessary to measure the strain using images corresponding to a known
extension. Therefore, an image with a stochastic pattern was purposely extended in the horizontal axis (simulating loading direction) to provide several deformed images, each with known and uniformly distributed strains (actual strains). The deformed images had the same size as the reference one to make analysis using GOM possible. The deformed images along with the reference image were then processed using GOM software to measure the strain in each of the deformed images and then compare the measured and actual strains for each image. When creating surface components within GOM software, the facet size was 18 pixels and a point distance of 18 pixels was selected. As shown in Figure 7, the measured strain for each image was quite the same as the actual ones, indicating the high accuracy of this method.

![Figure 7](image_url)

**Figure 7.** Comparison of the actual and measured strains (using GOM software) in the images with known and uniformly distributed strains.

### 3. Results and Discussion

In the present work, two temperatures (535 and 571 °C) with different fractions of liquid were selected to show the feasibility of the newly developed method of presenting the strain-stress behaviors of experimental alloys in near-solidus regions. The fraction of liquid was calculated based on the Scheil model in Thermo-Calc (Thermo-Calc Software Inc., Solna, Sweden) with the TCAL7 and MALDEMO databases, which allowed the back diffusion in solid as well as the integration of cooling rates to simulate the casting condition. According to the simulation results, the fraction of liquid ($f_L$) of the experimental alloy at 535 °C was 2.8% while it was 5.8% at 571 °C.

#### 3.1. Stress Evolution

Figure 8 compares stress evolution curves measured using the built-in load cell and a new L-gauge method for AA6111 alloy at 535 °C with a fraction liquid of 2.8%. The stress from the load cell evolved with large fluctuations. The fluctuation range was ~2–3 MPa, which is quite high for semisolid materials [3] considering the alloy had the maximum tensile strength of ~11 MPa at this temperature. Moreover, the fluctuation path was not always repeated, which can lead to some inaccuracies when smoothing such curves. The origin of such large fluctuation could be the operation of the load cell at its low limit, where the accuracy of the load cell becomes reduced. Contrarily, the stress evolved very smoothly when measured using the new L-gauge method, allowing accurate determination of the stress behavior of semisolids. At this liquid fraction, the alloy appeared to be ductile, which was evidenced by the relatively long duration of the tensile test (~120 s).
Figure 8. Comparison of stress evolution curves determined using the built-in load cell and new L-gauge method, as a function of time in AA611 alloy at (a) 535 °C (2.8% fL) and (b) 571 °C (5.8% fL). The beginning of tensile loading was set at 0 for the sake of simplicity (see the dotted arrow).

Figure 8b shows stress evolution curves obtained by the load cell and new L-gauge method for AA611 alloy at 571 °C with a fraction liquid of 5.8%. To show the fluctuation range better, some data obtained from both methods before the start of the test are also included in this figure. The beginning of tensile loading was set at 0 in the figure for the sake of simplicity. Obviously, before tensile loading, the stress from the load cell evolved with large fluctuations, whereas the stress from the L-gauge showed no sign of fluctuations, and most importantly, after the start of tensile loading, the response of the L-gauge to an increasing load level was still excellent. Unlike the load cell, which was not able to determine the tensile strength of AA611 alloy at 571 °C as the alloy tensile strength was very low within the fluctuation range of the load cell, the L-gauge method allowed accurate measurement of the amount of actual stress up to the fracture of the specimen (~3 MPa). Moreover, the tensile test at this temperature proceeded quickly (just ~5 s), indicating the brittle nature of the fracture of the specimen at the fraction liquid of 5.8%, which seemed to ease the crack initiation and propagation processes.

Some previous works have reported different strength levels measured for the same alloy and similar test conditions. Two studies revealed quite different levels of flow stresses (9 MPa from Colley et al. [13] vs. 3 MPa from Van Haaf en et al. [14], respectively) for the AA5182 alloy under the given test temperature (560 °C) and strain rate (10⁻⁴ s⁻¹). Similar phenomena were observed in the studies by Kron et al. [15] and Twite et al. [16] for AA6061 alloy. Considering the simplicity of the new method adopted in this study to accurately and precisely measure the applied force, the new method is believed to be superior to the built-in load cells for tensile tests in characterizing the mechanical behavior of aluminum alloys in near-solidus regions using the Gleeble thermomechanical unit.

3.2. Strain Evolution

In most previous studies concerning the mechanical behavior of aluminum alloys in semi-solid states, the strain evolution during tensile loading was either measured using the diametric change method [2,9,13] or obtained from the displacement (stroke) [10,20]. Reliable strain measurement is a key step as it can contribute to a better understanding of the alloy’s susceptibility to hot tearing or cracking. Although the DIC method has been widely used for tensile tests of various materials at room temperature, it was not used for the tensile tests in the near-solidus regions of aluminum alloys. The DIC method can be an effective technique for revealing new insights into the formation mechanisms of hot tearing and cracking defects as it can reveal not only the global strain evolution (the average strain of a specimen) but also the extent of localized strain typically experienced during necking [21].

The strain evolutions as a function of time at 535 °C and 571 °C using the DIC method are shown in Figures 9 and 10, respectively. Figure 10a shows the strain evolutions
at two different regions: (1) at the center and (2) at about 2.5 mm away longitudinally from the center. It is known that when the necking point is reached during a tensile test, the strain tends to localize [21]. An unavoidable thermal gradient in the longitudinal direction of the specimen, with the highest temperature appearing at its center, further facilitates the localization of strain at the center region of the specimen. As can be seen in Figure 10b, which shows the distribution of strain along the longitudinal direction of the tensile specimen, the highest local strain value corresponded to the center of the specimen. At 10 s, which was close to the necking stage, the strain was nearly the same at different positions in the longitudinal direction, with slightly higher strain observed at the center compared to the edges. Minor inhomogeneity in the strain distribution before reaching the necking was due to temperature inhomogeneity along the length of the specimen. However, beyond necking, e.g., at 50 s, the center of the specimen exhibited much higher local strain (~35%) than the regions away from the center. Although the tensile test at 535 °C lasted for ~85 s, accurate strain measurement was possible up to about half of the time (~50 s) because, after significant straining of the specimen, the particles on its surface became unrecognizable by the GOM software. However, 50 s appeared enough to determine not only the strain corresponding to the maximum stress during the tensile test, but also the extent of strain localization following the necking stage. Since the extent of the strain localization in semi-solids is sensitive to the amount and the distribution of liquid in the specimen, this parameter might help to better determine the hot-tearing sensitivity of aluminum alloys.

![Figure 9](image-url)  
**Figure 9.** Strain evolutions calculated using the pictures captured during the tensile test at 535 and analyzed using the GOM Correlate software: (a) strain evolution at the center and 2.5 mm away from the center in the longitudinal direction of the specimen as a function of test time, and (b) strain distribution within 5 mm distance of the center in the longitudinal direction of the specimen at two different times.

![Figure 10. Cont.](image-url)
3.3. Stress-Strain Curves

Figure 11. Stress-strain curves at the region of crack propagation, built from the results of the tests conducted at (a) 535 °C and (b) 571 °C.

When the tensile test was conducted at 571 °C, the local strain at the center of the specimen reached only ~0.4% before fracture (see Figure 11a,b). However, as one can see in Figure 11b, the strain was highly localized in the very central region of the specimen. This is because a higher fraction of liquid existed in the specimen at 571 °C than that at 535 °C (~5.8% f_L at 571 °C vs. ~2.8% f_L at 535 °C). Highly localized strain evolving in this region, where the fracture occurred, implies that the solid network existed in the specimen and, as observed in the previous section, the alloy still possessed some strength at this temperature, but the presence of higher f_L resulted in a quite brittle fracture of the specimen.
3.3. Stress-Strain Curves

The stress measured using the new method and the strain at fracture calculated using the DIC technique were synchronized to build the stress-strain curves. Figure 11 shows typical stress-strain curves representing the tensile tests at 535 °C and 571 °C. At 535 °C, the UTS of the alloy was ~11 MPa, and alloy’s ductility was quite high (see Figure 11a). When tested at 571 °C (Figure 11b), the alloy exhibited a low strength (~3 MPa) as the alloy had a higher liquid fraction. It has been reported that at ~600 °C, the AA6111 alloy exhibits zero ductility due to the presence of certain amounts of liquid pockets/channels in the alloy [2]. However, the possibility of measuring localized strain using the DIC technique and more accurately measuring the stress using the L-gauge method allowed us to better assess the stress-strain evolution at such high temperatures in the semi-solid state. As seen in Figure 10, the fracture point of the specimen exhibited relatively high strain evolution, whereas the regions just away from the center had indeed very limited strain evolution. Therefore, the stress-strain curve in Figure 11b corresponds solely to the region of the specimen where the fracture occurred. The results also imply that the stress and strain curve, with strain representing only a center region of specimen, is not sufficient for understanding the deformation behavior of the alloy in the semi-solid state, but also that the extent of strain localization on the specimen during the tensile test should be considered.

Accurate determination of stress-strain evolutions, which are also used as the input parameters for thermal-mechanical process models, is of critical importance since a model with more accurate input parameters can better predict the occurrence of solidification defects, which, in turn, enable tailoring the alloy composition and casting process to retard the formation of casting defects, such as hot tearing/cracking.

4. Conclusions

In the present study, a new method, namely the L-gauge method, in combination with the digital image correlation (DIC) technique, was used to accurately measure the stress and strain evolutions during tensile tests in near-solidus regions of aluminum alloys within the Gleeble thermomechanical simulator unit. The method has the following characteristics:

- The stress measured using the L-gauge method evolved very smoothly, i.e., without large fluctuations, when compared to the stresses obtained from the load cell of the Gleeble unit. This enabled an accurate determination of the flow stress even when the high-temperature strength of aluminum alloys in near-solidus regions was quite low, ranging between 1 and 10 MPa.
- The DIC technique measured the strain fields evolving within the specimens under tensile loading. Accurate measurement of heterogeneous strain fields in the specimens allowed effective assessment of the extent of strain localizations, which were highly sensitive to the fraction of liquid in the near-solidus regions of the specimens.
- Synchronization of stress and strain to obtain stress-strain curves and assessment of the extent of strain localization in the specimens allowed a better understanding of the susceptibility of alloys to hot tearing and provided more reliable stress and strain data for the thermomechanical models.
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