Simultaneous Dual-Modal Multispectral Photoacoustic and Ultrasound Macroscopy for Three-Dimensional Whole-Body Imaging of Small Animals
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Abstract: Photoacoustic imaging is a promising medical imaging technique that provides excellent function imaging of an underlying biological tissue or organ. However, it is limited in providing structural information compared to other imaging modalities, such as ultrasound imaging. Thus, to offer complete morphological details of biological tissues, photoacoustic imaging is typically integrated with ultrasound imaging. This dual-modal imaging technique is already implemented on commercial clinical ultrasound imaging platforms. However, commercial platforms suffer from limited elevation resolution compared to the lateral and axial resolution. We have successfully developed a dual-modal photoacoustic and ultrasound imaging to address these limitations, specifically targeting animal studies. The system can acquire whole-body images of mice in vivo and provide complementary structural and functional information of biological tissue information simultaneously. The color-coded depth information can be readily obtained in photoacoustic images using complementary information from ultrasound images. The system can be used for several biomedical applications, including drug delivery, biodistribution assessment, and agent testing.
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1. Introduction

Photoacoustic (PA) imaging is a biomedical imaging technique widely used in various preclinical and clinical studies. The principle of PA imaging is based on the PA effect, which is the energy transduction from light to acoustic pressure wave [1,2]. The optical absorption at the target tissue generates broadband ultrasound (US) waves called PA waves, which are recorded using conventional piezoelectric US transducers. Since the PA waves are generated by thermoelastic expansion and contraction of tissues, the captured PA signals reflect biological tissue optical absorption properties. As compared to conventional optical imaging techniques, the PA signals are much less scattered in biological tissue than optical beam [3], thus providing strong optical contrasts with high US resolution in deep tissue [4–6]. The contrast in PA images can be further enhanced by using optically absorbing exogenous and endogenous contrast agents [5,7]. For exploiting the advantage of PA imaging in biomedical studies, various types of PA imaging instruments have already been developed and applied [8–13].

For clinical use, PA imaging and US imaging have been integrated into one platform since the signal reception, and image reconstruction methods of the two platforms are similar and share the single data acquisition system [14–20]. In addition, US imaging is widely used for clinical diagnosis, making the integrated system more favorable for clinical
translation. The combined approach provides complementary information (i.e., anatomical information from US images and functional optical absorption characteristics from PA images), facilitating clinical diagnosis and therapeutic monitoring [21–24]. In addition, the PA image quality can be enhanced by US image aided skin-signal removal [25].

Dual-modal PA and US imaging has already been used in many preclinical studies [26–30]. The commercial preclinical PA and US imaging machine (Vevo LAZR series, Fujifilm VisualSonics, Toronto, ON, Canada) has been utilized for in vivo imaging of small animals [31–35]. The system provides real-time US and PA imaging with tunable wavelength using a linear-array transducer. Its intuitive user interface and mobility make the user easily acquire PA and US images. The linear-array transducer enables real-time B-mode imaging but is limited for 3D imaging due to limited elevation resolution compared to the lateral and axial resolution. The low elevational resolution degrades the image quality when the 3D data are projected onto the 2D transversal plane, which is a widely used technique for visualizing 3D blood vessel networks for monitoring the biodistribution of contrast agents. In addition, the lateral field of view (FOV) of the system is limited by the width of the transducer, which is typically ~30–40 mm, because the volumetric images are typically achieved by motorized scanning of linear-array transducer (Figure S1a).

Compared to the array-based transducer, dual-modal PA and US imaging system with a spherical single-element transducer still have advantages for some applications that do not require real-time imaging. The spherical single-element transducer also has an advantage of equivalent lateral and elevational resolutions. In addition, because the volumetric data are typically achieved from a raster scanning of the single-element transducer, the lateral FOV can be enlarged (Figure S1b). Harrison et al. reported a combined PA and US imaging system equipping a 25 MHz focused transducer [36]. The performance of the system was validated with in vitro and in vivo experiments. However, the system was not fully integrated since the PA and US images were not acquired simultaneously. Recently, Wang et al. demonstrated an integrated detector for PA and US imaging and validated their system for melanoma detection in vivo [37]. The system acquired 3D images of PA and US from melanoma and generated landscape images to visualize the blood vessel network and the regions surrounding it. However, this system only uses a single wavelength (532 nm) for imaging.

Here, we present a dual-modal PA and US imaging system using a spherical single-element transducer. The new system advances the previously reported system and can acquire multispectral whole-body images of small animals in vivo [38]. The system can acquire PA and US images simultaneously and provide structural and functional information of the target. We benchmarked the performance of the system using in vitro phantoms and in vivo mice. The results show the potential of our system for various biomedical imaging studies.

2. Materials and Methods

2.1. Dual-Modal Photoacoustic and Ultrasound Imaging System

To implement a dual-modal PA and US imaging system, we modified the previously reported PA imaging system (Figure 1a) [38]. The system consists of mainly three parts: (1) laser source, (2) laser delivery optics, and (3) data acquisition and image generation module. Two laser modules generate a different range of wavelengths: (1) a Q-switched pump laser (Surelite III-10, Continuum, USA), which generates single wavelength lasers of 532 or 1064 nm, and (2) an optical parametric oscillator (OPO) laser (Surelite OPO PLUS, Continuum, USA), which produces tunable wavelength with the range from 690 to 930 nm. The two light paths can be switched by using movable stages (dashed rectangles in Figure 1a). Optical mirrors and lens are used to deliver light to the sample stage. The conical lens diverts the light to bypass the US transducer, and the optical condenser merges the light back into the sample. The laser controller sends triggers to the pulser/receiver (P/R) and data acquisition (DAQ) module to synchronize them. The PA and US waves are detected by the 5 MHz US transducer (V308, Olympus NDT, Waltham MA USA) with
a −6 dB bandwidth of 100%. The received signals are amplified by the P/R (5072PR, Olympus NDT, Waltham MA USA) and stored by the DAQ module (MSO 5204, Tektronix, Beaverton OR USA). The stored data are processed to generate images with a custom made image processing software, which was developed based on the Matlab (R2020b, Mathworks, Natick MA USA) development environment. We used two triggers for acquiring PA and US data simultaneously, as shown in Figure 1b. For the Q-switched pump laser, a small time-difference (i.e., Q-switch delay) exists between the flash lamp and actual laser illumination. The typical Q-switch delay is ~300 µs, sufficient for US pulse–echo imaging in small animals. Once the flash-lamp trigger is detected, the P/R transmits US pulses, and the DAQ module begins to record the data for 480 µs. First, the reflected US signals are detected, then after the second trigger, generated PA signals are detected. The DAQ stores both trigger information to calculate the time of flight for PA and US signals.

Figure 1. Schematic illustration of the dual-modal PA and US imaging system. (a) Configuration of the system. (b) The operation sequence of the system for simultaneous dual-modal imaging. PA, photoacoustic; US, ultrasound; TR, transducer; OC, optical condenser; CL, conical lens; OPO, optical parametric oscillator; P/R, pulser-receiver; DAQ, data acquisition module; PRT, pulse repetition time; Tx, transmission; Rx, reception; TUS, flight time of ultrasound signal; TPA, flight time of the photoacoustic signal.
2.2. Resolution Test

A ~120 µm thick human hair target, measured by a digital microscope (AM73515MZTL, Dino-Lite, Torrance, CA USA), was prepared to measure the spatial resolution of the system. The hair target was fixed on a custom-designed acrylic holder with a silicone sealant (KE-441, Shin-Etsu, Japan) and immersed into the water tank. The immersed target was scanned using our system, acquiring both PA and US images. The total scanning area was 20 × 10 mm² with the step sizes of 0.2 mm (stepped the transducer using the movable stages) in both X and Y directions. An optical wavelength of 700 nm with a fluence of 9 mJ/cm² was used to acquire PA images of the hair.

2.3. Blood Vessel Mimicking Phantom

For mimicking blood vessels, red and green tubes are prepared by filling silicone tubes (508-001, Dow Corning, Midland, MI, USA) with the gelatin mixture of light-absorbing inks (Fiesta red and Ebony green, Private Reserve Ink, USA). The inner and outer diameters of the silicone tubes were 0.30 and 0.64 mm, respectively. The gelatin mixture was prepared by dissolving 1 g of gelatin (G2500, Sigma-Aldrich, St. Louis, MO, USA) in 20 mL of water and then adding 100 µL of inks. Before the solutions were solidified, jellylike solutions were injected into the silicone tubes using 26 gauge syringes. Once the gelatin mixtures in the silicone tubes were solidified, the tubes were placed in the middle of a cuboid gelatin phantom, which composed 10 g of gelatin in 100 mL of water. To prepare the cuboid phantom, we first made the bottom half of the cuboid, placed the dyed tubes, and then poured the gelatin solution over the cuboid to form the cuboid’s top half. The phantom was left for solidifying over 24 h. The finished phantom was submerged into the water tank for acquiring PA and US data images. The scanning area was 30 × 20 mm² with step sizes of 0.2 and 0.5 mm in the X and Y direction, respectively. For spectral analysis, PA images were acquired at two optical wavelengths of 532 and 700 nm with the corresponding fluences of 9 and 4 mJ/cm², respectively.

2.4. Animal Imaging Protocol

All experimental animal procedures were performed following the protocol approved by the institutional animal care and use committee of the Pohang University of Science and Technology (POSTECH-2020-0071-C1). A healthy one 9-week-old BALB/c nude mouse (~20 g) was prepared to acquire PA and US images. A vaporized isoflurane system (1 L/min of oxygen and 0.75% isoflurane) was used to anesthetize the mouse during the experiment. The hair of the mouse in the imaging region was removed carefully using a depilatory cream. The mouse was placed under the water tank, with the conventional ultrasound gel (Ecosonic, SANIPIA, Republic of Korea) applied between the membrane and mouse skin. The raster scanning area was 60 × 40 mm² with the step sizes 0.2 and 0.5 mm in the X and Y direction, respectively. The total data acquisition time for one volumetric image was ~30 min, which was limited by the laser repetition rate of 10 Hz. The multispectral PA and corresponding US images were acquired at 700, 800, and 900 nm wavelengths, with the fluences of 4, 4, and 3 mJ/cm², respectively. After the image acquisition, the mouse was sacrificed by overdosing with carbon dioxide, and the position of organs was verified by removing skin tissues.

3. Results and Discussion

3.1. Spatial Resolution

To validate the spatial resolution of the system, we acquired volumetric data of both PA and US of human hair phantom in a single scanning process (Figure 2a). The maximum amplitude projection (MAP) images were then generated from the acquired 3D volume data, using the Matlab-based custom image processing software for measuring the spatial resolution. We evaluated lateral and axial profiles of both PA and US images by analyzing the data points. At the maximum value of each cross-sectional image (Figure 2b), the lateral and axial resolutions were quantified by measuring the full width at half maximum
(FWHM) of the Gaussian fitted line (Figure 2c). We averaged the FWHM values of all the 100 scan lines (X scans, 20 mm scanning with 0.2 mm step in the Y direction). The measured lateral and axial resolutions of PA images are $1.16 \pm 0.04$ and $0.32 \pm 0.04$ mm (mean ± standard deviation), respectively, while those of US images are $0.76 \pm 0.07$ and $0.38 \pm 0.03$ mm, respectively. Since the frequency range of the acoustic waves is identical for both images, which determines the system’s axial resolution, the axial resolution of PA and US images is also similar. The experimental result matches well with the theoretical axial resolution of 0.31 mm. The lateral resolutions of the PA and US images, however, are different from one another. In the US imaging, the lateral resolution is best at the focal zone, where most of the ultrasound energy is focused. The obtained lateral resolution of $0.76 \pm 0.07$ mm at the focal zone matches the theoretical value of 0.61 mm. The PA waves, however, are generated throughout the imaging plane. Those PA waves propagate in all directions and are detected by the transducer. Thus, the PA waves’ lateral resolution ($1.16 \pm 0.04$) is lower than US images’ resolution ($0.76 \pm 0.07$ mm).

To evaluate the capability of the system with the enhanced elevational resolution compared to the conventional linear-array-based imaging system, we acquired volumetric data of the resolution target by using the previously reported PA and US imaging system [14]. We scanned the resolution phantom in the elevational direction with a step size of 0.2 mm (Figure S2a). The resulting images show the lower resolution in the linear-array system (Figure S2b). The measured elevational resolutions of photoacoustic and ultrasound imaging are $4.25 \pm 0.08$ and $2.19 \pm 0.08$ mm, respectively. Compared to the linear-array system,
the proposed system has enhanced elevational resolutions in both PA (1.16 ± 0.04 mm) and US (0.76 ± 0.07 mm) imaging. We can note that the lateral and elevational resolutions of the single-element system are identical because the spherical single-element transducer has an equivalent focal spot in lateral and elevational directions. From the results, we can conclude that the proposed system could have an advantage for visualizing transversal MAP images compared to the linear-array-based system with equivalent lateral and elevational resolutions.

3.2. Photoacoustic and Ultrasound Images of Blood Vessel Mimicking Phantom

To verify the system’s dual-modal imaging capability, we acquired PA and US images of the blood vessel mimicking phantom (Figure 3a). The acquired US and PA images are shown in Figure 3b–d. The US image is in gray-scale while the PA images are in pseudocolor. For better visualization of the tubular network, transverse MAP images are acquired. The US images show the structural information of tubes but cannot differentiate between two types of tubes. In contrast, the red and green tubes are differentiable in PA images since they have different optical absorption spectra. The average amplitudes of the two tubes are shown in Figure 3e. The plot shows that the red tube’s PA amplitude decreases with increasing wavelength, while that of the green tube is maintained. The spectral response of two tubes depicting red and green tube images are overlaid on corresponding US images (Figure 3f–h). The overlaid images delineate the red and green tubes with different color-codes. These results confirm that our system can distinguish different chromophores by analyzing multispectral PA and US images.

![Figure 3. In vitro imaging of the blood vessel mimicking phantom.](image-url)

Figure 3. In vitro imaging of the blood vessel mimicking phantom. (a) Photograph of the phantom. (b) US MAP image of the phantom. Red and green rectangular indicate the ROI of the RT and GT for quantification. (c,d) Normalized PA MAP images of the phantom with the excitation wavelength of 532 and 700 nm. (e) Quantified PA amplitudes of the RT and GT. (f–h) Overlaid MAP images of the phantom with unmixed PA MAP images over the US MAP image. PA, photoacoustic; US, ultrasound; MAP, maximum amplitude projection; RT, red tube; GT, green tube; uRed, unmixed red; uGreen, unmixed green.
3.3. Whole-Body Photoacoustic and Ultrasound Images of Small Animals In Vivo

For in vivo validation, volumetric PA and US images of a mouse were acquired using multiple wavelengths (i.e., 700, 800, and 900 nm). The photographs of mice before and after the experiment are shown in Figure 4a,b. Like the phantom images above, the US images provide structural information of internal organs (i.e., body boundary, ribs, and bones) and gauzes, which were used to level the mouse body (Figure 4c). The overlaid PA and US B-mode images show both structures (from US image) and optical absorption characteristics (from PA images) of internal organs (Figure 4d–f). All the US images are in gray-scale color, while PA images are depicted in pseudo-red color. The position and structure of internal organs (i.e., spleen, liver, and intestine) and major blood vessels in PA images are revealed when MAP is used (Figure 4g–i).

Figure 4. In vivo whole-body imaging of a mouse. (a,b) Photograph of the mouse before and after experiments. (c) US MAP images of the mouse after removing membrane signals. (d–f) Overlaid B-mode images of the mouse at the cross-sectional plane indicated as the yellow dashed line in (c). (g–i) PA MAP images of the mouse with excitation wavelengths of 700, 800, and 900 nm. (j–l) Depth-coded PA MAP images of the mouse. The white dashed lines represent the intestine at deep tissue, revealed with the depth-coded PA images. The depth of each pixel is calculated as the distance from the skin, which is determined from the corresponding US images. (m) Quantified PA signals at the ROIs depicted as colored rectangles in (h). Same ROIs are applied to the PA MAP images at each excitation wavelength. PA, photoacoustic; US, ultrasound; MAP, maximum amplitude projection; ROI, region of interest; Sp, spleen; In, intestine; Lv, liver.
We also visualized 3D volumes of both PA and US images (Figure S1, Movies S1–S3) by using the previously developed and reported 3D rendering software (3D PHOVIS) [39]. In the rendered image, we can see that the blood vessels are visible only in PA images because of the strong optical absorption of hemoglobin. The position of organs in the US and PA images are verified in the photograph taken after the experiment (Figure 4b). In addition, since the position of the skin layer can be delineated in US images, the distance between the signal and skin layer can be easily calculated. Previous studies, however, were limited to represent depth-coded PA images for several reasons: (1) they assumed skin is flat, which is not true in most cases, (2) they manually assigned the skin layers, subjecting to operator variability, or (3) they modeled the surface as a sphere, which applies to eyes only. In this study, as previously mentioned, the PA signal’s depth is successfully calculated by measuring the distance between the signal location in the PA images and the skin layer in the corresponding US images (Figure 4j–l). All the quantification is performed using a custom-designed image processing software with graphical interfaces (Figure S2) based on the Matlab (R2020b, Mathworks, USA). The depth-coded PA images provide depth information of PA MAP images using a pseudo-color code (blue indicates shallow, red indicates deep signals). From the accurate depth-coded PA images, more information can be derived. For instance, the intestine in deep tissue is revealed clearly in the depth-coded PA images (white dashed lines in Figure 4k) compared to PA MAP images (Figure 4g–i, where it is difficult to distinguish.

The signal amplitudes in PA images depend upon the optical absorption characteristic of biological tissue and thus vary with the excitation wavelength. For investigating the signal difference between different wavelengths, we first determined the region of interest (ROI) to be evaluated for each major organ. The ROI is depicted in Figure 4h as red, green, and blue rectangles for the spleen, liver, and intestine. The top 30% of PA amplitudes in each ROI are extracted and averaged for quantification (Figure 4m). At the longer wavelength, the spleen’s PA amplitudes decrease while those for the liver and intestine increases. These results match well with the previously reported article, thus confirming our findings [38].

4. Conclusions

In this study, we have successfully presented a dual-modal PA and US imaging system that can acquire whole-body images of mice in vivo. We demonstrated the visualization of multispectral PA images with the corresponding US images with a single simultaneous scanning procedure. With the multispectral analysis, the system could distinguish the chromophores with different optical absorption spectra. The PA images depict optical absorption characteristics of internal organs and blood vessels, while the US images delineate the boundaries, bones, and skin surface. From the skin position information, the signal depth of the PA MAP images can be assessed accurately. Compared to the previous depth encoded PA imaging approaches, our method is accurate and fully automated. We also visualized in vivo volumetric whole-body images of mice at different wavelengths. The results showed the relationship between the image amplitude to the excitation wavelength for visualizing both structural and functional information of biological tissue. Although the image acquisition of the system is slower than the commercial linear-array-based systems, the proposed system has advantages for some applications, including (1) preclinical experiments that do not require real-time imaging, (2) in vitro experiments for assessing PA and US response of agents, (3) experiments that require equivalent spatial resolution. At this time, we used a 5 MHz transducer to achieve whole-body images. Image analysis with other frequency bandwidth would improve the capability of the system. Because we can easily replace the transducer in the system, we can choose the proper transducer based on the target imaging depth and resolution.
The achieved depth range (i.e., 0–5 mm) and measured spatial resolution (i.e., $1.18 \pm 0.08$ mm) of PA imaging are good enough for the expected applications of the proposed system. We expect the main application of the system would be preclinical experiments that require whole-body biodistribution of mice such as, monitoring of drug delivery, tumor growth, metastasis, or treatment. Thus, we believe our method is advantageous for various biomedical small animal studies and provides both PA and US images in vivo simultaneously.

**Supplementary Materials:** The following are available online at https://www.mdpi.com/2304-6732/8/1/13/s1, Figure S1: Scanning methods for acquiring volumetric data. Figure S2: PA and US images from a linear-array-based system with an elevational scanning. Figure S3: 3D rendering of PA and US images of mice in vivo, Figure S4: Matlab based skin detection software with graphical user interfaces. Movie S1: 3D visualization of PA images with an optical wavelength of 700 nm, Movie S2: 3D visualization of PA images with an optical wavelength of 800 nm, Movie S3: 3D visualization of PA images with an optical wavelength of 900 nm.

**Author Contributions:** E.-Y.P. and S.P. modified, optimized, and managed the dual-modal PA and US imaging system. They also designed and performed all the experiments, collected raw data, analyzed the data, and prepared the figures for the manuscript. H.L. and M.K. analyzed the data and prepared the figures for the manuscript. C.K. and J.K. conceived and supervised the project, designed experiments, interpreted data, and wrote the manuscript. All authors contributed to the critical reading and writing of the manuscript. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was supported by the Korean government: the Korea Health Industry Development Institute (KHIDI) grant (HI18C2383) funded by the Ministry of Health & Welfare, the Commercialization Promotion Agency (COMPA) grant for R&D outcomes (2020-03-01), the National Research Foundation of Korea (NRF) grants (2019R1A2C2006269, 2020M3H2A1078045) funded by the Ministry of Science and ICT, the Basic Science Research Program (2020R1A6A1A03047902) funded by the Ministry of Education, and the Korea Medical Device Development Fund grant (202011B02-02) funded by the Ministry of Trade, Industry & Energy.

**Institutional Review Board Statement:** The study was conducted according to the guidelines of the institutional animal care and use committee of the Pohang University of Science and Technology (POSTECH-2020-0071-C1, Date of approval: 12/01/2020).

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data presented in this study are available on request from the corresponding author.

**Acknowledgments:** Not applicable.

**Conflicts of Interest:** C.K. has financial interests in OPTICHO, which did not support this work.

**References**


