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Abstract: The acquisition, storage, and processing of huge amounts of data and their fast analysis to generate information is not a new approach, but it becomes challenging through smart decision-making on the choice of hardware and software improvements. In the specific cases of environment protection, nature conservation, and precision farming, where fast and accurate reactions are required, drone technologies with imaging sensors are of interest in many research groups. However, post-processing of the images acquired by drone-based sensors such as the generation of orthomosaics from aerial images and superimposing the orthomosaics on a global map to identify the exact locations of the interested area is computationally intensive and sometimes takes hours or even days to achieve desired results. Initial tests have shown that photogrammetry software takes less time to generate an orthomosaic by running them on a workstation with higher CPU, RAM and GPU configurations. Tasks like setting up the application environment with dependencies, making this setup portable and manage installed services can be challenging, especially for small-and-medium-sized enterprises that have limited resources in exploring different architectures. To enhance the competitiveness of the small and medium-sized enterprises and research institutions, the accessibility of the proposed solution includes the integration of open-source tools and frameworks such as Kubernetes (version v1.13.4, available online: https://kubernetes.io/) and OpenDroneMap (version 0.3, available online: https://github.com/OpenDroneMap/ODM) enabling a reference architecture that is as vendor-neutral as possible. Current work is based on an on-premise cluster computing approach for fast and efficient photogrammetry process using open source software such as OpenDroneMap combined with light-weight containerization techniques such as Docker (version 17.12.1, available online: https://www.docker.io/), orchestrated by Kubernetes. The services provided by OpenDroneMap enable microservice-based architecture. These container-based services can be administered easily by a container orchestrator like Kubernetes. After setting up the servers with core OpenDroneMap services on our container-based cluster with Kubernetes as the orchestrator engine, the plan is to use the advantages of Kubernetes' powerful management capabilities to help maximize resource efficiency as the basis for creating Service Level Agreements to provide a cloud service.
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