Estimating Breakup Frequencies in Industrial Emulsification Devices: The Challenge of Inferring Local Frequencies from Global Methods

Andreas Håkansson

Food Technology, Engineering and Nutrition, Lund University, SE-22100 Lund, Sweden; andreas.hakansson@food.lth.se

Abstract: Experimental methods to study the breakup frequency in industrial devices are increasingly important. Since industrial production-scale devices are often inaccessible to single-drop experiments, breakup frequencies for these devices can only be studied with “global methods”; i.e., breakup frequency estimated from analyzing emulsification-experiment data. However, how much can be said about the local breakup frequencies (e.g., needed in modelling) from these global estimates? This question is discussed based on insights from a numerical validation procedure where set local frequencies are compared to global estimates. It is concluded that the global methods provide a valid estimate of local frequencies as long as the dissipation rate of turbulent kinetic energy is fairly homogenous throughout the device (although a residence-time-correction, suggested in this contribution, is needed as long as the flow is not uniform in the device). For the more realistic case of an inhomogeneous breakup frequency, the global estimate underestimates the local frequency (at the volume-averaged dissipation rate of turbulent kinetic energy). However, the relative error between local frequencies and global estimates is approximately constant when comparing between conditions. This suggest that the global methods are still valuable for studying how local breakup frequencies scale across operating conditions, geometries and fluid properties.
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1. Introduction

Designing equipment and processes that allow for controlled and resource-efficient emulsification has a large relevance for chemical engineering processing. From an industrial viewpoint, most emulsification is done with high-energy-intensity methods such as high-pressure homogenizers or rotor-stator mixers. Breakup in these devices are caused by turbulent interactions between the continuous and disperse phase. Turbulent stresses first deform and elongate drops. Once critically deformed, drops break into two or more fragments [1–5]. A more detailed discussion on turbulent drop breakup can be found elsewhere [6,7].

From a process optimization and equipment design perspective, there is a growing interest in being able to model the evolution of the dynamic emulsion drop-size distribution from design variables [8–13]. This is often done by coupling a single phase computational fluid dynamics (CFD) simulation for modelling flow and turbulence, to a population balance equation (PBE) formulation for modelling breakup (and coalescence if applicable). Interest in using a CFD-PBE approach for model-based design and optimization is growing, in part due to the increased availability of high-performance computing. During the last couple of years there has also been an increased interest in refining these investigations both in terms of substituting the crude Reynolds averaged Navier–Stokes (RANS)-based turbulence models to large eddy simulation (LES), and in proposing new PBE solution strategies [14,15].
Regardless of which turbulence model or PBE solution strategy is employed, the PBE models need to be supplied with realistic breakup kernels to provide valid predictions. For a purely fragmenting system (such as obtained at low volume fractions of dispersed phase or high emulsifier concentration [16]), two kernels are needed: a breakup frequency (defined as the number of drops breaking per unit time) and a fragment size distribution (defined as the number of fragments formed of a certain volume from breaking a drop with a given volume). Moreover, note that a CFD-PBE approach to modelling emulsification requires that the kernels can be specified locally, for each position in the geometry. This is typically done by assuming that the local breakup frequency is controlled by the local dissipation rate of turbulent kinetic energy [11–13].

A large number of breakup frequency models have been suggested from theoretical considerations [17–20]. However, there is of yet no consensus on which of these that are most suitable for modelling industrially relevant breakup processes. Moreover, the turbulence found in high-pressure homogenizers, rotor-stators mixers and similar systems deviates substantially from the ideal isotropic, homogenous turbulence assumed in deriving these models [21–23].

Consequently, there is a need for measuring breakup frequencies, especially in industrially relevant emulsification devices. A large number of experimental methods for measuring breakup frequency have been suggested (see recent review [24]). These methods can be divided in two broad classes: The first class is the “single drop breakup experiments” where an experimental model device is designed to allow optical access with high-speed photography of breaking drops. Breakup observations can then be used to, more-or-less directly, estimate a breakup frequency.

Single drop experiments can, in theory, be used to estimate the breakup frequency in each position of the device, i.e., to estimate the local breakup frequencies needed in a CFD-PBE. However, it has proved challenging to use these techniques on industrial emulsification devices. These devices often have complex geometries (e.g., the annular high-pressure homogenizer valve) or high velocities and small length-scales (e.g., breakup of µm-sized drops travelling at 100 m/s) which makes it difficult to capture breakup events with high-speed image analysis.

These difficulties have long been realized, and several methods have been suggested for estimating breakup frequencies directly from the drop-size distributions resulting from emulsification processes. This class of breakup frequency estimation methods includes three sub-classes [24]: (i) parameter fitting to PBE [9,25,26], (ii) inverse self-similarity based methods [27–29] and (iii) direct back-calculation methods [15,30,31].

Since the only experimental input required by these methods is the emulsion drop-size distribution, they can be applied to any emulsification device, which makes them promising for studying full-scale industrial devices. However, these emulsification-experiment based methods do, by necessity, result in a global breakup frequency, averaged across the entire emulsification device (e.g., averaged across the entire homogenizer valve in the case of high-pressure homogenization, across the whole mixer head of an inline mixer or averaged across the entire tank for a stirred batch tank), as opposed to a local breakup frequency specified at each point in the domain.

This leads to a complication for any attempt to study the breakup frequencies in industrial systems. The local breakup frequencies—which are the ones of interest for building CFD-PBE models or for testing different suggestions of theoretical breakup frequency models—are inaccessible. The globally averaged breakup frequencies can be measured. However—as will be argued in this contribution—it is not obvious what information that can be inferred about the local breakup frequency from these global estimates.

One possible research design to better understand what can be said about local frequency from global estimates would be to construct an experimental model where both classes of methods could be applied (i.e., where both single drop breakup experiments can be performed to obtain local frequencies and emulsification experiment based methods can be performed to obtain the global estimate of breakup frequency). However, such an
approach has several disadvantages. Since there is yet no consensus on best practices for these methods [24], it would be difficult to separate systematic differences from experimental uncertainty. Moreover, it would be difficult to conclude on what causes the systematic differences between local and global estimates that would appear in such a comparison, if using a purely experimental approach.

Therefore, this contribution studies the problem from a numerical perspective, by first assuming that we have a known local breakup frequency function \( g(x,D) \) given here as a function of position \( x \) and drop diameter \( D \), simulating what drop-size distribution this would result in, and then applying the global estimation methods to the synthetic experimental data to estimate a global average breakup frequency \( g^* \), see illustration in Figure 1. This approach allows a direct comparison without being obscured by the experimental uncertainty. Moreover, it allows for step-wise adjusting of the simulation parameters to investigate under what conditions the global methods can be used to get useful information about the local breakup frequencies.

![Figure 1](image-url)

**Figure 1.** Schematic representation of the difference between local breakup frequency in point \((x,y)\) for drop diameters \(D\), \(g(x,y,D)\), and the global estimate, \(g^*(D)\), and illustrating the research approach, see Section 2.

This study is part of an ongoing research project attempting to find methods for measuring breakup frequencies in industrial turbulent emulsification processes. The aim of this contribution is to determine under which conditions the previously suggested breakup frequency estimation methods based on emulsification data (the "global methods") can be used to obtain quantitative information about the local frequencies.

### 2. Methodology

#### 2.1. General Approach

As noted above, the objective is to investigate the relationship between the local breakup frequency and the global average as obtained from the previously suggested methods for estimating breakup frequency based on emulsification data. The general approach of the study is illustrated in Figure 1 and consists of the following steps:

1. A representative geometry is chosen and the turbulent flow is modelled using single phase CFD (see Section 2.2).
2. A known breakup rate, \( g(\varepsilon,D) \), is specified as a function of (equivalent sphere) drop diameter, \( D \), and the local dissipation rate of turbulent kinetic energy, \( \varepsilon \), together with a standard fragment size distribution, \( f(D,D',\varepsilon) \) (see Section 2.3).
3. A synthetic emulsification experiment is run using a CFD-PBE simulation with the specified breakup kernels and a well-defined initial drop-size-distribution. Informa-
tion about the (steady-state) drop-size distribution exiting the device is collected (see Section 2.4).

4. The global average breakup frequency is estimated using a global method from the synthetic data (i.e., using only the type of information available in an emulsification experiment on an industrial emulsification device) (see Section 2.5).

5. The set local breakup frequency is compared to the global estimates.

2.2. CFD in a Model Device

2.2.1. A Representative Device Geometry

In order for the investigations to be relevant for industrial systems, the studied geometry should capture the main features of the active zone of breakup in industrial turbulent emulsification devices. The two most commonly used high energy-intensity processes are high-pressure homogenizers (low viscosity applications) and rotor-stator mixers (high viscosity applications) [32]. A high-pressure homogenizer and a rotor-stator mixer differ greatly from a macroscopic design perspective. However, the fluid flow in the breakup region is relatively similar [5]: in both cases the fluid is accelerated into a turbulent jet that interacts with a solid wall [22,33]. The jet is confined—in the case of high-pressure homogenization by the extent of the outlet chamber [34] and in the case of a rotor-stator mixer by the jets emanating from nearby slots [35]. Breakup visualizations show fragmentation occurring a few gap heights downstream in the jet where the turbulent cascade has had time to generate energetic eddies of the same length scale as the breaking drops [34,36,37]. A more detailed discussion of these similarities between emulsification devices can be found elsewhere [5].

Figure 2 shows the flow-case used in this study, where fluid (density $\rho_c = 10^3$ kg/m$^3$, viscosity $\mu_c = 1$ mPa s) with a high uniform velocity, $U_g$, enters the domain through a gap of height $h$ into a confined space. It has been set up to include the main features of the industrial devices (inhomogeneous levels of turbulence inside the device, and a flow dominated by a confined turbulent jet that interacts with a solid wall) and at the same time provide a simplified system.

Three cases with different gap velocities where modelled (see Table 1). This provides a Reynolds number range in the lower end of industrial high-pressure homogenizer and rotor-stator mixer devices [21]. (These relatively low velocities/Reynolds numbers were chosen to allow for comparisons with experimental investigations in later stage of the research project.)

Table 1. Flow settings in the model device compared to industrial high-pressure homogenizers (HPHs) and rotor-stator mixers (RSMs).

<table>
<thead>
<tr>
<th>Property</th>
<th>Model Geometry (Figure 2)</th>
<th>HPH $^1$</th>
<th>RSM $^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_g$ [m/s]</td>
<td>1.50 3.00 6.00</td>
<td>100–200 3–20</td>
<td></td>
</tr>
<tr>
<td>$h$ [mm]</td>
<td>750 750 750</td>
<td>750 10–100 1000–5000</td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td>1250 2500 5000</td>
<td>$10^3$–$10^5$ $10^3$–$10^5$</td>
<td></td>
</tr>
</tbody>
</table>

$^1$ Data from [21], $^2$ Data from [4].

2.2.2. CFD Setup

A steady-state 2D RANS-CFD was set up to model the fluid flow, using commercial CFD software (ANSYS FLUENT 12.0, Canonsburg, PA, USA). The pressure–velocity coupling was handled with a SIMPLE scheme and second order discretization was used for the transport equations.

A no-slip boundary condition was used on the walls, the inlet was assumed to have a uniform velocity equal to $U_g$ (with a turbulence intensity of 5%) and the outlet was modelled as a pressure outlet. The realizable k-ε model [38] was used to model turbulence.
Figure 2. The flow-case investigated in this study, chosen to capture the main features of the confined turbulent wall-jet in which drop breakup takes place in high-pressure homogenizers and rotor-stator mixers. Dashed vertical lines show the location of $x/h = 1$ and $x/h = 10$.

Results were generated with a mesh consisting of 18,000 cells (30 across the inlet and refined in regions of high shear and close to walls). A simulation using a lower-density mesh (73,000 cells, 50 cells across the inlet) was also run for the highest velocity (6.0 m/s), in order to test for mesh-sensitivity. Figure 3 compares the average stream-wise velocity ($U_x$) and dissipation rate of turbulent kinetic energy, $\varepsilon$, at two different lines in the flow across the two meshes ($x/h = 1$ and $x/h = 10$, see Figure 2). Since no differences can be observed, it is concluded that the mesh resolution was sufficient.

Figure 3. Mesh resolution validation. (a,c): Stream-wise average velocity, $U_x$, and (b,d): dissipation rate of TKE, $\varepsilon$, on two lines perpendicular to the lower wall ($x/h = 1$ in (a,b) and at $x/h = 10$ in (c,d)). Grey markers show the mesh used in the study, the white markers show the denser mesh used in the mesh-validation stage only.

Validations with high-resolution experimental measurements of the flow-fields, both in high-pressure homogenizers [39] and rotor-stator mixers [40], have showed that RANS-CFD can accurately describe average flow and (to a lesser degree) turbulent kinetic energy (TKE) in the active region of breakup of these devices, as long as best practices are followed (realizable $k$-$\varepsilon$ turbulence model, sufficient mesh resolution across the gap generating the jet, and suitable wall treatment). It should be noted that a RANS-CFD is not expected to accurately predict the details of dissipation rate of TKE in complex flows (due to general
limitations in the RANS formulation [41]), and these limitations have also been confirmed in validation studies for the more specific case of emulsification devices [39,40]. However, the intention in this study is not to obtain a perfect prediction of the dissipation rate of TKE in this specific geometry but rather to obtain a reasonable and representative example of the spatial distribution of turbulence. Given that objective, the turbulence modelling is deemed sufficient.

The average velocity in the device (scaled with $U_g$) can be seen in Figure 4a, showing the turbulent jet exiting from the gap and adhering to the lower wall. Note the characteristic recirculation zone between jet and upper confinement wall, representative of that seen for high-pressure homogenizers [34]. Figure 4b shows the spatial distribution of the dissipation rate of TKE, with high levels mainly stemming from the outer shear layers of the jet. Note that the scale is logarithmic to capture the large variations.

2.2.3. Residence Time Distributions
The residence time distribution (RTD) will be needed in obtaining a representative estimation of the global breakup frequency (see Section 2.5). This was calculated from the CFD by numerically injecting a tracer with low diffusivity ($10^{-10}$ m$^2$/s) and solving the transient transport equation (time-step 20 µs, simulations run for 2 s physical time, second-order temporal discretization) for the tracer (after which more than 99.99% of the injected tracer had exited). An extrapolation scheme was applied to describe the remaining 0.01% of the tracer, as suggested by Fogler [42]. The normalized RTD, $E(t)$:

$$E(t) = \frac{c(t)}{\int_0^\infty c(t)dt},$$  \hspace{1cm} (1)

where $c(t)$ is the tracer concentration exiting at time $t$, is displayed in Figure 5 for the three cases. The mean residence time is defined as:

$$\tau_{RTD} = \int_0^\infty t \cdot E(t)dt.$$

(2)
Figure 5. Dimensionless residence time distributions, $E(t)$, for the three cases, $U_g = 1.5 \text{ m/s (black)}, 3.0 \text{ m/s (red)}$ and $6.0 \text{ m/s (blue)}$. Dashed lines show the mean residence time for the three cases respectively.

The mean residence time is $362 \text{ ms (} U_g = 1.5 \text{ m/s)}, 206 \text{ ms (} U_g = 3.0 \text{ m/s)}$ and $110 \text{ ms (} U_g = 6.0 \text{ m/s)}$ for the three cases in Table 1 (see dashed lines in Figure 5).

2.3. Modelling Breakup

Under the assumption that no coalescence occurs (i.e., that the volume fraction of disperse phase is low), the evolution of the drop-size distribution can be modelled [43]:

$$\frac{\partial n(D;x,y)}{\partial t} = - g(D;x,y)n(D;x,y) + \int_{D}^{\infty} f(D',x,y)g(D';x,y)n(D';x,y)dD', \quad (3)$$

where $n(D;x,y) dD$ is the number fraction of drops of diameter in the range $[D, D + dD]$ at position $(x, y)$, $g$ is the breakup frequency and $f$ is the fragment size distribution.

As mentioned in the introduction, a large number of breakup frequency models have been suggested in the emulsification literature. These generally describe the frequency as a function of fluid properties, the equivalent sphere diameter, and the local dissipation rate of TKE. Rather than to select one of these, a general breakup frequency model with a geometric dependence on drop diameter and an exponential dependence on $\varepsilon$ ($0 < p < 1$) was chosen:

$$g(\varepsilon(x,y),D) = C \cdot D^3 \cdot (\varepsilon(x,y)/\bar{\varepsilon})^p, \quad (4)$$

This breakup model captures the approximate observed scaling breakup from single drop breakup experiments. Moreover, it has the advantage (as compared to theoretically suggested models) that it allows us to separately investigate the effect of the $\varepsilon$-dependency by varying $p$. Note that the local dissipation rate of turbulent kinetic energy has been scaled with the global average, $\bar{\varepsilon}$, in Equation (4); this in order to allow for representative comparisons across cases that show different dependence on turbulence intensity.

The proportionality constant in Equation (4), $C (= 3.2 \times 10^{12})$ was chosen to achieve a breakup frequency of between 10 and 150 s$^{-1}$ for drop diameters between 80 and 250 $\mu$m and $\varepsilon \equiv \bar{\varepsilon}$; which would be considered reasonable breakup rates as seen from single drop breakup experiments in similar devices [44,45].
2.4. CFD-PBE to Generate Synthetic Data

The CFD was coupled to the PBE model using a built-in PBE-package in the commercial software, and discretized using the fixed pivot technique [46]. The drop-size distribution was discretized into 50 classes, with a geometrical scaling ratio of 1.02, and a maximum diameter at 250 µm. The volume fraction of disperse phase was set low (0.1%) and continuous-disperse phase coupling was assumed to be one-way only (drops are assumed not to influence the turbulent flow-field and to follow the continuous phase flow perfectly); this in order to simulate the low volume fraction cases that would be of primary interest when applying the global method to estimate breakup frequency under experimental conditions.

In order to study under what conditions the local (set) breakup frequency can actually be obtained by the global estimates, three different cases where set up (see illustration in Figure 6):

- **Case A.** Uniform flow-field and uniform $\varepsilon$. This case corresponds to the ideal case where all fluid elements have the same exit time from the device (i.e., an infinitely thin RTD) and where the dissipation rate of TKE (and hence the breakup frequency) is uniform throughout the entire domain. This uniform velocity is chosen so that it gives the same exit time as the mean residence time distribution at the corresponding flowrate. This is included as a validation case. For A, the global method is expected to return the local breakup frequency.

- **Case B.** Flow-field obtained from the CFD but with a uniform $\varepsilon$. This case corresponds to a device with a realistic RTD but where the variations in the turbulence intensity are so small that they are essentially uniform. This case is included to separate the effect of a uniform velocity from the effect of a uniform local breakup frequency.

- **Case C.** Both velocities and dissipation rate of TKE are obtained from the CFD. This corresponds to the more realistic situation in an emulsification device.

![Illustration of the three investigated cases.](image)

**Figure 6.** Illustration of the three investigated cases. (c) represents the realistic case of an inhomogeneous velocity and turbulence, whereas (a, b) are idealized cases used to validate the method and discuss limitations.

Each numerical experiment consisted of injecting a monodisperse size distribution with drops of either 80, 101, 128, 161, 184, 203, 218 or 250 µm diameter. The number of drops exiting the device in the different size classes were tracked (mass-weighted average across the outlet) as a function of iteration number. After 10,000 iterations, the exiting number of drops in the injected class (the data needed in estimating global rates, see Section 2.5), had converged for all studied cases, see Figure 7 for three representative example. At this point, the simulations were stopped.
2.5. Estimating Breakup Frequency from Emulsification Experiments

Several methods have been suggested for estimating the global breakup rate from emulsification experiment data (a review is available elsewhere [24]). The conceptually simplest one is to estimate the breakup frequency of the largest size class containing drops using a direct back-calculation [15,47]. If \( N_I(t) \) denotes the number of drops (per unit volume) in the largest size class, \( I \), containing drops, after having spent a time \( t \) at the globally averaged breakup frequency \( g^* \), this quantity evolves according to:

\[
\frac{dN_I(t)}{dt} = -g^* \cdot N_{I,0} \cdot [1 - r_{I,I}],
\]

where \( r_{I,I} \) is the redistribution factor describing how a fraction of the fragments of size between the largest and second largest class is redistributed back to class \( I \) to ensure conservation of mass and number of drops [46]:

\[
r_{I,I} = \int_{x_{I-1}}^{x_I} \frac{V - x_{I-1}}{x_I - x_{I-1}} f(V, x_I) dV.
\]

Equation (5) is solved by:

\[
N_I(t) = N_{I,0} \cdot \exp(-g^* \cdot t \cdot [1 - r_{I,I}] ).
\]

If all drops spend the same amount of time (\( t = \tau \)) in the device, the number of drops in size class \( I \) exiting the device can be obtained by \( N_I = N_I(t = \tau) \) and the global estimate of the breakup frequency, \( g^* \), in the largest size class can be obtained directly from Equation (7):

\[
g^* = -\frac{\ln(N_I/N_{I,0})}{\tau \cdot (1 - r_{I,I})}.
\]

Using Equation (8) to estimate \( g^* \) will be referred to as the ‘uncorrected global estimation method’ in this study (Note that the more complex back-calculation method proposed by Vankova et al. [30] is a generalization of this approach [24]).
In the (more realistic) case where not all fluid elements spend the same amount of time in the device (the case where the RTD is not infinitely thin), non-ideal reactor theory \[43, 48\] suggests that the average number of drops exiting the device in class \(I\) \((N_I)\) can be obtained from combining the evolution of the number of drops obtained if the exit time would be \(t\), \((N_I(t))\) with the scaled RTD \((E(t))\):

\[
\frac{N_I(t)}{N_{I,0}} = \int_{t=0}^{\infty} E(t) \cdot N_I(t) dt = \int_{t=0}^{\infty} E(t) \cdot \exp(-g^* \cdot [1 - r_{I,I}] \cdot t) dt.
\]  

From an experimental setting (or in this case, from a synthetic experimental setting), \(N_I/N_{I,0}\), is known, \(r_{I,I}\) can be calculated from the set fragment size distribution and the RTD has been determined. Thus, \(g^*\) can be calculated from applying a numerical equation solver to Equation (9). This will be referred to as the “RTD-corrected global estimation method” in this contribution (a simplex based method \[49\] in the form of the fminsearch function in MATLAB 2019b (MathWorks, Natick, MA) was used for solving Equation (9)).

3. Results and Discussion

3.1. Homogenous Flow and Breakup Frequency

Before turning to the more realistic case—where both velocity and (set) breakup frequency varies across the device geometry—the methodology was validated with the ideal case of a plug flow device where the breakup frequency is uniform (case A in Figure 6 and Section 2.4). Since the local frequency is spatially homogenous under these conditions, the global estimate should equal the set local frequency.

Figure 8 shows the set local breakup frequency as a function of drop diameter (solid line) with \(p = 1\). The global estimate of the breakup frequency based on the synthetic data, and using the uncorrected method, is shown as markers (1.5 m/s in black, 3.0 m/s in red and 6.0 m/s in blue). The relative error,

\[
\%E_g = \frac{g - g^*}{g},
\]  

can be seen in Figure 9. As seen in the figures, the estimates agree with the set values within a few percentages, regardless of jet velocity. Changing the \(\varepsilon\)-exponent \((p)\) has no effect since the local level is forced uniformly equal to its global average \((\varepsilon \equiv \bar{\varepsilon})\), see Equation (4).

![Figure 8. Case A: Homogenous flow and breakup frequency. Set breakup frequency (line) compared to global estimate (markers) at different drop diameters, \(D\). Results from three flow conditions: \(U_g = 1.5\) m/s (black), \(U_g = 3.0\) m/s (red) and \(U_g = 6.0\) m/s (blue).](image-url)
Figure 9. Relative error $\%E_g$ between set local breakup frequency and estimated global breakup frequency as a function of drop diameter, $D$. Results are showed for the three cases: A (squares), B (disks) and C (diamonds) in Figure 6 and for three different flow conditions: $U_g = 1.5 \text{ m/s (black)}$, $U_g = 3.0 \text{ m/s (red)}$ and $U_g = 6.0 \text{ m/s (blue)}$.

In summary, the global method (without correction) is highly suitable for estimating local breakup frequencies in the case of a homogenous flow device with a homogenous breakup frequency.

3.2. Inhomogeneous Flow and Homogenous Breakup Frequency

Figure 10 shows a similar comparison for the case of an inhomogeneous flow and homogenous breakup frequency (Case B in Figure 6 and Section 2.4). The circular markers show the estimates using the uncorrected global method. As seen in the figure, these misrepresent the true frequency substantially. This is expected since they assume that all drops spend the same amount of time in the device whereas the RTDs show a considerable width (see Figure 5). That the estimates are systematically underrepresenting the true frequency follows from that the peak in the RTD occurs before the mean residence time (see dashed lines in Figure 5), as is often the case for devices where a recirculation zone occurs (i.e., when the RTD has a noticeable tail).

The square markers in Figure 10 represent the RTD-corrected estimates. These show a relatively good fit to the true/set values, although the errors increase somewhat with decreasing absolute magnitudes (see Figure 9). However, this decreasing reliability of the global method is expected from an uncertainty management perspective. Since Equation (8) depends on the logarithm of the relative number of drops, it will become highly sensitive to small uncertainties if $N_l/N_{l,0}$ is close to one (a formal derivation and comparison between the uncertainties in Figure 9 and general uncertainty management formalism can be found in Appendix A). The consequence is that the global method (at least in the form of Equations (8) and (9)), will be less reliable under conditions where the breakup frequency is relatively low.

Thus, the global method still provides valid estimates (when corrected with the RTD), even if the device is not characterized by an ideal plug flow, as long as the local breakup frequency is homogenous throughout the device (and as long as the frequency is not very low).
Figure 10. Case B: Inhomogeneous flow but homogenous breakup frequency. Set breakup frequency (line) compared to global estimate (circles: uncorrected, squares: RTD-corrected) at different drop diameters, $D$. Results from three flow conditions: $U_g = 1.5$ m/s (black), $U_g = 3.0$ m/s (red) and $U_g = 6.0$ m/s (blue).

3.3. Inhomogeneous Flow and Breakup Frequency

For the more realistic case of an inhomogeneous flow and breakup frequency (case C in Figure 6 and Section 2.4), it is not as clear how to make a representative comparison between local and global frequencies, since the global frequency varies spatially across the device, and the global frequency only provides one value per drop-size class. However, looking to experimental studies using these methods to discuss breakup frequency in emulsification devices (where the turbulence intensity, and hence, the breakup rate is always spatially inhomogeneous to some extent), these generally assume that the device can be characterized by a volume-averaged dissipation rate of TKE (often estimated from an energy-input-per-unit-volume argument) [25,26,29,30]. Thus, Figure 11 compares the set local breakup frequency at the volume-averaged dissipation rate of TKE in the device (obtained from the CFD) (solid line) with the global estimates, using both the uncorrected method (disk markers) and the RTD-corrected method (square markers) for the case when breakup frequency depends strongly on local dissipation rate of TKE ($p = 1$). The global method provides a systematic and substantial (60–70%) underestimation of the local frequency (see Figure 9). This is not unexpected, since the volume-average of the dissipation rate is not representative of what occurs in the device. As seen in Figure 4b, the local dissipation rate of TKE varies by several magnitudes across the domain, and consequently most of the breakup takes place in a narrow region inside the jet. The rest of the domain mainly transports the drop-size distribution, either towards the exit or (with a certain probability) into the recirculation zone where it will enter the jet once again and thus experience a new short period of high breakup frequency. (This behavior can also be seen from single drop experiments in industrial devices [36]).

A more representative comparison might be to compare the global average estimate to the local breakup frequency throughout the domain. Such a comparison can be seen in Figure 12. The contours show the ratio between the set local breakup frequency and the global estimate ($p = 1, U_g = 3.0$ m/s), with an overlay of velocity vectors representing the average flow. Note that the scaling is logarithmic to allow for a visualization of the large variation through the domain, and that local values are generally within plus/minus one order of magnitude of the global estimate.
Figure 11. Case C: Inhomogeneous flow and breakup frequency \((p = 1)\). Set breakup frequency (line) compared to global estimate (circles: uncorrected, squares: RTD-corrected) at different drop diameters, \(D\). Results from three flow conditions: \(U_g = 1.5\) m/s (black), \(U_g = 3.0\) m/s (red) and \(U_g = 6.0\) m/s (blue).

Figure 12. Comparison between the local breakup frequency \((g)\) and the global estimate \((g^*)\). Note the logarithmic scaling. Vectors represent average velocity. \((p = 1, U_g = 3.0\) m/s).

It is reasonable to expect that the deviation between global and local estimates depends on how inhomogeneous the local breakup frequency is, or alternatively put, how strong \(g(D, \varepsilon)\) depends on the local \(\varepsilon\). Figures 11 and 12 represent the case of a linear scaling \((p = 1)\), whereas case B (Figure 9) represents the case of no dependence on local \(\varepsilon\) \((p = 0)\). To further investigate how this deviation depends on the strength of the turbulence dependence, a range of simulations with varying \(p\) were run for inhomogeneous flow-field and turbulence. Figure 13 shows the result when the turbulence dependence is existing but weak \((p = 0.01)\). As expected, the RTD-corrected global method now gives valid results close to those for case B.

A more extensive comparison of how the \(\varepsilon\)-dependence influences the extent of the underestimation can be seen in Figure 14. The results are showed for two jet velocities (1.5 m/s and 6.0 m/s) and for two drop diameters (representing an average breakup frequency of 10 s\(^{-1}\) and 150 s\(^{-1}\)). Generally, the error increases with the scaling between breakup frequency and local breakup dissipation rate of TKE (i.e., \(\%E_g\) increases with \(p\)), resulting in an underestimation of approximately 60% for \(p = 1\) (as was seen in Figure 9). Some variations can be seen between the different breakup frequencies and jet velocities—mainly the error is smaller when the true local breakup frequency is relatively high. However, for the investigated variations in Reynolds number (a factor 4) and in frequency (a factor 15), the underrepresentation is relatively constant, for a given value of \(p\). This has implications...
for how the global methods can be used in studying industrial emulsification devices, as will be discussed further in Section 3.4.

Figure 13. Case C: Inhomogeneous flow and breakup frequency ($p = 0.01$). Set breakup frequency (line) compared to global estimate (square: RTD-corrected) at different drop diameters, D. Results from two flow conditions: $U_g = 1.5$ m/s (black) and $U_g = 6.0$ m/s (blue).

Figure 14. The relative error between global estimate and local breakup frequency, $\% E_g$, as a function of drop diameters for two flow conditions (1.5 m/s, black, and 6.0 m/s, blue) and two breakup frequency levels (10 s$^{-1}$ and 150 s$^{-1}$).

In summary, the global method (after introducing a RTD-correction) will not return the volume-average of the dissipation rate of TKE across the domain (unless the breakup frequency has a very weak dependence on $\epsilon$, i.e., unless $p \ll 1$). However, the underestimation is relatively constant across a wide range of Reynolds numbers and breakup frequency magnitudes.
3.4. The Relevance of Global Measurements

The long-term objective of this research project is to find methods for measuring breakup frequencies in industrial emulsification devices. As stated in the introduction, a large number of global (emulsification-experiment based) methods have been proposed in previous studies and these are promising in that they allow for measurements to be made on industrial devices (in contrast to the single drop breakup methods). However, global methods are also limited in that they only result in a global estimate and not in the local frequencies needed from a modelling or process optimization perspective.

The findings in this contribution show that the global methods will provide a direct and valid estimate of the local breakup frequency if the RTD-correction suggested in Section 2.5 is applied, and if the breakup frequency does not vary considerably throughout the emulsification device. This would be the case either if the turbulence intensity is highly uniform (which is rarely the case, but exceptions exist [50]), or if the breakup frequency has a weak dependence on the turbulence ($p << 1$). However, both theoretical suggestions and experimental single drop visualization experiments agree in suggesting a substantial $\varepsilon$-dependence [17–20]. As an example, Figure 15 shows the scaling proposed by Lou and Svendsens’ parameter free model [51] applied to a typical oil-in-water emulsion ($\rho_C = 10^3$ kg/m$^3$, $\mu_C = 1$ mPa s and interfacial tension $\gamma = 20$ mN/m) for a dissipation rate of TKE between 1 and 50 m$^2$/s$^3$ and drop diameters 50–500 $\mu$m. Note that the markers comply closely to a line in the loglog-plot, indicating a near constant scaling (constant $p$) across the $\varepsilon$-range. The slope varies somewhat with drop diameter but is within $p = 1.3–1.4$, i.e., the scaling according to this model is slightly stronger than $p = 1$ (cf. Figure 14).

![Figure 15](image_url)

**Figure 15.** Scaling between local breakup frequency, $g$, and dissipation rate of TKE, $\varepsilon$, according to the model suggested by Lou and Svendsen for an oil-in-water emulsion ($\rho_C = 10^3$ kg/m$^3$, $\mu_C = 1$ mPa s, $\gamma = 20$ mN/m) with drop diameters between 50 and 500 $\mu$m. The dash-dotted red line shows the scaling $g \sim \varepsilon^p$ with $p = 1$ as a comparison.

However, in most industrially relevant turbulent emulsification devices (e.g., high-pressure homogenizers and rotor-stator mixers), the turbulence varies substantially, and thus the local breakup frequency is expected to be strongly inhomogeneous. Nevertheless, this does not necessarily imply that global estimates are without practical use. The typical research question when using one of the global methods to study breakup frequencies, is to conclude on how breakup frequency scales with operating parameters (e.g., homogenizing pressure or rotor speed), fluid properties (e.g., interfacial tension or fluid viscosity) or initial
drop diameters [30,31,52]. The absolute value of the breakup frequency at a given drop volume and local dissipation rate of TKE is of less interest in these studies. As seen in Figure 14, the error is relatively constant when applied to cases with varying Reynolds number and magnitudes of breakup frequency, as long as the scaling between the local breakup frequency and the dissipation rate of TKE does not vary greatly between conditions (i.e., as long as $p$ is constant). Moreover, as seen from Figure 15, it is not unreasonable to expect the scaling between the local breakup frequency and dissipation rate of TKE (i.e., $p$) to be relatively independent of drop-size under investigation. Thus, the ratio between two global breakup frequency estimations obtained by varying drop diameter, rotor speed etc. is expected to be comparable to that between the two local frequencies.

However, these comparisons should be made so that none of them gives rise to a breakup frequency that is very low in absolute terms (i.e., none of the cases should have little or no breakup, $N_f/N_{f,0} \approx 1$). As was seen in Figure 9 (and discussed in more detail in Appendix A), the global methods for estimating $g^*$ tend to amplify uncertainties in the input when $N_f/N_{f,0}$ is close to one. Consequently, the global method is useful in studying how local breakup frequency scale between conditions (where both conditions give rise to substantial breakup). This scaling information could also provide a valuable input to studies attempting to suggest or validate breakup frequency models. However, some care must be taken, especially when attempting to compare small differences between conditions since neither $p$ nor the systematic error in Figure 14 are entirely independent of operating conditions.

3.5. Limitations and Future Studies

Some limitations with the present work should be noted. First, only a single geometry was investigated whereas industrially applied emulsification devices come in different shapes and forms. The investigated geometry is not to be seen as generally applicable, but as an example of a design containing many of the features in these devices. The extent of the deviation (i.e., the magnitude of the relative errors in Figure 9), is expected to vary between geometries. Moreover, the CFD model used to generate the validation case was relatively simplistic, e.g., in using a RANS turbulence model, in assuming one-way interaction between drop and continuous phase fluid and assuming drops to follow he flow perfectly. Similarly, a specific breakup frequency model (and fragment size distribution function) is applied whereas a large number of different suggestions can be found in previous studies. The intention here was only to provide a simplistic model that allows for studying the effect of level and $\varepsilon$-dependence. However, the overall conclusions about under what conditions the global and local frequencies compare well (i.e., in terms of flow and dissipation rate inhomogeneity) is expected to generalize to similar devices.

As discussed in the introduction, several different methods have been suggested for estimating the global breakup frequency from an emulsification experiment [24]. Many of these methods are substantially more complex than the method discussed in Section 2.5, mainly in allowing the entire drop-diameter dependent $g(D)$ to be estimated from a single set of emulsification experiments. Estimating more parameters from the same amount of experimental data will general reduce reliability. Thus, the relatively simple method for estimating global frequency used in this study should correspond to ideal conditions. None of the more complex methods are expected to give a more valid estimate than the method used here. In terms of reliability (i.e., how the different methods perform in propagating measurement uncertainty from inputs to the generated estimates of $g^*$), substantially less is known [24]. The amplification of uncertainty seen from the method used in this study (Appendix A), comes from the specific form taken by Equation (8), and it is not expected to generalize to different methods.

4. Conclusions

The aim of this contribution was to determine under which conditions the previously suggested breakup frequency estimation methods based on emulsification data (the “global
methods”) can be used to obtain quantitative information about the local frequencies. It can be concluded that:

- The global methods provide valid estimates of the local breakup frequencies, when the local frequencies show an insignificant spatial variation throughout the emulsification device.
- The global methods need to be supplemented with a residence-time correction to provide valid estimates, when applied to emulsification devices where the flow is not an ideal plug flow (such a correction was suggested and validated in this study).
- The global method substantially and systematically underestimates the local breakup frequency (at the volume-averaged dissipation rate of TKE) when the local breakup frequency varies spatially (e.g., due to a spatially varying turbulence intensity in the device where the breakup frequency has a substantial dependence on the dissipation rate of TKE).
- The relative error between global estimate and local frequency (at the volume-averaged dissipation rate of TKE) is constant for a relatively wide range of Reynolds numbers and break up frequency levels. This suggests that the global methods can still be used to study how local breakup frequency scale between different settings.
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**Appendix A. Propagation of Uncertainty**

The uncorrected method (Equation (8)) estimates the global average breakup frequency, \( g^* \), from the ratio of drops in class \( I \) after passing the device \( (N_I) \) to the number originally in class \( I \) \( (N_{I,0}) \), together with the redistribution factor \( (r_{I,J}) \) and the average residence time (\( \tau \)).

Regardless of if Equation (8) is used on experimental or numerical data, there will be some degree of uncertainty (experimental or numerical) in the inputs (mainly in the ratio \( X = N_I/N_{I,0} \) and in \( \tau \)).

If general, if an output quantity \( y \) is related to two input quantities \( x_1 \) and \( x_2 \) by \( y = f(x_1, x_2) \), the uncertainty in \( y \), \( u(y) \), is related to the uncertainty in the inputs, \( u(x_1) \) and \( u(x_2) \) respectively, by: [53]

\[
\begin{align*}
  u^2(y) &\approx \left( \frac{\partial f}{\partial x_1} \right)^2 u^2(x_1) + \left( \frac{\partial f}{\partial x_2} \right)^2 u^2(x_2), \\
  &\text{(A1)}
\end{align*}
\]

assuming \( x_1 \) and \( x_2 \) are uncorrelated and that each of the input uncertainties are small. By applying this general uncertainty management principle to Equation (8), one obtains:

\[
\begin{align*}
  u^2(g^*) &\approx \frac{1}{\tau^2(1-r_{I,J})^2} X^2 u^2(X) + \frac{\ln^2 X}{\tau^4(1-r_{I,J})^2} u^2(\tau), \\
  &\text{(A2)}
\end{align*}
\]

or expressed as a relative uncertainty (i.e., by dividing Equation (A2) by the square of Equation (8)):

\[
\begin{align*}
  \left( \frac{u(g^*)}{g^*} \right)^2 &\approx \frac{1}{\ln^2 X} X^2 \frac{u^2(X)}{\tau^2} + \frac{u^2(\tau)}{\tau^2}. \\
  &\text{(A3)}
\end{align*}
\]
Equation (A3) shows that the relative uncertainty of the average residence time contributes linearly to the uncertainty in g* (or more specifically, the relative uncertainty in g* is directly proportional to the relative uncertainty of the mean residence time if X is known with certainty). However, the relationship between uncertainty in X (=N/N_0) and resulting uncertainty in g* is more complex. The uncertainty in the output will increase strongly as X tends towards one. This corresponds to the case where we have a low absolute breakup frequency. Thus, estimations are expected to be more uncertain the lower the absolute breakup frequency is.

This tendency for increasing uncertainties at low breakup frequencies can also be seen when looking at the numerical results in Figure 9, where case B (homogenous breakup frequency and inhomogeneous flow) shows low deviations for large drops but a substantial deviation for small drop diameters. A comparison to the general uncertainty management framework can be seen in Figure A1, comparing the data in Figure 9 for case B, with three levels of relative uncertainty in X (2, 4 and 6%) (and assuming that τ is known with certainty).

![Figure A1](image-url)

**Figure A1.** Relative error %\(E_g\) between set local breakup frequency and estimated global breakup frequency as a function of drop diameter, D for case B (markers) at three different flow conditions: \(U_g = 1.5\) m/s (black), \(U_g = 3.0\) m/s (red) and \(U_g = 6.0\) m/s (blue). The results are compared to the general uncertainty management framework applied to the uncorrected method (Equation (A3)), assuming three different input uncertainties: \(u(X)/X = 2\%\) (solid), 4\% (dashed), 6\% (dotted). Note that the uncertainty propagation turns a small uncertainty in the input \((N/N_0)\) into a large uncertainty in the estimated breakup frequency when the \((N/N_0)\) is relatively small (i.e., little breakup occurring).
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