Estimation of Tropospheric and Ionospheric Delay in DInSAR Calculations: Case Study of Areas Showing (Natural and Induced) Seismic Activity
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Abstract: The article presents a proposal to make simultaneous allowance for both ionospheric and tropospheric corrections in differential synthetic aperture radar interferometry (DInSAR) measurements. Atmospheric delay in the interferometric phase may cause the detection of terrain-surface changes to be impossible or significantly distorted. This fact remains of special importance in the case of surface changes that show limited amplitude and spatial range. Two areas were chosen to verify the validity of the proposed solution. The first area includes terrains affected by underground copper-ore mining activity (Poland), which shows high induced seismic activity. Mining tremors recorded in this area cause the terrain surface to locally subside. The authors analyzed three tremors that were recorded in 2016, 2017, and 2019. Each of the tremors exceeded a magnitude of Mw 4.0. The second area is located in the coastal region of Chile, in the Cardenal Caro province. In this case, the authors focused on a series of three earthquakes recorded on 11 March 2010. The strongest of the earthquakes was of Mw 7.0 magnitude. In the first case, calculations were based on obtained data from the Sentinel 1 satellites, and in the second case from the ALOS-1 satellite. It is demonstrated that simultaneous allowance for both the tropospheric and ionospheric corrections significantly improves the final results. The authors were also able to use the analyzed cases to demonstrate that implementation of the corrections does not have negative influence on the range and magnitude of local ground-surface deformations. At the same time, such implementation minimizes local displacement fluctuations and reduces displacement values in areas affected by deformations. The examples used in the article served to show that tropospheric correction is mainly responsible for global corrections (i.e., within the whole analyzed spatial range), while ionospheric correction reduces local fluctuations.
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1. Introduction

Synthetic aperture radar interferometry (InSAR) allows the detection of ground-surface changes in a very wide range, from anthropogenic [1–4] and natural [5–7] events having limited spatial range and amplitude, to events having a wider, regional range [8–10]. As is the case with any measurement method, the InSAR (differential InSAR (DInSAR), persistent scatterer InSAR (PSInSAR), or small baseline subset (SBAS)) methods also have significant limitations [11]. Generally, an interferogram calculated from two SAR images contains not only information on ground-surface deformations, but also a number of other components. The topographic component and orbit errors can be calculated.
Thermal noise and dissipation variability constitute a component that is currently impossible to eliminate from the interferometric phase. At the same time, atmospheric delay, which comprises the influence of the ionosphere and the troposphere, is now the object of intensive research (see Table 1). After having passed through the atmosphere, the signal frequently does not allow detection of expected deformations. In other cases, the atmospheric screen significantly distorts obtained results and prevents reliable analysis of an event. For these reasons, the time and spatial variability of atmospheric conditions has the most significant influence on the accuracy of measurements performed using InSAR methods.

In this article, we propose simultaneous allowance for tropospheric and ionospheric corrections in SAR calculations based on DInSAR. The tropospheric component was determined with the use of Generic Atmospheric Correction Online Service for InSAR (GACOS) [12,13]. The data provided by the GACOS service are based on the Iterative Tropospheric Decomposition model (ITD). Ionospheric correction was determined with the use of the Split-Spectrum Method [14–16].

We assumed that the simultaneous implementation of ionospheric and tropospheric corrections in DInSAR calculations allows more precise detection of ground-surface changes. The focus was to detect changes that occur as a result of local, induced seismic events observed in mining areas. For this reason, analysis covered three induced seismic events that occurred in 2016, 2017, and 2019 in an area affected by underground copper-ore mining in the southwestern part of Poland. Calculations for this area were based on obtained data from Sentinel 1A/B satellites. Satellites operate in the Terrain Observation by Progressive Scans (TOPS) mode, in C-band. The influence of the ionosphere on microwave propagation in the C-band is not as significant as is in the case of the L-band. Nonetheless, the influence of the ionosphere on satellites operating in C-band can also be observed. This is due to the fact that ionospheric distortions of microwave propagation cause additional group delay and phase lag in SAR images. Their size is inversely proportional to system frequency. Therefore, natural seismic events were chosen as an additional example: earthquakes that occurred in 2010 on the coast of Chile (the strongest of Mw 7.0 magnitude). This example was based on data from the ALOS-1 satellite, which operates in ScanSAR mode and in L-band.

2. Background and Methods

The influence of the ionosphere (ionospheric refraction) depends on the number of free electrons. They occur as a result of gas particles being ionized due to solar (ultraviolet and roentgen) radiation [17]. Ionospheric disturbances depend on geographical location, time of day, season of the year, and also on solar activity. Ionospheric refraction is the most intensive in circumpolar and circumequatorial areas [17,18]. In the case of microwave frequencies, the ionosphere is a dispersion medium, and this fact enables ionospheric delay to be directly calculated on the basis of signals having two different frequencies [17,19]. The value of ionospheric delay is proportional to the wavelength, and therefore observations performed in bands L and P show greater delay. However, in the case of shorter bands (C and X), the influence of the ionosphere cannot be ignored either [20].

Various approaches are used to determine ionospheric refraction in InSAR measurements. Rignot [21] and, later, also Wright et al. [22] used Faraday rotation to estimate the absolute Total Electron Content (TEC) value for each SAR acquisition. A limitation to this approach lies in the fact that fully polarized SAR data must be used, and that the method is only valid for areas located at high geographic latitudes, as the magnetic field and the incidence angle of the SAR beam (Line of Sight, LOS) in these areas are parallel. Another approach employs an azimuth offset method based on a linear relationship between the azimuth derivative of the ionospheric phase distortion and the azimuth offset for a particular interferogram [23,24]. In this method, however, large displacements may be interpreted as ionospheric delay. Another approach, the range group-phase delay difference method, is based on the sign difference between group delay and phase delay. Subtracting group delay from phase delay results in residual delay, which is identical to ionospheric delay [14,23]. Yet another approach, the split-spectrum method [14–16], consists of defining two frequency subranges and using...
these subrange to calculate the dispersion-delay component that corresponds to ionospheric delay. This method is further described in Section 2.2.

The troposphere is the lowest and most dynamic layer of Earth’s atmosphere. Tropospheric refraction is determined by the spatial distribution of temperature, pressure, and relative air humidity. Tropospheric refraction may be classified into two components: the dry, hydrostatic, and wet ones [25]:

$$\mathbf{N} = \left( k_1 \frac{p}{T} \right)_{\text{hydr}} + \left( k_2 \frac{e}{T^2} + k_3 \frac{e}{T} \right)_{\text{wet}} = N_{\text{hydr}} + N_{\text{wet}} \quad (1)$$

where $P$ is dry air pressure (hPa), $T$ is temperature (K), $e$ is water-vapor pressure (hPa), and coefficients $k_1$, $k_2$, $k_3$ are empirically determined constants, their values being $k_1 = 77.6$, $k_2 = 23.3$, $k_3 = 3.75 \text{ KhPa}^{-1}$ [26].

The tropospheric delay of the signal phase may be determined from the change of the wet and dry refraction components along the geometric path from the antenna to the ground surface; between height $h$ and troposphere upper boundary $h_{\text{top}}$. This is described in Equation (2).

$$\phi_{\text{tropo}} = \frac{-4\pi 10^{-6}}{\lambda} \cos\theta \int_{h}^{h_{\text{top}}} (N_{\text{hydr}} + N_{\text{wet}})dx \quad (2)$$

where: $\theta$ determines the angle of wave incidence, $\lambda$ is the wavelength, and $\frac{-4\pi}{\lambda}$ is the conversion coefficient for the growth phase delay pseudoranges.

There are two types of tropospheric delay that influence SAR measurements [27]:

(I) delays due to turbulent mixing in the troposphere. These result from several factors, such as thermal convection, differences in wind speed and direction on different altitudes, friction, and complex weather patterns. Horizontal air currents are the carrier of atmospheric components, including water vapor, which is a significant factor influencing atmospheric signal in SAR images. As the troposphere has a heterogeneous character resulting from local changes, this delay is very difficult to model.

(II) delays resulting from vertical temperature and air-pressure distribution in layers. Each layer has an individual refraction coefficient. The vertical range of atmospheric layers changes in time. For regions that have varied topography, the difference of the vertical distribution of refractions between two image acquisitions causes a phase difference between two image cells having different topographic height.

The influence of the troposphere on InSAR measurements is a very important and, at the same time, very complex issue. Highly dynamic changes in the troposphere hinder the development of a single method that would allow the effective reduction of its impact on InSAR measurements.

Table 1 shows an overview of methods for atmospheric corrections in measurements based on InSAR data. Generally, these methods may be classified into two groups: a group based on filtration and statistic calculations of the influence of the troposphere directly from the SAR data, and with the use of independent data, e.g., GNSS measurements, weather models, or spectrometric data.
Table 1. Review of methods for determining atmospheric corrections for measurements based on synthetic aperture radar interferometry (InSAR) techniques.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Delay</th>
<th>Equation</th>
<th>Selected References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Both-combined (without turbulence)</td>
<td>( \Delta \phi_{\text{tropo}} = K_{\Delta h}h + \Delta \phi_0 )</td>
<td>[28–30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Delta \phi_{\text{tropo}} = K_{\Delta h}(h - h_0)^\alpha + \Delta \phi_0 )</td>
<td>[31]</td>
</tr>
<tr>
<td>Power-law</td>
<td></td>
<td>( \Delta \phi_{\text{tropo}} = A_{\text{empirical}}(h_0, h, \alpha, \beta) )</td>
<td></td>
</tr>
<tr>
<td>Empirical ANC</td>
<td>Tropospheric, ionospheric and orbital artifacts</td>
<td>( \Delta \phi_{\text{tropo}} = \left( \frac{10.0}{R_{\text{max}}} \right)^{-1} \sum_{m=1}^{M} \left( a_i(X_m) - \pi \right)^2 )</td>
<td>[7,32]</td>
</tr>
<tr>
<td>Split-spectrum Ionospheric</td>
<td></td>
<td>( \Delta \phi_{\text{iono}} = \Delta \phi_{L} - \Delta \phi_{H} )</td>
<td>[14–16]</td>
</tr>
<tr>
<td>Era-Interim ECMWF</td>
<td></td>
<td>( \text{ZHD} = 0.0022768 \frac{f_0 T_{M}}{c^2} )</td>
<td>[30,33–35]</td>
</tr>
<tr>
<td>HRES ECMWF</td>
<td>Dry</td>
<td>( \text{ZWD} = \Pi \cdot \text{PWV} )</td>
<td>[30,36]</td>
</tr>
<tr>
<td>Weather models</td>
<td>WRF wet</td>
<td>( \Pi = R_v \rho_w \left( \frac{h_0}{10} \right) )</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>MERRA dry</td>
<td>Same as for weather models</td>
<td>[30,37–39]</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>MERIS Wet only</td>
<td>Same as for weather models</td>
<td>[30,37,39]</td>
</tr>
<tr>
<td></td>
<td>MODIS Wet and dry</td>
<td>Same as for weather models</td>
<td>[30,37,39]</td>
</tr>
<tr>
<td>GNSS</td>
<td>Inospheric</td>
<td>( \phi_{\text{iono}} = \frac{2 \pi K_c}{c^2} \text{TEC} )</td>
<td>[41]</td>
</tr>
</tbody>
</table>

Remarks: \( \Delta \phi_{\text{tropo}} \) is the interferometric tropospheric phase, \( K_{\Delta h} \) is the estimated phase-topography relationship, \( h \) is terrain elevation, \( \Delta \phi_0 \) is the constant deviation coefficient for the complete interferogram, \( h_0 \) is the reference height, above which the delay does not change between individual images—normally, it is between 7 and 13 km. The \( \alpha \) and \( h_0 \) values are determined from radiosonde measurements and may vary for different areas and images produced at different times. ANC is the atmospheric noise coefficient, \( R_{\text{max}} \) represents the RMS value of the phase screen with the highest noise, \( a_i(X_m) \) is the atmospheric phase delay for pixel \( m \) on date \( i \), and \( \Pi \) is the mean value of the atmospheric phase taken over all \( M \) pixels. \( \Delta \phi_{\text{iono}} \) is the interferometric ionospheric phase, where \( f_0 \) is the carrier frequency, \( f_L \) is the lower sub-band, and \( f_H \) the higher sub-band, and \( \Delta \phi_L \) and \( \Delta \phi_H \) are the interferometric phase for the lower sub-band and higher sub-band, respectively. \( \text{ZHD} \) is zenith dry delay, \( \phi \) is geographical latitude, \( h \) is height, and \( P \) is atmospheric pressure. \( \text{ZWD} \) is zenith wet delay, \( \Pi \) is the conversion coefficient of PWV into zenith delay and has typical values of approx. 6.2. \( \text{PWV} \) is precipitable water vapor, \( R_v \) is the specific gas constant for water vapor 4615 \( \text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1} \), \( \rho_w \) is water density, and \( T_{M} \) is mean atmosphere temperature, determined from radiosonde measurements or weather models. \( \phi_{\text{iono}} \) is the ionospheric phase, \( f_0 \) is carrier frequency, \( c \) is the speed of light in vacuum, and \( K = 40.28 \frac{\text{m}^3}{\text{s}^2} \) and \( \text{TEC} \) is a slant Total Electron Content.
2.1. Tropospheric Delay Correction

Tropospheric influence was reduced by employing a GACOS model, which is based on the ITD model \cite{12,13}. The ITD allows to establish zenith total delay (ZTD) for pixel $k$ having coordinate vector $x\,(3)$, based on known ZTD values in the reference points (HRES ECMWF and/or GNSS). The delay is iteratively calculated by decomposing the signal into stratigraphic and turbulent components based on Equation (3).

$$ZTD_k = S(h_k) + T(x_k) + \epsilon_k$$  \hspace{1cm} (3)

where: $S$ is the stratigraphic component of tropospheric delay correlated with height $h$, $T$ is the turbulent component, and $k$ is the unmodeled part of the signal.

The stratigraphic component is represented for any pixel by exponential Function (5), and values are interpolated using the inverse distance weighting (IDW) method.

$$S = L_0 e^{-\beta h}$$  \hspace{1cm} (4)

where $\beta$ is the exponential function coefficient, and $L_0$ is the stratigraphic delay component at sea level; the above coefficients are determined using the least-squares method on the basis of known ZTD values. The turbulent component is interpolated on the basis of a modified IDW method:

$$T = \sum_{i=1}^{n} w_{ui} T(x_i), \quad w_{ui} = \frac{d_{ui}^{-2}}{\sum_{i=1}^{n} d_{ui}^{-2}}$$  \hspace{1cm} (5)

where: $u$ and $i$ represent, respectively, the location for which $T$ is calculated and a reference location of known $T$, $w_{ui}$ is the weight of delay $T$, an interpolation coefficient dependent on the horizontal distance between the interpolated point and reference point $d_{ui}$.

$$\begin{bmatrix} T_1 \\ T_2 \\ \vdots \\ T_n \end{bmatrix} = \begin{bmatrix} 0 & w_{12} & \ldots & w_{1n} \\ w_{21} & 0 & \ldots & w_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ w_{n1} & \ldots & w_{n,n-1} & 0 \end{bmatrix} \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \\ \vdots \\ \epsilon_n \end{bmatrix}$$  \hspace{1cm} (6)

In the first iteration of Equation (4), the turbulent component assumes a value of zero, and the delay it causes remains within the range of the unmodeled part of signal $k$. The turbulent component is calculated independently from the unmodeled part of the signal from Equation (7), with allowance for the weights of Equation (6).

The determined turbulent component is introduced into Equation (4), and coefficients $L_0$ and $\beta$ are calculated again. The iterative process is continued for as long as is necessary for coefficients $L_0$ and $\beta$ to converge to a certain value.

2.2. Ionospheric Delay Correction

The interferometric phase may be described with Equation (7), which includes a dispersive and a nondispersive component.

$$\Delta \phi = \frac{4\pi f_0}{c} (\Delta r_{topo} + \Delta r_{defo} + \Delta r_{tropo}) - \frac{4\pi K}{f_0} \Delta TEC$$  \hspace{1cm} (7)

where $f_0$ is the carrier frequency, $\Delta r_{topo}$, $\Delta r_{defo}$ and $\Delta r_{tropo}$ are, respectively, the topographic and deformation components, tropospheric path delay $K$ is a constant equal to $40.28 \frac{m^3}{s^2}$, and $\Delta TEC$ is difference $TEC$ between two acquisitions.
Unlike the troposphere, the ionosphere is a dispersive medium. This fact allows the ionospheric component to be isolated from the remaining part of the signal.

\[
\Delta \phi_L = \Delta \phi_{\text{non-disp}} \frac{f_L}{f_0} + \Delta \phi_{\text{iono}} \frac{f_0}{f_L}
\]

\[
\Delta \phi_H = \Delta \phi_{\text{non-disp}} \frac{f_H}{f_0} + \Delta \phi_{\text{iono}} \frac{f_0}{f_H}
\]

The ionospheric delay component was calculated using the split-spectrum method. The procedure consists of generating two subranges for a higher $f_L$ and a lower $f_H$ frequency, respectively. These serve to calculate two interferograms, $\Delta \phi_L$ and $\Delta \phi_H$, per Equation (8).

Transformation of Equation (8) for the interferograms for the two subranges produces equations that are sum of dispersion $\Delta \phi_{\text{iono}}$ and nondispersion components $\Delta \phi_{\text{non-disp}}$ Equation (9).

\[
\Delta \hat{\phi}_{\text{iono}} = f_L f_H \frac{f_0}{f_L} \left( \Delta \phi_L f_H - \Delta \phi_H f_L \right)
\]

\[
\Delta \hat{\phi}_{\text{non-disp}} = f_0 \left( \frac{f_H^2 - f_L^2}{f_H^2 - f_L^2} \right) \left( \Delta \phi_H f_H - \Delta \phi_L f_L \right)
\]

Figure 1 shows a schematic diagram representing the implementation of the Iterative Tropospheric Decomposition model and split-spectrum method for obtained data from the Sentinel satellites. Calculations of tropospheric and ionospheric delays are independent. Delays are allowed for after the interferometer baseline phase is unwrapped, and subsequently calculated into LOS displacements and geocoded.

**Figure 1.** Implementation of Iterative Tropospheric Decomposition model and split-spectrum method in SAR calculations using the differential InSAR (DInSAR) method (Sentinel 1).
3. Application Examples

The simultaneous allowance for ionospheric and tropospheric delays was used in DInSAR calculations for two areas (Figure 2). The first area is a region in southwestern Poland, where copper ore has been extracted using underground-mining methods since the 1970s. The second area is located in the western coast of Chile, which is one of the most seismically active regions on the planet. Table 2 includes basic information on the used SAR data. Calculations were performed in the GMT ver. 5.4.4 environment [42] and in GMTSAR [43]. In the GMTSAR environment, calculations using the DInSAR method were supplemented with an algorithm for calculating ionospheric correction based on the split-spectrum method [16], with filtering suggested by Fattahi [19]. Interferometric phase was unwrapped with the use of the Snaphu environment [40]. Wave-phase correction in relation to the ground surface was performed with Shuttle Radar Topography Mission (SRTM) version 1 [44]. The radar data from the Sentinel 1A/B satellites operated under the Copernicus program of the European Space Agency (ESA) and were retrieved from https://scihub.copernicus.eu/dhus/. The data from the ALOS-1 satellite were retrieved from the Alaska Satellite Facility (Dataset:© JAXA/METI ALOS PALSAR L1.0 2007. Accessed through ASF DAAC, 9 January 2019).

Figure 2. Ground coverage of Sentinel 1A/B acquisitions for (left) the Legnica-Glogow Copper Belt (LGCB) area and (right) the ALOS-1 acquisitions for the Chile example site.
Table 2. Scene-acquisition basic information.

<table>
<thead>
<tr>
<th>Date and Time of Event (UTC)</th>
<th>Type</th>
<th>Strength [Mw]</th>
<th>Event Location</th>
<th>Satellite</th>
<th>Master Date and Time (UTC)</th>
<th>Slave Date and Time (UTC)</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/12/2017 5:42:50 P.M.</td>
<td>Induced tremor</td>
<td>4.5</td>
<td>Poland, the LGCB region</td>
<td>Sentinel 1A/1B</td>
<td>5/12/2017 4:43:33 P.M.</td>
<td>11/12/2017 4:42:51 P.M.</td>
<td></td>
</tr>
<tr>
<td>29/1/2019 12:53:45 P.M.</td>
<td>Induced tremor</td>
<td>4.1</td>
<td></td>
<td>Sentinel 1A/1B</td>
<td>26/1/2019 5:09:03 A.M.</td>
<td>1/2/2019 5:08:27 A.M.</td>
<td>22</td>
</tr>
</tbody>
</table>

3.1. Legnica-Glogow Copper Belt Area

Induced seismic events occur as a result of human activity (e.g., mining operations, detonations of powerful explosives). As a result of such activity, rock mass may be disturbed. This, in turn, may lead to a tremor in which accumulated potential energy is released. Part of the released energy propagates in the form of elastic waves from the tremor center.

The exploitation of copper ore in the Legnica-Glogow Copper Belt (LGCB) area is performed at a depth of more than 1 km using the room-and-pillar method. Compared with average conditions in this part of Europe, this area shows high seismic activity. All of this activity is related to the processes of stress relief in intensively mined rock mass. Therefore, the observed tremors in the LGCB region are induced phenomena. Every year, the region suffers from several seismic events exceeding a magnitude of Mw 4.0. Some of these tremors result in recorded ground-surface subsidences [2,3], most of which are located in already existing subsidence troughs. Figure 3 shows the sum of subsidences (LOS) calculated for the period of 2014–2018. They illustrate how intensively underground extraction influences the ground surface. Calculations were performed with the SBAS time-series method [45]. Results clearly demonstrate the areas on the surface affected by underground-mining activity. Graphs show an increase in deformations resulting from underground copper-ore mining. As can be observed, most deformation increases are constant. This fact is due to the mining system adopted by the mining operations.
Figure 3. Sum of line-of-sight (LOS) displacements for LGCB mining areas, determined on the basis of data from Sentinel 1A/1B satellites, collected for the period of November 2014–May 2018 (top). Calculation was based on 122 SAR images from Path 73 using the SBAS method (total number of pairs, 436). Black dashed line indicates mining-area borders. (Bottom) Increments of ground subsidence for two selected cross-sections.
3.2. Induced Tremor on 29 November 2016

The first of the analyzed seismic events was the tremor on 29 November 2016. It was recorded in close vicinity to the Zelazny Most postflotation tailings pond. The reservoir stores postflotation waste produced as a result of copper-ore enrichment, and is the largest such engineered structure in Europe. The epicenter of the tremor was recorded at a distance of about 900 m from the western side of the reservoir’s embankments. Figure 4 shows the original interferogram, the estimated ionospheric phase screen, and the interferogram after ionospheric compensation.

Figure 4. (left) Original Sentinel 1 interferogram from the LGCB area, containing the 2016 tremor (area marked with black polygon), (middle) estimated ionospheric phase screen, and (right) interferogram after ionospheric compensation.

Figure 5 shows the original unwrap phase, the delay difference between the images, and final unwrap phase, including tropospheric delay.

Figure 5. (left) Spatial range of original unwrap phase, (middle) delay difference between slave and master images, and (right) final result, unwrap phase including tropospheric delay.

Figure 6 presents the calculated LOS displacements for the analyzed region without allowance for corrections, values, and spatial range of ionospheric and tropospheric corrections, as well as the final result. Displacement changes were plotted for two selected cross-sections. The first graph is approximately in accordance with the N–S direction. The graph is drawn across the created trough
as a result of a mining tremor. The second graph follows the SW–NE direction. In the eastern part, the profile crosses the Sleza Massif, where the tropospheric correction assumes its maximum negative value of $-31 \text{ mm}$.

Figure 6. Results for the 2016 tremor. (left) LOS displacements calculated with the use of the DInSAR method (Sentinel 1, TOPS) for period of 28 November 2016–10 December 2016. Calculated values: (middle-top) ionospheric component, (middle-bottom) tropospheric component, and LOS displacements allowing for the above components. Graphs: Calculated values: ionospheric component and tropospheric component for each of the cross-sections (top). Comparison of results without allowance for corrections (red line) and with allowance (blue line) for ionospheric component and tropospheric component (bottom).

3.3. Induced Tremor on 7 December 2017

Of the three analyzed tremors that occurred in the LGCB region, the tremor on 7 December 2017 was the strongest. Its magnitude was about Mw 4.5. Data analysis from SBAS calculations indicates that the tremor resulted in ground subsidence at a maximum of $-60 \text{ mm}$. As was previously the case, this subsidence also occurred in an already existing subsidence trough. Figure 7 shows the obtained results for this tremor.
3.4. Induced Tremor on 29 January 2019

The last tremor occurred on 29 January 2018. It had a magnitude of Mw 4.1. Our experience so far indicates that, in order to observe the results of induced mining tremors in the LGCB area, their magnitude should be at least Mw 4.0.

In the case of the LGCB area, analysis focused on three strong anthropogenic seismic events. For each event, DInSAR calculations served to identify ground-surface deformations. We present the resulting deformations for each tremor in Figures 6–8. When comparing the range and location of the subsidence troughs with the results provided by the SBAS method (Figure 3), we concluded that each of the troughs was located in a deformation area related to underground mining activity. This fact is yet further proof that the discussed tremors have an anthropogenic character.

In accordance to the proposed calculation procedure (Figure 1), the ITD model was used to calculate the tropospheric delay difference for each SAR pair. The delay range for the analyzed LGCB area in successive periods was, respectively, $-31/54$ (2016), $-4/27$ (2017), and $-22/10$ (2019) mm. Figure 9 shows tropospheric correction values for individual periods. Within the scope of analysis for the whole area, minimum tropospheric correction values occurred in 2017. Only in the southwestern mountain region, did their value oscillate around 20 mm. In other regions, the correction showed values oscillating around zero ($\pm 3$ mm). The greatest local gradients for the correction were observed in the period of the first analyzed tremor. In this case, there was a clearly visible border between the Sudeten Foreland and the actual Sudeten range. The observed values of the tropospheric refraction are highly correlated with the terrain topography (especially clearly visible in 2016). The influence of the Sudeten Massif is clear for all the three analyzed periods. From a geological perspective, responsibility is on the Sudetic Marginal Fault (Figure 9). The greatest changes of refraction values within the LGCB mining areas were also observed for 2016. They ranged from 5 to 30 mm. In the case of two events,
the LGCB area showed a relatively constant value of tropospheric correction: from −3 to 3 mm for the 2017 event, and from −9 to −2 mm for the 2019 event. The surface results of the mining tremors had a local character. The spatial range of the calculated ground subsidences was $2.6 \times 2.1$ km (for the 2016 event) $1.2 \times 1.3$ km (2017), and $2.1 \times 1.6$ km (2019). Within the range of ground-surface deformations, the tropospheric correction in all analyzed periods had constant values, approximately 2 (2016), 1 (2017), and −7 mm (2019).

![Figure 8. Obtained results for the 2019 tremor, LOS displacements calculated with DInSAR (Sentinel 1, TOPS) for (left) the period of 26 January 2019–2 February 2019; (right) LOS displacements with allowance for the influence of the ionosphere and the troposphere. Red line indicates displacements without allowance for corrections, and blue line with allowance for corrections.](image-url)
Figure 9. Iterative Tropospheric Decomposition (ITD)-based calculations of tropospheric delay differences for successive calculation periods; dashed brown line indicates the Sudetic Marginal Fault.

Analysis of the observed changes in the profiles concludes that allowing for corrections significantly improved the final results. In the case of the first 2016 event, Profile A showed a significant improvement. The output data showed high local variation, especially in mountain regions (southern part of the profile). The graph indicates clear growth from the north to the south. After applying the corrections, it was possible to observe two significant changes. First, local displacement variations were significantly reduced. Displacements in the profile were more gentle. Second, growth from the north to the south was eliminated. The observed tremor location did not change after applying corrections. The correction resulted in a slightly reduced maximum of the subsidence trough. Analysis of Profile B lead to similar conclusions. Only the region of the Sleza Massif (80 km in the profile) showed local anomaly, which was related to the local minimum observed in the tropospheric correction. By allowing for corrections in the two other examples, we were also able to significantly improve the final results. The 2017 results without corrections show much higher local-displacement variations that were reduced after applying the corrections. In this case, maximum values in the tremor-affected deformation area did not change. The results for the 2019 event were different. The observed output displacements in the profiles showed smaller variation than in the other cases. Within the limits of each of the sections a constant displacement of about 20 mm could be observed, which was corrected as a result of applying compensations. Deformations due to the 2017 and 2019 tremors had a similar range both before and after the corrections. As expected, the values of ionospheric refraction are relatively small. This is due to geographical location, SAR data-acquisition times, and the used C-band.

3.5. Chile—Natural Earthquake on 11 March 2010

The analyzed earthquake occurred at 14:55 (UTC), about fifteen kilometers northeast of Pichilemu, the capital of the Cardenal Caro province (O'Higgins Region, Libertador). It had a magnitude of Mw 7.0 and, within the next 40 min, it was followed by two additional events of Mw 6.0 and 6.9 magnitude, respectively. Like the whole coast of Chile, the region affected by the earthquakes is one of the most seismically active areas on the planet. It constitutes the western part of the Ring of Fire. The 2010 earthquake is the resulting thrust faulting generated at the gently sloping plate-boundary fault that conveys the Nazca plate eastward and downward beneath the South American plate [46]. Figure 10 shows the original interferogram, the ionospheric phase screen, and the interferogram with allowance for the influence of the ionosphere. The area affected by the earthquake is clearly visible.
(about 22 × 13 km). Figure 11 shows the spatial distribution of the tropospheric delay for master and slave data. The figure also shows delay differences between two images, which we used to reduce delay in subsequent calculations. The final result, a comparison of displacements before and after corrections, is presented in Figure 12.

The influence of the ionosphere on the interferogram phase is more evident in the case of the ALOS-1 satellite (Figure 10). Data from Sentinel 1 do not indicate such significant changes (Figure 4). At the same time, the tropospheric correction viewed as a delay difference between slave and master acquisitions was −49 mm (Figure 11). In the coastal regions, correction value was significantly smaller and oscillated around 7 mm. As was the case in the first Polish event, correlation of the value and terrain topography is clear. Coseismic deformations in the region were about 5 mm.

Figure 10. (left) Original ALOS-1 interferogram from the Cardenal Caro area containing the 2010 earthquake, (middle) estimated ionospheric phase screen, and (right) interferogram after ionospheric compensation.

Figure 11. Spatial range of tropospheric delay for the following images: (left) slave (middle) master and (right) delay difference.

As a result of applying corrections, observed displacements on Path 114 for the period of 9 March 2010–24 April 2010 were significantly improved. No significant changes were observed in the region of coseismic deformations. The displacements in the profile, both before and after corrections, were almost identical until about 18 km. Only later did the original data show a growth trend. Maximum values reached 250 mm in each frame. There is, however, an important difference between the results for
Chile and those for Poland. In the case of the data acquired for the Cardenal Caro province, no local displacement oscillations were observed to correspond to those from 2016 and 2019 (Figures 7 and 8).

**Figure 12.** Displacements calculated with the use of DInSAR method for two frames from Path 114 (left) without corrections and (right) with corrections; comparison of displacements before and after corrections in a selected profile (bottom).

4. Discussion

As mentioned in the introduction, time and the spatial variability of atmospheric conditions have the most significant influence on the accuracy of performed measurements using InSAR methods. This is one of the reasons why problems related to allowing for these variables have become the object of so many research projects (Table 1). By allowing for corrections in the case of the LGCB mining areas, we were able to generally improve the displacement results. Each of the analyzed tremors resulted in a subsidence trough. Additionally, we demonstrated that the observed subsidences were located in already existing terrain-subsidence areas resulting from underground-mining activity. Our findings are based on a comparison of the obtained results (DInSAR) with time-series calculations (SBAS).

Displacements for the 2016 event are similar to the 2017 displacements. In both cases, the original data showed clear local displacement fluctuations that were limited as a result of further calculations. The results of the 2019 event are different, however. Local fluctuations are, in this case, not as high as in the previous cases. We believe that this fact is due to the less significant influence of the ionosphere. The 2016 and 2017 events were analyzed on the basis of SAR data obtained from Path 73. In the case of this path, acquisition time for the regions of southwestern Poland was approximately 16:43 (UTC) (Table 2). In the case of the 2019 event, we used SAR data obtained from Path 22. Acquisition time for this region was approximately 05:09 (UTC). Based on the provided data by monitoring ionosphere
fluctuations, it may be assumed that, in the case of data from Path 73, the influence of the ionosphere would be greater. Using the obtained TEC data from the International GNSS Service (IGS), we prepared TEC maps for Poland and for Chile (Figure 13). Time resolution of the IGS data was 2 h, and spatial resolution was 2.5/5.0 degrees [47]. We selected optimal time intervals for each SAR acquisition.

![Figure 13. Total Electron Content (TEC) International GNSS Service (IGS) maps for successive SAR images; white polygons represent analyzed areas.](image)

Due to their time and spatial resolution, IGS data are only approximate. Nonetheless, we used them to conclude that the greatest values are related to Chile and are, respectively, 7.5 and 8.0 TECU. Meanwhile, in the case of Poland, TEC values for successive slave and master images are, respectively, 5.0/5.0 (2016), 4.0/4.5 (2017) and 2.5/3.0 (2019) TECU. In the analyzed regions, TEC maps do not provide sufficient information to clearly define the influence of ionospheric correction on the final displacement. For this reason, we prepared a comparison of displacements (Figure 13) in the profiles presented in Figures 6–8, and 12.

A comparison of LOS displacements in profiles without corrections, with ionospheric correction and with ionospheric and tropospheric corrections, confirms previous observations. The greatest noise was present in the 2016 and 2017 profiles (Poland). At the same time, the most limited fluctuations were observed in the analyzed region in Chile. It is worth noting that the calculated displacements (maximum values and ranges) for the event-affected areas did not change after applying corrections in any of the cases.

The comparison (Figure 14) indicates that ionospheric correction significantly reduces local variation. The result of its application is best illustrated in the comparison of displacements for the first analyzed period. Its least significant influence is observed in the case of the 2017 induced tremor and of the 2010 earthquake. The Polish examples demonstrate that the global (i.e., within the whole analyzed range—profile length) share of ionospheric correction was much lower as compared to tropospheric correction values. The results for Chile are different here.

Application of tropospheric correction improves displacement results to such a degree that they become de facto an “image” of output displacements (with limited local variations) transformed by a
vertical vector. This fact is best seen in the case of the 2017 event and of the 2010 earthquake. The latter example may again be viewed as different from the other cases. Unlike in the case of Poland, analysis of the Chile earthquake is based on two frames from Path 114 (Table 2). The border between the images is clearly visible in the presented results. The situation is similar with the calculated ionospheric correction. Tropospheric correction based on the ITD model was calculated for a larger area.

![Figure 14](image)

**Figure 14.** Comparison of observed displacement fluctuations in the profiles. Black line denotes the original data; green line, results including ionospheric correction; blue line, results including both ionospheric and tropospheric corrections.

5. Conclusions

This article presented the results of implementing atmospheric corrections in SAR data calculations with the use of the DInSAR method. We used the proposed calculation model (Figure 1) in four areas. The first three areas were related to underground-mining activity and showed induced anthropogenic tremors. The observed tremor strength in these areas in relation to natural earthquakes was not great. Nonetheless, as demonstrated in the article, tremors may result in ground-surface deformations. The other area is a region on the coast of Chile, which is part of the Ring of Fire. In this area, we analyzed a series of three earthquakes, the strongest of them with a magnitude of Mw 7.0. Based on the obtained data from ALOS-1, we calculated coseismic deformations, while simultaneously allowing for atmospheric corrections. This research enabled us to formulate the following conclusions:

Data from Sentinel 1A/B satellites allowed the detection of ground-surface deformations due to induced seismic events. This information is valuable, as the literature lacks descriptions of the potential of using synthetic aperture radar interferometry to detect the influence of induced seismic activity. The local character of the detected ground deformations (in the order of 2–3 km), and the possibility to precisely determine subsidence range, constitute important information.

We demonstrated that deformations related to mining-induced tremors are located in already existing terrain-subsidence areas. These areas are, in turn, the result of underground-mining activity. Our observations are based on a comparison between the results of DInSAR calculations and calculation results with the use of a time-series method (SBAS) that, in our case, relied on a large number of images (over 120).
Application of ionospheric and the tropospheric corrections significantly improved the final calculation results. One of the most important observations was that correction implementation did not produce modified maximum ground-surface deformation values in the regions affected by either induced tremors or natural earthquakes. Significant modifications were observed in areas where ground-surface deformations did not occur. Correction application eliminated many of the local displacement fluctuations and of their global shifts. Analysis of the influence of individual corrections led us to conclude that each correction affects the final results differently. Ionospheric correction significantly reduces local variations (fluctuations), while tropospheric correction is more responsible for the global (regarding the SAR data range) shift. The obtained results relate to two specific areas. Further research should be carried out in other areas to confirm the proposed solution.

Some issues still remain that require further research. Most importantly, the obtained values of ionospheric correction should be compared with (spatially) more precise TEC maps.
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