Investigating the Feasibility of Multi-Scan Terrestrial Laser Scanning to Characterize Tree Communities in Southern Boreal Forests
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Abstract: Terrestrial laser scanning (TLS) has proven to accurately represent individual trees, while the use of TLS for plot-level forest characterization has been studied less. We used 91 sample plots to assess the feasibility of TLS in estimating plot-level forest inventory attributes, namely the stem number (N), basal area (G), and volume (V) as well as the basal area weighed mean diameter ($D_g$) and height ($H_g$). The effect of the sample plot size was investigated by using different-sized sample plots with a fixed scan set-up to also observe possible differences in the quality of point clouds. The Gini coefficient was used to measure the variation in tree size distribution at the plot-level to investigate the relationship between stand heterogeneity and the performance of the TLS-based method. Higher performances in tree detection and forest attribute estimation were recorded for sample plots with a low degree of tree size variation. The TLS-based approach captured 95% of the variation in $H_g$ and $V$, 85% of the variation in $D_g$ and $G$, and 67% of the variation in $N$. By increasing the sample plot size, the tree detection rate was decreased, and the accuracy of the estimates, especially $G$ and $N$, decreased. This study emphasizes the feasibility of TLS-based approaches in plot-level forest inventories in varying southern boreal forest conditions.
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1. Introduction

Most of the carbon in terrestrial biosphere is stored in forest ecosystems, which are key components in the global carbon cycle and biodiversity maintenance [1,2]. Assessing carbon stores and fluxes in a forest ecosystem requires an understanding of the ecosystem functioning as ecosystem services are end products of various biochemical processes that result when individual plant communities interact with climate and each other. This means that the functionality of plant communities and the functional traits of individual plant species affect ecosystem properties [3,4]. In other words, ecosystem functioning can be characterized through the functionality of its components by investigating the properties of plant communities. In the terrestrial biosphere, trees are among the most important plants, thus having a great impact on a forest ecosystem’s functionality and the provision of ecosystem services [5,6]. Consequently, characterizing the functionality of tree communities by means of forest inventory techniques contributes to an understanding of forest ecosystem functioning.
Methods to acquire forest inventory data have evolved over time alongside the technological development [7,8]. Previously, the acquisition of detailed information on the functional traits of trees and tree communities has solely been based on the use of sample plots from which forest inventory attributes describing tree properties are either manually measured in the field with traditional mensuration tools or estimated with allometric models from the field-measured attributes [9,10]. However, during recent years, terrestrial laser scanning (TLS) has been adopted as the foremost technique to digitize forest stands by providing a detailed three-dimensional reconstruction of trees and tree communities [11,12]. In a TLS-based forest inventory, most of the trees can be detected from TLS point clouds using automatic tree detection algorithms (e.g., [13–17]). Besides providing information on basic tree attributes, such as the diameter at breast height (dbh) and tree height, the use of TLS point clouds enables non-destructive approaches to estimate stem profile and volume [18–21] as well as to characterize tree crown and branching structure [22], which improve tree biomass modelling [23–26]. These are major advantages compared to conventional forest inventory methods. In addition to standing trees, TLS can provide information also on downed dead wood [27,28], which is an important structural forest component and a biodiversity indicator in boreal forests [29,30].

Despite the advantages of TLS technology in forest digitation, there are still some factors limiting the applicability of TLS-based approaches in characterizing tree communities. In the international benchmarking study by Liang et al. [12], 18 different methodologies in detecting and characterizing trees from TLS point clouds were compared in varying southern boreal forest conditions to clarify the state-of-the-art and to summarize the past research efforts. The benchmarking revealed that the quality of a point cloud has a significant influence on the results of a TLS-based forest inventory. The greatest challenge is that even with the multi-scan approach, it is still hard to completely and accurately record stems of all trees in a plot due to the occlusion effects of the trees and bushes in forests, which reduces the level of detail that trees can be digitized and, moreover, the level of accuracy that could be reached with the TLS-based approaches. For example, the tree mapping accuracy decreased as the plot complexity level increased. The completeness of tree detection was 70%, 60%, and 30% for easy, medium, and difficult plots, respectively, using single-scan data. With multi-scan data, the completeness level clearly improved, and the respective completeness of tree detection was 90%, 80%, and 50%. The reliability of tree height estimation has been reported to be relatively low (i.e., several meters) when using TLS [12,31]. Nevertheless, it is possible to improve the point cloud quality by acquiring a combined point cloud from multiple scanning positions [8] and by considering the spatial arrangement of the scanners [32–34].

If the intention in the future is to use TLS-based forest inventory methods to complement or even replace conventional field measurements, the performance of the new methods should be thoroughly investigated in varying forest conditions. However, the current trend in the past studies regarding the use of TLS in forest inventories has been that the sample plot data used in evaluating the performance of the TLS-based methods have covered only small variations in forest density, or the data have been comprised of only a small number of sample plots (see Table 1). From this perspective, the international benchmarking study by Liang et al. [12] was a significant milestone towards the operational use of TLS-based forest inventory methods. Another issue to be considered is the distinction between tree-level variables and plot-level forest inventory attributes. Most of the previous studies regarding the use of TLS in forest inventories have focused on assessing the performance of TLS-based approaches at the tree-level. However, accurate tree-level attributes do not automatically guarantee accurate plot-level forest characterization if the population captured by TLS is not a representative sample of the whole population. Therefore, the feasibility of TLS to characterize tree communities, in other words, to provide plot-level forest information, needs to be investigated to fill in the knowledge gap. Accurate plot-level forest information on tree communities is needed for forest management and planning purposes, for example, where wall-to-wall estimates for forest inventory attributes are obtained by combining airborne remote sensing materials with ground truth information (e.g., [35]).
Table 1. Summary of the sample plot data characteristics of previous studies where multi-scan terrestrial laser scanning data from several sample plots or large forest stands have been used for detecting and characterizing trees.

<table>
<thead>
<tr>
<th>Study Site Location</th>
<th>Number of Plots</th>
<th>Plot Size (m²)</th>
<th>Stem Density ¹ (n/ha)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>24</td>
<td>1024</td>
<td>381–2871</td>
<td>[12]</td>
</tr>
<tr>
<td>Germany</td>
<td>5</td>
<td>707</td>
<td>212–410</td>
<td>[13]</td>
</tr>
<tr>
<td>Finland</td>
<td>5</td>
<td>314</td>
<td>605–1210</td>
<td>[14]</td>
</tr>
<tr>
<td>Switzerland</td>
<td>9</td>
<td>500</td>
<td>200–800</td>
<td>[15]</td>
</tr>
<tr>
<td>Spain / Mexico</td>
<td>3</td>
<td>500–600</td>
<td>300–2100</td>
<td>[16]</td>
</tr>
<tr>
<td>Finland / China</td>
<td>7</td>
<td>1024</td>
<td>366–2304</td>
<td>[17]</td>
</tr>
<tr>
<td>Sweden</td>
<td>7</td>
<td>1257</td>
<td>~1241</td>
<td>[19]</td>
</tr>
<tr>
<td>China</td>
<td>8</td>
<td>707</td>
<td>~350</td>
<td>[29]</td>
</tr>
<tr>
<td>Belgium</td>
<td>10</td>
<td>707</td>
<td>114–1344</td>
<td>[36]</td>
</tr>
<tr>
<td>Finland</td>
<td>1</td>
<td>27,000</td>
<td>~162</td>
<td>[37]</td>
</tr>
<tr>
<td>Finland</td>
<td>27</td>
<td>300</td>
<td>334–1167</td>
<td>[38]</td>
</tr>
<tr>
<td>China</td>
<td>39</td>
<td>1257</td>
<td>~</td>
<td>[39]</td>
</tr>
<tr>
<td>Finland</td>
<td>10</td>
<td>1024</td>
<td>342–1191</td>
<td>[40]</td>
</tr>
<tr>
<td>Australia</td>
<td>33</td>
<td>300–1300</td>
<td>153–570</td>
<td>[41]</td>
</tr>
<tr>
<td>India</td>
<td>4</td>
<td>1257</td>
<td>400–500</td>
<td>[42]</td>
</tr>
<tr>
<td>Austria</td>
<td>1</td>
<td>40,800</td>
<td>~438</td>
<td>[43]</td>
</tr>
<tr>
<td>UK</td>
<td>2</td>
<td>200</td>
<td>600–2800</td>
<td>[44]</td>
</tr>
<tr>
<td>Finland</td>
<td>5</td>
<td>1024</td>
<td>507–928</td>
<td>[45]</td>
</tr>
</tbody>
</table>

¹ Variation in stem density between the sample plots (or mean density if variation in density is not provided).

The aim of this study is, therefore, to improve the understanding of the feasibility of TLS in characterizing tree communities in diverse forest conditions. In this study, a tree community is defined as a group of trees, represented by a sample plot. The characteristics of a tree community are described by the diameter distribution as well as plot-level forest inventory attributes that are upscaled from the functional and structural traits of individual trees within the community. The forest inventory attributes used in this study are the stem number (N), basal area (G), and total stem volume (V) as well as the basal area weighted mean diameter (\(D_g\)) and height (\(H_g\)), which are derived automatically from TLS point clouds by using point cloud processing and forest mensuration methods. The effect of the sample plot size with a fixed scan set-up, as well as stand structural heterogeneity, on the estimation accuracy of plot-level forest inventory attributes and tree detection are investigated to strengthen the knowledge of the applicability of point cloud-based methods in forest characterization. Additionally, we discuss the potential effect of the quality of point clouds when the sample plot size varies although the scan set-up is fixed.

2. Materials and Methods

2.1. Study Materials

2.1.1. Study Area

The study area is located in a southern boreal zone in Evo, southern Finland (Figure 1). The forests are characterized by a mixture of managed and natural forests with varying complexity from homogeneous to heterogeneous stands as well as growth stages from young seedling stands to old-growth forests. The tree species composition is also typical for southern boreal forest as dominant tree species are Scots pine (Pinus sylvestris L.), Norway spruce (Picea abies (L.) H. Karst.), and birch (Betula L. sp.). In 2014, 91 sample plots (32 m × 32 m in size) were established to cover the structural variation of forests in the study area (Table 2). The sampling was aided with auxiliary information on
forest height and density obtained from a canopy height model based on airborne laser scanning data available (for more details, see [35]).

![Image](image_url)

**Figure 1.** Map of the study area with sample plot locations on an orthophoto obtained in 2018 and provided by National Land Survey of Finland (licensed under CC BY 4.0).

**Table 2.** Characteristics of the field-inventoried 32 m × 32 m sample plots.

<table>
<thead>
<tr>
<th>Forest Inventory Attribute</th>
<th>Minimum</th>
<th>Mean</th>
<th>Maximum</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_g) (cm)</td>
<td>13.9</td>
<td>25.8</td>
<td>46.4</td>
<td>7.5</td>
</tr>
<tr>
<td>(H_g) (m)</td>
<td>10.0</td>
<td>21.1</td>
<td>31.1</td>
<td>4.4</td>
</tr>
<tr>
<td>( G ) (m(^2)/ha)</td>
<td>6.6</td>
<td>26.9</td>
<td>43.2</td>
<td>7.9</td>
</tr>
<tr>
<td>( N ) (n/ha)</td>
<td>342</td>
<td>943</td>
<td>3076</td>
<td>556</td>
</tr>
<tr>
<td>( V ) (m(^3)/ha)</td>
<td>34.5</td>
<td>271.5</td>
<td>518.4</td>
<td>110.7</td>
</tr>
</tbody>
</table>

2.1.2. Terrestrial Laser Scanning Data Acquisition

TLS data were acquired from the sample plots in the spring of 2014. The phase-shift scanners used in the TLS campaign were Leica HDS6100 (Leica Geosystems, St. Gallen, Switzerland) and Faro Focus 3D (Faro Technologies Inc., Lake Mary, FL, USA). The scanner settings were adjusted to ensure point density and point spacing at a 10 m distance from the scanner of approximately 25,000 points/m\(^2\) and 6.3 mm, respectively. TLS data acquisition was conducted using a multi-scan approach. In other words, several full field-of-view point clouds were obtained from separate scanning locations. One scan was placed at the plot center (i.e., center scan) and four auxiliary scanning locations (i.e., auxiliary scan) were distributed evenly on quadrant directions (i.e., northeast (45\(^\circ\)), southeast (135\(^\circ\)), southwest (225\(^\circ\)), and northwest (315\(^\circ\))), making five scans per plot in total. A more detailed description of the TLS data acquisition procedure can be found in [12].

2.1.3. Field Inventory

To assess the accuracy and performance of the TLS-based method, a basic suite of forest inventory attributes was obtained by conducting a tree-wise field inventory in the summer of 2014 when all trees with dbh exceeding 5 cm were measured in the field. Details of the field inventory are given in, e.g., [12]. Based on our evaluations, the precision in dbh and tree height measurements in the given forest conditions was approximately 0.3 cm and 0.5 m, respectively [46]. Basal area was computed by considering the cross-sectional area of a tree to be circular. Stem volume was estimated using nationwide species-specific volume equations by Laasasenaho [47], where dbh and tree height were used as explanatory variables. Finally, plot-level forest inventory attributes, in other words, N, G, V,
D_g and H_g were computed as a sum or basal area-weighed mean of single tree variables according to the following:

\[ N = \frac{n}{A}, \]
\[ G = \frac{\sum_{i=1}^{n} g_i}{A}, \]
\[ V = \frac{\sum_{i=1}^{n} v_i}{A}, \]
\[ D_g = \frac{\sum_{i=1}^{n} d_i g_i}{\sum_{i=1}^{n} g_i}, \]
\[ H_g = \frac{\sum_{i=1}^{n} h_i g_i}{\sum_{i=1}^{n} g_i}, \]

where \( n \) is the number of trees in a sample plot, \( A \) is the area of the sample plot in hectares, \( g_i \) is the basal area of the \( i \)th tree, \( v_i \) is the stem volume of the \( i \)th tree, \( d_i \) is the dbh of the \( i \)th tree, and \( h_i \) is the height for the \( i \)th tree.

2.2. Automatic Point Cloud Processing Method to Obtain Plot-Level Forest Characteristics

An automatic point cloud processing method was implemented to obtain the plot-level forest inventory attributes. The method proposed in this study was based on the same principles that are commonly applied when individual trees are detected from multi-scan point clouds and characterized for tree metrics retrieval. In other words, the point cloud is first normalized, and a horizontal point cloud slice is delineated from which cross sections of trees are identified by finding circular or cylindrical point cloud structures [8,12,13,16,48,49]. The detected trees are then delineated from the point cloud for tree metrics extraction where stem dimensions are measured by using circle fitting or cylinder fitting procedures [8,14,16,20,49,50].

The proposed method is a six-stage procedure consisting of: (1) Point cloud normalization, (2) stage-one tree detection, (3) tree-wise point cloud extraction, (4) stage-two tree detection, (5) tree metrics’ extraction, and (6) plot metrics’ extraction. Each stage is described in detail in the following subsections and summarized in Table 3. The workflow was fully implemented in MATLAB (The MathWorks Inc, Natick, Massachusetts, United States) except for the point cloud normalization stage, in which LAStools (rapidlasso GmbH, Gilching, Germany) software [51] was used.

Table 3. Workflow of the automatic point cloud processing method to obtain plot-level forest inventory attributes. For each stage, the main techniques and related parameters are presented.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Techniques</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Point cloud normalization</td>
<td>- Point classification (ground/vegetation), DTM creation and point cloud normalization using lasground-tool from LAStools.</td>
<td>- step 1 - spike 0.4 - bulge 0.5 - offset 0.1</td>
</tr>
<tr>
<td>2. Stage-one tree detection</td>
<td>- Delineation of horizontal point cloud slice between ( h_{\text{max}} ) and ( h_{\text{min}} ). - Point cloud filtering - Noise removal: Removal of points with average distance to ( k ) nearest points greater than one standard deviation from the mean of the average distance to neighbors among the ( k ) points. - Branch removal: Vertical surface delineation based on normal vector for surface formed by point and its ( n ) neighbor points. Removal of points with normal vector orientation deviating more than ( \alpha_{\text{max}} ) from the horizontal direction. - Point cloud clustering: Segmentation of points into clusters with a minimum distance of ( d_{\text{min}} ) between the clusters.</td>
<td>- ( h_{\text{max}} = 1.1 ) m - ( h_{\text{min}} = 1.5 ) m - ( k = 20 ) - ( n = 80 ) - ( \alpha_{\text{max}} = 0.15 ) ° - ( d_{\text{min}} = 0.1 ) m - ( r_{\text{min}} = 0.025 ) m - ( r_{\text{max}} = 0.55 ) m</td>
</tr>
</tbody>
</table>
Table 3. Cont.

<table>
<thead>
<tr>
<th>3. Tree-wise point cloud extraction</th>
<th>4. Stage-two tree detection</th>
<th>5. Tree metrics extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Cylindrical structure finding: Fitting vertical RANSAC-cylinder into clustered points and removing outlier points.</td>
<td>- Delineation of stem points on vertical surfaces based on the normal vector orientation: Maximum allowed deviation of ( \alpha_{out} ) from the horizontal direction.</td>
<td>- Tree height: Defined as the height of the highest point within a radius of ( r_{height} ) from the tree xy-location. For trees in lower canopy layers, searching for the top of the tree by investigating substantial gaps in the vertical point cloud distribution.</td>
</tr>
<tr>
<td>- Determination of tree locations through locations of clusters appearing as vertical cylinders with a radius ranging from ( r_{min} ) to ( r_{max} ).</td>
<td>- Tree-wise point cloud clustering to find additional trees possibly missed by the stage-one tree detection.</td>
<td>- Taper curve: Circle/cylinder fitting at different heights along the stem with ( h_{int} ) intervals starting from the breast height (i.e., 1.3 m) and moving towards the stump and tree top.</td>
</tr>
<tr>
<td>- Extraction of points representing the detected trees using a point-in-polygon approach.</td>
<td>- Removal of clusters not representing tree stems by analyzing point cloud properties: Height of the lowest point in cluster: ( h_{low} ), Height of the cluster: ( h_{cluster} ), Number of points in cluster: ( n_{cluster} ).</td>
<td>- Detection and removal of diameter-height observations defined as outliers: Division of the stem into sections with length of ( l_{section} ).</td>
</tr>
<tr>
<td></td>
<td>- Clusters fulfilling the conditions considered as tree stems.</td>
<td>- Removal of diameters deviating more than three median absolute deviations away from the median diameter of the section.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Comparison of diameters to the mean of the three previous (or three closest at the bottom of the stem) diameters. Considering diameter as an outlier if the relative difference exceeded thresholds, ( \text{difbelow} ) and ( \text{difabove} ), for diameters below the breast height and above the breast height, respectively.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Cubic spline curve fitting using the smoothing parameter, ( p ), to level unevenness in the filtered diameter measurements and to interpolate missing diameters at the top of the tree.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Tree volume: Defined by using the Huber formula: considering the stem as a sequence of vertical cylinders with height of ( h_{st} ).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Derivation of diameters at the bottom and at the top of each cylinder using the stem curve. Estimation of the diameter at the middle of the cylinder as a mean of the diameters.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Computation of the cylinder volume as a product of the cylinder height and cross-sectional area in the middle of the cylinder (see Equation (6)).</td>
</tr>
</tbody>
</table>

- \( r_{height} = 1 \text{ m} \)
- \( h_{int} = 0.20 \text{ m} \)
- \( l_{section} = 2.5 \text{ m} \)
- \( \text{difbelow} = 20\% \)
- \( \text{difabove} = 10\% \)
- \( p = 0.5 \)
- \( h_{st} = 0.1 \text{ m} \)
Table 3. Cont.

<table>
<thead>
<tr>
<th>6. Plot metrics extraction</th>
<th>- Summation of cylinder volumes for a volume estimate for the entire stem.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Stem number, basal area, and volume:</td>
</tr>
<tr>
<td></td>
<td>- Defined as the sum of the single tree attributes, scaled for one hectare (Equations (1)–(3)).</td>
</tr>
<tr>
<td></td>
<td>- Mean diameter and height:</td>
</tr>
<tr>
<td></td>
<td>- Defined as the basal area-weighed mean of single tree attributes (Equations (4) and (5)).</td>
</tr>
</tbody>
</table>

2.2.1. Point Cloud Normalization

The multi-scan point cloud was normalized using the lasground-tool in LAStools (rapidlasso GmbH, Gilching, Germany) software [51]. The points were classified into ground points and non-ground points (i.e., vegetation points), and a digital terrain model (DTM) was generated based on a triangulated irregular network (TIN). Normalization parameters were tuned according to Ritter et al. [43] (see Table 3). Using the DTM, the point clouds were normalized, and only vegetation points were selected for further analysis to reduce the amount of data to be processed.

2.2.2. Stage-One Tree Detection

The detection of individual trees was based on a filtered and clustered horizontal point cloud slice (Figure 2). First, a horizontal point cloud slice with a height of 0.4 m was delineated from the normalized point cloud at 20 cm below and above the breast height (i.e., 1.3 m above the ground). The point cloud slice was filtered to remove noise and branches by analyzing the point neighborhood. The aim was to obtain points representing the stem surface, and the principle in stem point filtering was similar to the one proposed in [49]. Noise removal was based on the mean distance of a point to its 20 neighbor points, whereas non-stem points were removed by preferring vertical planar surfaces. In the case of branch removal, the point surface was defined by a point and its 80 neighboring points. A normal vector indicating the orientation of each surface was computed, and points with a surface normal vector orientation close to the horizontal direction were proceeded for further processing.

Figure 2. A 10 m × 10 m sub-sample of an original sample plot to illustrate the stage-one tree detection. First, a horizontal point cloud slice was delineated from the normalized point cloud (a). Then, points were segmented into clusters, and vertical and cylindrical point cloud structures were considered to represent cross-sections of trees (b). The next step of the stage-one tree detection included segmentation of the filtered points into clusters. It was assumed that points on tree stems have large vertical clusters compared to non-stem points [17]. A cluster was defined as a group of points with a minimum distance of 0.1 m to the nearest cluster. To ensure the clusters represented the cross-sections of trees, a cylinder filtering procedure was applied. The cylinder filtering procedure was based on RANSAC (Random Sample Consensus) cylinder fitting and was similar to the one used in [28]: A cylinder was fitted into points in each cluster, and points on the surface of the fitted cylinder were considered as inliers. Points located outside the
cylinder were considered as outliers and removed. The fitted cylinder was forced to be vertical, and the radius of the cylinder was allowed to vary within a prescribed range from 2.5 to 55.0 cm based on a priori knowledge from the field inventory. Vertical cylindrical clusters fulfilling the conditions were considered to represent the cross-sections of trees. Preliminary tree locations were obtained as xy-locations of the cylinders fitted into the points of each cluster.

2.2.3. Tree-Wise Point Cloud Extraction

Detected trees were extracted from the original normalized point cloud based on their xy-locations. Using the tree locations as seeds, a Voronoi diagram was established to partition the sample plot into regions that define the closest tree for each point in the original point cloud (Figure 3) as proposed in [16]. The regions were polygonised, and a point-in-polygon approach was applied to extract preliminary tree-wise point clouds.

![Figure 3](image-url)  
*Figure 3.* Extraction of the detected trees by generating a Voronoi diagram to define the closest tree for each point in the original normalized point cloud.

2.2.4. Stage-Two Tree Detection

Assuming the stage-one tree detection was not perfect, some trees remained undetected (omission trees) while some tree-like point cloud structures were falsely considered as trees (commission trees). Thus, as the original point cloud was partitioned into regions according to the stage-one tree detection (Figure 3), it was possible that, besides the detected trees and other tree-like point cloud structures, the obtained tree-wise point clouds could also include omission trees. Reorganizing the original point cloud into several smaller units enabled a more thorough investigation of the tree-wise point cloud properties to improve the tree detection, in other words, to remove commission trees and to detect omission trees (Figure 4).
First, the preliminary tree-wise point clouds were filtered to remove points not representing the stem surface that was assumed to be planar and vertical. The stem point filtering procedure was the same that was used in stage-one tree detection (see Section 2.2.2). The filtered point clouds were then segmented into clusters, and properties of the clusters were examined. To be accepted as a tree stem, a set of conditions was set for each cluster: The cluster height had to exceed 4 m in a way that the height of the lowest point in a cluster should be below 0.5 m. In addition, the number of points in a cluster had to exceed 400. These requirements were determined based on a priori knowledge of the tree characteristics in the study area, since most of the living trees measured in the field had a height of 4 m at a minimum. Discarding point cloud clusters with lower heights and relatively small quantities of points aimed to remove undergrowth vegetation, for example (Figure 4).

2.2.5. Tree Metrics Extraction

The retrieval of tree metrics (i.e., dbh, tree height, and stem volume, see Table 3) was based on measurements on the tree-wise point clouds illustrated in Figure 4. Tree height was determined as the height of the highest point in an unfiltered point cloud (Figure 4a) within a radius of 1 m from the realized tree xy-location. For trees in lower canopy layers, the highest points originated from the canopies of adjacent taller trees as stated in [49]. Therefore, the height of the tree top was identified by investigating gaps in the vertical point distribution. If there was a gap, it was assumed that the tree top was reached, and the tree height was computed accordingly.

The taper curve was estimated by measuring diameters along the stem using the filtered point clouds (Figure 4b). Diameters were measured at 20 cm intervals by starting from the breast height (i.e., 1.3 m above the ground) and moving first towards the stump and then upwards to the tree top. Diameter measurement was based on fitting RANSAC-cylinders or circles into point cloud slices that were delineated from each measuring height. RANSAC-cylinder fitting was applied for the first diameter measurement because of the ability of the RANSAC-procedure to find inliers (i.e., stem points) even if the dataset contained outliers (i.e., branch points) that failed to be removed when filtering the point cloud (see Figure 4b). Otherwise, the diameter measurement was based on circle fitting since points for measuring the next diameter were guided by the previous diameter measurement. In other words, once the first diameter was measured, the other diameters could be measured by following the stem surface.

The next step in estimating the taper curve involved filtering the diameter-height observations as well as interpolating missing diameters. First, clear outliers were detected and removed by using an
iterative procedure in which the stem was divided into sections, and diameters deviating more than three median absolute deviations from the median diameter of the section were removed. Then, the diameters were compared to the mean of the three previous (or the three closest at the bottom of the stem) diameters as in [50]. A diameter was considered as an outlier, if the relative difference exceeded 10% and 20% for diameters above and below the breast height, respectively. Finally, a cubic spline was fitted to level unevenness in the filtered diameter measurements and to interpolate missing diameters, especially at the top of the tree. The smoothing parameter, $p$, determining the stage of smoothing was set to 0.5 according to Saarinen et al. [50], where the values of 0.4 to 0.6 for $p$ were found to be suitable. The smoothed taper curve provided diameter–height estimates at 10 cm intervals, which were used to estimate the dbh and stem volume by considering the stem as a sequence of vertical cylinders (i.e., stem sections) using the Huber formula:

$$V = \sum_{i=1}^{n} A_{m_i} h_i = \sum_{i=1}^{n} \frac{\pi h_i}{16} \left(d_i + d_{i+1}\right)^2,$$  \hspace{1cm} (6)

where $A_{m_i}$ is the cross-sectional area measured in the middle of the $i^{th}$ stem section, $h_i$ is the height of the $i^{th}$ stem section (i.e., 10 cm), $n$ is the total number of stem sections, $d_i$ is the diameter measured at the butt-end, and $d_{i+1}$ is the diameter measured at the top-end of the $i^{th}$ stem section. An estimate for the total stem volume was calculated as a sum of the volumes of the stem sections. A summary of the work flow and the main techniques for tree metrics extraction is presented in Table 3.

2.2.6. Plot Metrics Extraction

Plot-level forest inventory attributes (i.e., $D_g$, $H_g$, $N$, $G$, and $V$) were computed according to the Equations (1)–(5) using the estimates for single tree variables on each sample plot. Dbh distributions describing the structural variation of a forest stand were constructed based on dbh estimates for trees detected from the point clouds.

2.3. Evaluating Accuracy and Performance of the TLS-Based Method

2.3.1. Analyzing the Effect of Sample Plot Size on the Estimation Accuracy of Plot-Level Forest Inventory Attributes

The TLS campaign was designed to obtain high-quality point clouds that enable detailed reconstruction of tree communities. In this context, high quality refers specifically to the minimized occlusion caused by standing trees and undergrowth vegetation as well as enhanced geometrical comprehensiveness, which denotes that trees are scanned from multiple directions. According to Abegg et al. [32], point cloud occlusion can be minimized by placing the scanners evenly on the sample plots with equal distances from the plot borders and between the scanner locations. For this study, the TLS data were acquired accordingly, as one center scan was complemented with four auxiliary scans that were located inside the rectangular sample plot (see Figure 5). However, with this scan set-up, it is evident that trees closer to a plot center are more likely to be scanned from multiple directions than trees near plot borders. This results from the intra-plot variation in the scanning geometry; in other words, how the individual scans are located with respect to trees. This kind set-up is less favorable for trees near plot borders with less perimeter directly visible to the scan locations. Consequently, it was assumed that the point cloud quality issues associated with both occlusion and geometrical comprehensiveness could be minimized by dividing the rectangular sample plots into smaller circular sub-sample plots. The radius of the circular sample plots was set to 11 m to match with the scan set-up being equal to the mean distance between the auxiliary scan locations and plot center. With this arrangement, the auxiliary scans were located approximately at the circumference of the circular plot, ensuring favorable scanning geometry throughout the sample plot (Figure 5).
Figure 5. Illustration of the scan set-up used in the terrestrial laser scanning (TLS) data acquisition. Colored small crosses (x) represent the locations of individual auxiliary scans with respect to the plot center of all the sample plots. Large plus-signs (+) represent the average location for each scan. Different-sized sample plots (radii of 6, 11, and 16 m) were used to assess the effect of the sample plot size to the accuracy and performance of the TLS-based approach in characterizing tree communities.

Use of circular 11-m radius sample plots instead of the rectangular ones was expected to suit better for characterizing tree communities by means of TLS. However, with a fixed scan set-up, the size of the sample plot was assumed to affect the accuracy and performance of the TLS-based approach through the overall point cloud quality. Decreasing the plot radius would intuitively ensure a more uniform scanning geometry throughout the sample plot, but with the cost of a decreased plot size and less intra-plot variation in the forest structure captured. On the other hand, extending the plot radius would be a trade-off between the improved cost-efficiency in data acquisition and increased point cloud occlusion. Thus, to assess the effect of the sample plot size with a fixed scan set-up to the performance of the TLS-based approach in characterizing tree communities, additional circular sub-sample plots with radii of 6 m and 16 m were used alongside the 11-m radius sample plots (Figure 5). Furthermore, the results from the circle plot of various sizes were compared with the original rectangular sample plots of 32 m × 32 m to obtain robust comparison.

The accuracy of the TLS-based approach in characterizing the tree communities was evaluated by comparing the point cloud-derived estimates for plot-level forest inventory attributes (i.e., $D_g$, $H_g$, $...$
N, G, and V) with the field-measured ones by using the bias and root-mean-square-error (RMSE) as accuracy measures:

\[
\text{bias} = \frac{\sum_{i=1}^{n} (\hat{X}_i - X_i)}{n},
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{X}_i - X_i)^2}{n}},
\]

where \(n\) is the number of sample plots, \(\hat{X}_i\) is the TLS-estimate for the plot-level forest inventory attribute for plot \(i\), and \(X_i\) is the corresponding attribute based on validation measurements. The effect of the sample plot size on the accuracy and performance of the TLS-based approach was investigated by deriving the estimates for the plot-level forest inventory attributes by also using the additional sample plot sizes (i.e., radii of 6 m and 16 m) and these were compared with the respective accuracy measures of the 11-m radius sample plots. The Student’s t-test was utilized to examine whether the differences in estimation accuracies between the different sample plot sizes were statistically significant. The coefficient of determination (\(R^2\)) was computed to evaluate the relationship between the measured and estimated forest inventory attributes.

2.3.2. Analyzing the Effect of Stand Heterogeneity on the Estimation Accuracy of Plot-Level Forest Inventory Attributes

As pointed out in previous studies (e.g., [12,32,38]), stand structural heterogeneity affects point cloud quality and thus the reliability of the point cloud-based analysis in a forest environment. To assess the relationship between stand heterogeneity and the performance of the TLS-based approach in characterizing tree communities, an additional plot-level attribute, the Gini coefficient (GC), was computed to describe the stand heterogeneity and structural complexity of the tree communities. The GC is commonly used to compare tree size diversity in different stands [52]. It is based on the dbh distribution and calculated according to the following:

\[
\text{GC} = \frac{\sum_{j=1}^{n} (2j - n - 1)g_j}{\sum_{j=1}^{n} g_j(n - 1)},
\]

where \(n\) is the number of trees in a sample plot, \(g_j\) is the basal area of the \(j\)th tree, \(j\) being the rank of a tree in ascending order from 1, \ldots, \(n\) based on the basal area. The GC is a scalar value between 0 and 1, with higher value indicating a more complex forest stand. The effect of stand structural heterogeneity on the accuracy of the TLS-based approach was evaluated by analyzing the errors of the TLS-based estimates for the plot-level forest inventory attributes with respect to the GC. The coefficient of determination (\(R^2\)) was computed to measure the proportion of variance in the estimation accuracy that is accounted for by stand heterogeneity.

2.3.3. Analyzing Tree Detection Accuracy

When the TLS-based approach was applied, the retrieval of plot-level forest characteristics was based on a single tree inventory. In other words, plot-level forest inventory attributes were computed as a sum or weighted mean of the individual tree attributes (see Equations (1)–(5)). Therefore, the ability of the TLS-based approach to detect individual trees from the point clouds was also investigated to explain the accuracy and performance of the TLS-based approach for deriving plot-level forest characteristics. To assess the tree detection accuracy, trees detected from the point clouds were matched with the reference trees. The closest field-measured tree within a 0.5 m distance was searched for each point cloud-derived tree. If several reference trees were found, the one with a field-measured diameter closest to the corresponding TLS-estimate was considered as the reference. Trees that were detected from the point clouds and matched with the reference trees were classified as correctly detected trees. Point cloud-derived trees with no matching reference trees were classified as falsely detected trees, in
other words, commission trees. Reference trees lacking the point cloud-derived correspondent were considered as undetected trees.

Completeness and correctness were used as measures when evaluating the tree detection accuracy at the plot level. Completeness indicates the percentage of trees detected from the point clouds, whereas correctness measures the percentage of point cloud-derived trees that were correctly matched with the reference:

\[
\text{Completeness} = \frac{n_{\text{match}}}{n_{\text{ref}}} \times 100\%,
\]

\[
\text{Correctness} = \frac{n_{\text{match}}}{n_{\text{TLS}}} \times 100\%,
\]

where \( n_{\text{match}} \) is the number of correctly detected trees, \( n_{\text{ref}} \) is the number of trees measured in the field, and \( n_{\text{TLS}} \) is the number of trees detected from the point cloud. At the plot level, completeness indicates the tree detection rate, or how large a part of the field-measured \( N \) is detected from the point clouds. To consider the properties of the detected trees at the plot level, the completeness of tree detection was also computed with respect to \( G \) and \( V \) to describe how large a part the detected trees represented of the total basal area and stem volume, respectively. The accuracy measures were compared between the different-sized sample plots to analyze the relationship between the sample plot size and tree detection accuracy. The Student’s t-test was utilized to examine whether the differences in tree detection accuracies between the different sample plot sizes were statistically significant. The effect of stand heterogeneity on tree detection was analyzed by examining the relationship between the accuracy measures and the GC. The coefficient of determination (\( R^2 \)) was computed to evaluate the relationship. In addition, tree size distributions were constructed and compared to assess the representativeness of the point cloud-derived tree community with respect to the field-measured tree community. The distribution mean and standard deviation were computed to facilitate the comparison.

3. Results

3.1. Effect of the Sample Plot Size on the Estimation Accuracy of Plot-Level Forest Inventory Attributes

RMSEs in the estimates for forest inventory attributes characterizing the tree communities at the sample plot level were 3.1 cm (12.3%) for \( D_g \), 1.3 m (5.9%) for \( H_g \), 5.1 m²/ha (18.4%) for \( G \), 498 n/ha (51.7%) for \( N \), and 43.1 m³/ha (15.3%) for \( V \), as the sample plot radius was fixed to 11 m to match with the scan set-up (Table 4). The use of TLS point clouds enabled the capture of 83% of the plot-level variation in \( D_g \), 95% in \( H_g \), 86% in \( G \), 67% in \( N \), and 94% in \( V \), respectively (Figure 6). \( D_g \) was overestimated by 1.3% while the other attributes were underestimated. The magnitude of bias was reduced when the plot radius was decreased to 6 m, while the corresponding effect on the RMSEs varied with the forest inventory attribute in question (Table 4). A decreased plot size did not significantly (\( p > 0.05 \)) affect the accuracy of estimating \( G \) and \( N \) while only a marginal improvement in the estimation accuracy was noticed in case of \( D_g \). The opposite was recorded for \( H_g \) and \( V \), in which case the reduced plot size led to a poorer accuracy when compared to the default plot size. Relationships between the measured and estimated forest inventory attributes were somewhat similar when the plot radius was fixed to either 6 or 11 m (Figure 6). Instead, increasing the plot radius from 11 to 16 m resulted in a decreased accuracy when estimating \( G \), \( N \), and \( V \) while no significant differences (\( p > 0.05 \)) between the plot sizes were recorded in case of \( D_g \) and \( H_g \) (Table 4). Differences in the relationships between the measured and estimated forest inventory attributes were most distinct for the density-related attributes, namely \( G \) and \( N \), for which the coefficient of determination (\( R^2 \)) indicated a weaker interrelation when the plot size was increased (Figure 6). Comparison between the results from the original rectangular plots of 32 m × 32 m showed that the circular plots with all sizes provided more reliable estimates for the forest inventory attributes (Table 4).
Table 4. Root-mean-square-error (RMSE) and bias for the estimated forest inventory attributes when using different-sized sample plots with a fixed scan set-up. Relative figures are in parentheses, and negative bias denotes underestimation.

<table>
<thead>
<tr>
<th>Plot Size</th>
<th>Accuracy Measure</th>
<th>( D_g ) (cm)</th>
<th>( H_g ) (m)</th>
<th>( G ) (m²/ha)</th>
<th>( N ) (n/ha)</th>
<th>( V ) (m³/ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r = 6 ) m</td>
<td>Bias</td>
<td>-0.1 (-0.2%)</td>
<td>-0.5 (-2.4%)</td>
<td>-2.4 (-8.3%)</td>
<td>-235.1 (-23.5%)</td>
<td>-17.6 (-6.0%)</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.7 (10.6%)</td>
<td>1.6 (7.6%)</td>
<td>5.0 (17.6%)</td>
<td>459.0 (45.9%)</td>
<td>55.7 (19.1%)</td>
</tr>
<tr>
<td>( r = 11 ) m</td>
<td>Bias</td>
<td>0.3 (1.3%)</td>
<td>-0.6 (-2.8%)</td>
<td>-3.5 (-12.5%)</td>
<td>-281.6 (-29.2%)</td>
<td>-24.7 (-8.8%)</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.1 (12.3%)</td>
<td>1.3 (5.9%)</td>
<td>5.1 (18.4%)</td>
<td>498.3 (51.7%)</td>
<td>43.1 (15.3%)</td>
</tr>
<tr>
<td>( r = 16 ) m</td>
<td>Bias</td>
<td>0.5 (1.9%)</td>
<td>-0.9 (-4.2%)</td>
<td>-5.0 (-18.2%)</td>
<td>-349.4 (-36.4%)</td>
<td>-37.6 (-13.5%)</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.2 (12.3%)</td>
<td>1.3 (6.3%)</td>
<td>7.3 (26.4%)</td>
<td>596.1 (62.1%)</td>
<td>59.5 (21.3%)</td>
</tr>
<tr>
<td>32 m × 32 m</td>
<td>Bias</td>
<td>0.8 (3.1%)</td>
<td>-1.1 (-5.0%)</td>
<td>-5.4 (-20.1%)</td>
<td>-369.0 (-39.1%)</td>
<td>-41.8 (-15.4%)</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.6 (13.8%)</td>
<td>1.5 (7.1%)</td>
<td>7.7 (28.5%)</td>
<td>613.7 (65.1%)</td>
<td>64.8 (23.9%)</td>
</tr>
</tbody>
</table>

Figure 6. Relationship between the measured and estimated forest inventory attributes when using different-sized circular sample plots with a fixed scan set-up.
3.2. Effect of Stand Heterogeneity on Estimation Accuracy of Plot-Level Forest Inventory Attributes

Stand heterogeneity affected the accuracy of estimating density-related forest inventory attributes (i.e., G and N) (Figure 7e–h). GC accounted for 21% and 51% of the variation in absolute and relative errors in the estimates for N, and 20% and 14% of the variation in absolute and relative errors in the estimates for G, respectively. In case of $D_g$ and $H_g$, the distributions of relative estimation errors were approximately homoscedastic in respect to the stand heterogeneity. The coefficient of determination was close to zero, indicating no trend between the relative estimation error and GC (Figure 7b,d). The same applied also for the relationship between the absolute errors (Figure 7a,c). Instead, the variation of absolute errors in V estimates seemed to slightly vary with GC as an $R^2$ of 0.10 was recorded (Figure 7i). However, no trend between the relative estimation error in V and GC was noticed (Figure 7j).

![Figure 7](image_url)

**Figure 7.** Relationship between stand heterogeneity and errors in the estimates for plot-level forest inventory attributes (a–j).

3.3. Tree Detection Accuracy

A majority of the trees on the sample plots were automatically detected by using the TLS-based approach (Table 5). The overall completeness in detecting N, G, and V were 71.1%, 90.8%, and 93.4%, respectively, as the analyses were based on the smallest sample plots with a radius of 6 m. The overall completeness in detecting N, G, and V slightly decreased when the plot size was enlarged being 57.0%,
80.6%, and 84.1% for the rectangular sample plots. The overall correctness in tree detection remained high at 93.0% to 94.1% regardless of the plot size used (Table 5).

Table 5. Overall accuracy in tree detection with respect to the sample plot size.

<table>
<thead>
<tr>
<th>Sample Plot Size</th>
<th>Correctness (%)</th>
<th>Completeness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>r = 6 m</td>
<td>93.0</td>
<td>71.1</td>
</tr>
<tr>
<td>r = 11 m</td>
<td>93.6</td>
<td>66.2</td>
</tr>
<tr>
<td>r = 16 m</td>
<td>94.1</td>
<td>59.8</td>
</tr>
<tr>
<td>32 m × 32 m</td>
<td>93.9</td>
<td>57.0</td>
</tr>
</tbody>
</table>

A high level of accuracy in tree detection was achieved for most of the sample plots when the default plot size (i.e., when the plot radius was fixed to 11 m) was used. Over 96% correctness in tree detection and 80%, 94%, and 96% completeness in detecting N, G, and V, respectively, were achieved for 50% of all the sample plots, demonstrating the high performance of the TLS-based approach in favorable forest conditions (Figure 8a). Tree detection was not significantly (p > 0.05) improved when the plot radius was decreased from 11 to 6 m. Instead, a marginal but not statistically significant (p > 0.05) decrease in tree detection accuracy was recorded when the plot radius was increased from 11 to 16 m (Figure 8a).

Figure 8. Variation in the correctness of tree detection and completeness in detecting the stem number (N), basal area (G), and volume (V) with respect to the sample plot size (a) and stand heterogeneity (b–e).

Variation in the tree detection accuracy between sample plots was explained by stand heterogeneity, which accounted for 51% of the variation in the tree detection rate, or completeness in detecting N (Figure 8c). In case of the other accuracy measures (i.e., correctness in tree detection as well as completeness in detecting G and V), the relationship between stand heterogeneity and tree detection accuracy was not as distinct. However, the variation in tree detection accuracy increased with increasing GC, which indicates that a high performance in tree detection was guaranteed when the TLS-based method was applied on sample plots with a low degree of tree size diversity (Figure 8b–e).

The completeness in detecting N was found to be at a lower level than the completeness in detecting G and V (Table 5, Figure 8). In other words, the group of trees that were detected from the point clouds represented a larger proportion of the total volume and basal area than was expected based on the tree detection rate. This means that large trees were reliably detected while small trees
remained under-represented in the group of trees that were detected from the point clouds. The statement was supported by an analysis of the tree detection rate by tree size classes (Figure 9). Trees that were large in both dbh and tree height were detected with a high accuracy regardless of the plot size, while the group of undetected trees consisted mainly of the smallest trees. Since the number of trees in the smallest tree size classes was underestimated, the mean of the point cloud-derived dbh distribution was 2.9 to 4.1 cm higher than the reference. Correspondingly, the mean of the point cloud-derived tree height distribution was 2.4 to 3.1 m higher than the reference depending on the plot size used (Figure 9). Even though a slightly better overall performance in tree detection was recorded when the smallest plot size was used, the differences between the different plot sizes were not considered statistically significant ($p > 0.05$).

Figure 9. Proportion of trees detected from TLS point clouds throughout the overall tree size distribution when using different-sized sample plots (i.e., plot radii of 6, 11, and 16 m). Bars represent the tree size class frequencies that are relative and scaled with respect to the total number of field-measured trees. Lines represent the respective tree detection rate within each class. To facilitate the comparison, the mean ($\mu$) and standard deviation ($\sigma$) of the reference and TLS-based distributions are presented.

4. Discussion

The objective of this study was to improve the understanding of the feasibility of TLS in characterizing tree communities in diverse southern boreal forest conditions. The TLS-based approach could capture ~95% of the variation in $H_g$ and $V$, ~85% of the variation in $D_g$ and $G$, and 67% of the variation in $N$ (Figure 6). On average, $D_g$ was overestimated whereas the other forest inventory attributes were underestimated. To assess the effects of the sample plot size when a fixed scan set-up was used, the radius of the sample plots was increased and decreased by 5 m and the accuracy measures for the 6-m and 16-m radius sample plots were compared with the performance achieved with the default sample plot size. A decrease in the plot size showed no significant effect on the accuracy of
the forest inventory attribute estimates or tree detection. However, an increased plot size decreased the tree detection accuracy and the accuracy in estimating G and N (Figure 6). The effect of stand structural heterogeneity on the performance of the TLS-based approach was assessed by investigating the relationship between the GC and the accuracy measures. The GC accounted for 51% of the variation in the tree detection rate and affected the estimation accuracy of G and N (Figures 7 and 8).

Tree detection was found to be the most crucial factor affecting the overall accuracy and performance of the TLS-based approach to characterize tree communities. Out of the total number of 3334 trees on the 91 circular sample plots with a radius of 11 m, 2208 trees (66.2%) were detected from the point clouds, which represented 88.3% of the total basal area and 91.3% of the total volume (Table 5). Tree detection accuracy is interrelated with the accuracy of plot-level forest inventory attributes since the estimates for $D_g$, $H_g$, G, N, and V were aggregated from the properties of individual trees that were detected from the sample plot (see Equations (1)–(5)). At the sample plot-level, a failure in tree detection led to a direct underestimation of the density-related attributes, namely N and G. On average, the detected trees were larger in size than the undetected trees, which in turn resulted in an underestimated frequency of small trees in the tree size distributions (Figure 9). Since large trees were overrepresented, the proportion of detected G was at a higher level than the proportion of detected N (Table 5), thus resulting in more reliable plot-level estimates for G rather than N (Table 4). The results of this study regarding the tree detection accuracy are in line with the latest findings on the general performance of TLS-based approaches to detect individual trees from multi-scan point clouds. According to the international benchmarking study by Liang et al. [12], up to about a 90% completeness in tree detection with close to 100% correctness is expected to be reached in favorable forest conditions, with completeness decreasing with increasing stand complexity, which is about 50% for the most heterogeneous boreal forest stands.

Higher performances in tree detection and forest inventory attribute estimation were recorded for sample plots with a low degree of tree size variation (Figure 8). The poorer performance of the TLS-based approach in more heterogeneous stands is explained by increased point cloud occlusion as the standing trees and undergrowth vegetation intercept laser beams, preventing the trees behind them from being scanned. When the stand structure becomes more complex, the total stem number increases with an increased proportion of small trees, which in turn boosts the occlusion effect as the probability of a tree to be shaded by other trees increases [32,33]. The same explanation partly applies to the non-detection of small trees. As seen in Figure 9, the capability of the TLS-based approach to detect small trees was limited. From a methodological point of view, a tree must be sufficiently represented by a point cloud structure to be detected automatically. Small trees have less surface visible to the scanner than larger trees and are thus more likely to be completely occluded by other trees.

Because of the close-range hemispherical scanning geometry, TLS technology is specifically suited for characterizing a horizontal forest structure. Lower parts of tree stems are digitized in detail, enabling accurate dbh measurements where the RMSE typically varies from the sub-centimeter-level to some centimeters in boreal forests (see, e.g., [8,12]). These findings were supported by the results of this study, as the RMSEs in estimating $D_g$ and G were 3.1 cm (12.3%) and 5.1 m$^2$/ha (18.4%), respectively (Table 4). However, from a technological point of view, the upper parts of the tree crowns are often occluded by adjacent trees, which makes it challenging for TLS to capture the top of the tree crown for reliable tree height estimation. Also, as the point spacing increases with the distance to the scanner, the point density naturally decreases towards the top of the tree crown. Therefore, in general, an RMSE of up to several meters can be expected for single tree height estimates [8,12,31]. Nevertheless, this study demonstrates that erroneous individual tree height estimates seem to compensate at the plot-level for an improved accuracy in $H_g$ estimation, for which an overall RMSE of 1.3 m (5.9%) was recorded. This highlights the feasibility of multi-scan TLS to also reliably describe a vertical forest structure, enabling detailed characterization of tree communities.

As expected, the point cloud quality affected the reliability of the TLS-based approach in characterizing tree communities. In this study, different-sized circular sub-sample plots were used to
demonstrate different levels of point cloud quality (see Figure 5). The presumed optimal way to acquire high-quality point cloud data was to place the scanners approximately at the circumference of the circular sample plot. This was demonstrated by using sample plots with a radius of 11 m to match with the scan set-up. Decreasing the plot radius to 6 m increased the overall point density by approximately 30% with decreased intra-plot variation in the point cloud quality. However, only marginal, if any, improvement in the overall performance was recorded. Instead, extending the plot radius from 11 to 16 m for improved cost-efficiency in data acquisition decreased the overall point density by approximately 20%. With increased occlusion and decreased geometrical comprehensiveness and overall point density, the performance in tree detection and plot-level forest attribute estimation declined (Tables 4 and 5). This finding demonstrates the importance of considerations in point cloud data acquisition. It should be kept in mind that, with the given parameters, the proposed TLS-based approach may not produce similar results when applied in forests where the stand structure or growth form of the trees differ from that in boreal forests. However, ensuring geometrical comprehensiveness and minimizing the occlusion effect are key principles when designing the scan set-up to obtain a high-quality terrestrial point cloud for the detailed description of trees and tree communities regardless of the forest structure.

5. Conclusions

This study emphasizes the feasibility of TLS-based approaches in characterizing tree communities by demonstrating a high accuracy in the estimates for plot-level forest inventory attributes for sample plots in varying southern boreal forest conditions. Stand structural complexity correlated negatively with the tree detection rate, which was the most crucial factor affecting the overall performance of the TLS-based forest inventory method. Stand heterogeneity affected tree detection accuracy and thus, the estimation accuracy of TLS-based plot-level forest inventory attributes that measure forest density (i.e., G and N). The use of sample plots with size and geometry matching with the scan set-up provided the best performance for plot-level forest inventories when considering the trade-off between the estimation accuracy and sampling efficiency.

Trees that were not detected from the point clouds were smaller in dimension than detected ones. Compared to large trees, small trees have less stem surface directly visible to the scanner and are thus more prone to occlusion by other trees as the forest density and structural complexity increases. To overcome this challenge, considerations in TLS data acquisition are needed to ensure the retrieval of high-quality point clouds. Based on this study, we recommend that the TLS data for detailed characterization of tree communities in southern boreal forests is collected from circular sample plots using a multi-scan set-up, where one center scan is complemented with several auxiliary scans placed approximately evenly on the circumference of the sample plot. The proposed scanning set-up ensures that the scanning geometry remains favorable throughout the entire sample plot and most of the trees are scanned from multiple directions to minimize occlusion.
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