Abstract: The importance of snow cover extent (SCE) has been proven to strongly link with various natural phenomenon and human activities; consequently, monitoring snow cover is one of the most critical topics in studying and understanding the cryosphere. As snow cover can vary significantly within short time spans and often extends over vast areas, spaceborne remote sensing constitutes an efficient observation technique to track it continuously. However, as optical imagery is limited by cloud cover and polar darkness, synthetic aperture radar (SAR) attracted more attention for its ability to sense day-and-night under any cloud and weather condition. In addition to widely applied backscattering-based method, thanks to the advancements of spaceborne SAR sensors and image processing techniques, many new approaches based on interferometric SAR (InSAR) and polarimetric SAR (PolSAR) have been developed since the launch of ERS-1 in 1991 to monitor snow cover under both dry and wet snow conditions. Critical auxiliary data including DEM, land cover information, and local meteorological data have also been explored to aid the snow cover analysis. This review presents an overview of existing studies and discusses the advantages, constraints, and trajectories of the current developments.
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1. Introduction

Snow covered areas influence the global radiation balance, groundwater, runoff, glaciers, flora and fauna, and human activities such as tourism, civil engineering, and infrastructure. Within all cryospheric components, snow covers the widest area: During the wintertime, more than 40% of the northern hemisphere is covered by snow [1–3]. As a result of its multiple influences on the environment, snow cover is addressed in the Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC) and is identified as a critical climate variable within the Global Climate Observing System (GCOS) [4]. Several snow cover projects relying on remote sensing have been conducted in recent years, including the European Space Agency (ESA)’s Satellite Snow Product Intercomparison and Evaluation Exercise (SnowPEx) [5], the German Aerospace Center (DLR)’s Global SnowPack [6], the National Aeronautics and Space Administration (NASA)’s Snow Experiment (SnowEx) [7], and the ongoing ESA’s Let It Snow project [8] as well as new Climate Change Initiative Extension (CCI+) Essential Climate Variables (ECV) mission [9]. Figure 1 gives an overview of some of the aspects related to snow cover, and also illustrates some of the more variable snow cover characteristics such as liquid water content, grain size, density, and snow water equivalent (SWE).
In order to identify possible flood events, detecting the onset of snowmelt in time is necessary [38–42]. Furthermore, snow cover is also an important aspect for winter tourism [43,44].

Due to global warming, a significant decrease in spring SCE has been shown in both observations and models [45–51], and recorded in the Synthesis Report of IPCC AR5 [52]. Climate change influences the global snow cover spatial extent as well as the duration. Beniston et al. [23] concluded that temperature increase as well as large-scale atmospheric patterns is the most influencing factors changing global snow cover. Snow cover onset and melt dates are shifting, generally leading to shorter snow cover seasons with later onset and earlier melt [53] although these general patterns can vary on a regional scale [54,55]. On a global scale, winter precipitation has been changing [23–25]. Consequently, snow cover is regarded as one of the most critical factors affecting the thermal regime of permafrost [26,27].

In addition, snow cover directly affects ecology and the socioeconomic system. Studies suggested that water originating from snowmelt dominates the runoff regimes of downstream regions not only in terms of water amount but also in distribution, quality, and seasonality [28–32]. Therefore it also controls the available water resources for the inhabiting population. More than 50% of precipitation in mountainous regions is falling as snow in Norway, the French Alps, and also the northern and western United States [13,33–37]. Moreover, snow cover and snowmelt in particular can also lead to natural disasters such as floods or avalanches (or in the absence of snow: Droughts). In order to identify possible flood events, detecting the onset of snowmelt in time is necessary [38–42]. Furthermore, snow cover is also an important aspect for winter tourism [43,44].

Snow cover reflects incoming solar radiation, as fresh snow normally has an albedo between 0.8 and 0.9 while most land surfaces have an albedo ranging between 0.1 and 0.3 [10]; therefore, snow influences the regional and global energy balance [11–13]. A decrease in snow cover extent (SCE) and duration leads to a reduced albedo of the land surface, which increases the warming process and further accelerates the snowmelt process [14–18]. Additionally, snow cover affects the conditions and spatial distribution of other cryosphere components [19]: Snow is a prerequisite for temperate glaciers, controlling their equilibrium. The high albedo of snow preserves the retention of sea and lake ice and also influences the growth rate of ice thickness due to thermodynamic processes (freezing and melting) and snow types (dry or wet) [20–22]. Snow also interacts with permafrost due to its thermal insulation characteristic, which reduces the scale of variation of active layer thickness (ALT) caused by air temperature changing [23–25]. Consequently, snow cover is regarded as one of the most critical factors affecting the thermal regime of permafrost [26,27].

Figure 1. Illustration of different snow types and snow line (deep blue font), the importance of snow (black font), synthetic aperture radar (SAR)-related characteristics (font in italics), factors influence snow (green font) and snowpack parameters (red font).
on a regional scale [54, 55]. On a global scale, winter precipitation has been shifting from snow to rainfall, which is particularly evident in regions with a more maritime climate [47]. In mountain regions, the effects of climate change on snow cover are even more significant, leading to an apparent decrease of SCE and duration [23, 56, 57]. Studies predicted that in the highest altitudes of the European Alps, SWE may be reduced to less than 20% of the present level by 2100 and that they may become totally snow-free in summertime [58, 59]. As a result of all these aspects, continuously monitoring of snow cover is crucial.

Considering the wide areal coverage, temporal variability, inaccessibility and remote location of many snow covered regions, remote sensing is an ideal data acquisition technique for monitoring snow cover and its trends and developments on both spatial and temporal scales. Although the utilization of optical/multispectral remote sensing data for monitoring SCE has a long history compared to synthetic aperture radar (SAR) data [60, 61], as data from optical sensors can be affected by cloud cover as well as (polar) darkness, spaceborne SAR data offers a valuable alternative for monitoring snow cover as it is independent from clouds and illumination conditions. Due to the availability of new SAR satellites during the recent decades together with the developments of the SAR-based SCE detection algorithms, more studies have tried to detect SCE based on SAR imagery instead of optical sensors. However, there has been no comprehensive discussion of current SAR-based SCE detection approaches’ theories, technical limitations, critical auxiliary data, and the so far developing trajectory as well as future possibilities. Thus, in the following sections we therefore summarize the currently available techniques to detect snow cover utilizing SAR data and thoroughly compare their advantages and drawbacks.

2. Characteristics of Snow and SAR

2.1. SAR Sensor Characteristics

Radar remote sensing is an active sensing approach, which transmits electromagnetic (EM) radiation with wavelengths between 0.3 to 0.01 m and senses their echoes from the Earth surface [62, 63]. The spatial resolution of the acquired imagery is approximately equal to one-half the length of the actual antenna and is independent from platform altitude [64]. Comparing to other contemporary active spaceborne sensors such as scatterometers, SAR is therefore able to monitor with higher spatial resolution and thus preserves more ground surface details.

Due to its active and relatively long wavelength characteristics, SAR does not rely on solar illumination and can therefore operate both day and night. SAR can also penetrate clouds, enabling measurements of the surface under all weather and illumination conditions. These abilities are particularly valuable when it comes to snow cover monitoring, as snow-covered alpine regions are often covered by clouds and high latitudes regions are affected by polar darkness during winter [65]. Furthermore, longer wavelengths of SAR can penetrate into the snowpack [66], potentially providing information about snowpack conditions such as snow grain size and SWE (liquid/frozen water content), and can even penetrate the frozen layer on the top surface of snow [67].

Owing to the unique sensing characteristics of SAR, the snow information recorded in SAR imagery is fundamentally different when compared to optical/multispectral imagery. The former records surface characteristics related to the roughness and dielectric properties; the latter records the reflection/absorption of the incoming solar irradiation at the top layer of the surface [68]. As snow, ice, and clouds are characterized by comparatively similar reflection properties in the visible and—depending on the cloud phase—the near to medium infrared part of the spectrum, confusions can occur when attempting to classify snow cover and discriminate it from ice or clouds [69, 70]. SAR sensors can overcome this ambiguity as they measure surface properties in a different realm in terms of a backscatter coefficient, which is a function of the wavelength of the SAR signal, and the roughness and dielectric properties of the surface rather than the reflection properties.
An additional advantage of SAR sensors is derived from the phase information they record. Different polarizations (horizontal, vertical) allow for the detection of additional physical characteristics of the surface, such as shape, material, or angle of an observed target. Furthermore, based on the phase information recorded by SAR, coherence and interferometry can be generated [71–73], which can indicate the deformation and stability of ground features. Such information can be analyzed to detect and quantify, e.g., glacier velocity or other moving targets [74–76].

However, SAR also has some practical drawbacks for cryospheric application. The first is the comparatively low temporal resolution (i.e., revisit days, often longer than five days) when compared to operational optical/multispectral missions due to the trade-offs of orbit design including spatial resolution, tilt angle, swath width [77–79]. Based on the cryosphere report given by the Global Climate Observing System (GCOS) [80], the minimum requirement in terms of temporal resolution for spaceborne snowmelt area products for subsequent research of hydrology and climate is one to five days. Current optical/multispectral missions are designed with shorter, even daily revisiting time (e.g., Advanced Very High Resolution Radiometer (AVHRR), Moderate Resolution Imaging Spectroradiometer (MODIS), Sentinel-3A/B). Even though the temporal resolution is yet insufficient to provide daily imagery, the spatial resolution of recent SAR missions such as Sentinel-1 (5 × 20 m) is more than satisfactory, given that the minimum requirements expressed by GCOS are between 100 and 500 m.

Contrary to optical sensors, the geometry of SAR observations is more complex due to their synthesized multi-beam echoes transmitted and received at both, side-looking slant-range direction and azimuth direction [81]. The significance and type of the resulting distortions varies by landscape and sensing angle and thus leads to foreshortening, layover and shadow effects [82]. In addition, as the received signal for each pixel of the SAR imagery is the sum of the random constructive and destructive phase interferences reflected from countless ground features, the resultant speckles can degrade the image quality considerably [82,83]. Consequently, the interpretation and analysis of SAR images are more challenging than conventional optical observations.

The overview of different characteristics of SAR and optical sensors as well as advantages and drawbacks for snow cover monitoring are summarized in Table 1 and illustrated in Figure 1.

**Table 1.** Comparison of SAR and optical/multispectral sensors regarding their ability to detect snow cover.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>SAR</th>
<th>Optical/Multispectral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensing mode</td>
<td>Active</td>
<td>Passive</td>
</tr>
<tr>
<td>Wavelengths</td>
<td>0.01−0.3 m</td>
<td>0.3–1 μm</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>PALSAR-2: 3–10 m</td>
<td>Landsat-8: 15–30 m</td>
</tr>
<tr>
<td></td>
<td>COSMO-SkyMed: 3–15 m</td>
<td>Sentinel-2: 10–20 m</td>
</tr>
<tr>
<td></td>
<td>Sentinel-1: 5 × 20 m (Stripmap mode)</td>
<td>MODIS: 250–500 m (not included thermal band)</td>
</tr>
<tr>
<td>Temporal resolution</td>
<td>PALSAR-2: 14 days</td>
<td>Landsat-8: 16 days</td>
</tr>
<tr>
<td></td>
<td>COSMO-SkyMed: ~5 days</td>
<td>Sentinel-2: 5 days</td>
</tr>
<tr>
<td></td>
<td>Sentinel-1: 6 days</td>
<td>MODIS: 1 day</td>
</tr>
<tr>
<td>Recorded snow characteristics</td>
<td>Surface roughness, dielectric property</td>
<td>Surface reflection</td>
</tr>
<tr>
<td>Advantages</td>
<td>Day-and-night sensing under any weather condition; Possibility of interferometric and polarimetric information</td>
<td>Visually natural to interpret; High temporal resolution; Maturity of classification algorithms</td>
</tr>
<tr>
<td>Drawbacks</td>
<td>Low temporal resolution; Challenging to interpret due to its imaging geometry; Significant geometric distortions and speckles</td>
<td>Hindered by cloud, darkness; Confusion between snow, ice, and cloud</td>
</tr>
</tbody>
</table>
2.2. Interactions of Snow and SAR

Due to the penetration characteristics of the SAR signal, wet and dry snow behaves differently in SAR imagery. Practically, there are two different definitions of dry and wet snow. The first one is based on volume water content (VWC), i.e., a snowpack with VWC above 1% is considered wet snow, while snow below 1% VWC is referred to as dry snow [84]. The second definition, which is used more often, is connected to the temperature of the snowpack: At temperatures below 0 °C the snowpack is presumed to remain dry while above 0 °C the snow is considered wet [35,85,86]. The temperature definition was validated by statistical analysis of wet snow temperatures and proven advantageous when compared to the VWC approach, as measurements of temperature are easier to obtain than of VWC [85].

SAR observations of wet snow differ greatly from those of dry snow. As mentioned in Section 2.1, SAR signals can penetrate into the snowpack with the penetration depth depending on the wavelength of the signal. C-band SAR, for example, has a potential penetration depth of around 20 m when observing dry snow [87]. Since the grain size of snow is between 0.1 and 0.3 mm [88], the SAR signal with its much longer wavelengths passes through the snow crystals nearly unhindered, preventing any kind of backscattering reflection from the snow crystals [89,90]. As the snowpack begins to melt, the dielectric properties of the snowpack change considerably, decreasing the penetration depth to around 3 cm while backscattering reflection from the liquid water becomes the dominant process [87,91–96]. At a frequency higher than 1 MHz, the dielectric constants of air, ice, and water are 1.0, 3.17 ± 0.07 and 80, respectively [97]. As the proportions of air, ice, and water within a snowpack change when melting begins, the cumulative dielectric constant also changes, leading from initially low values between 1.2 and 2.0 to much higher values [30,98,99].

Additionally, the liquid water content of a snowpack also affects the scattering mechanism, i.e., how the multi-layered snowpack reflects the incoming SAR signal. Under dry snowpack conditions, the dominant scattering process is the sum of volume scattering of the snowpack and the surface scattering at the snow/ground interface. When the snowpack becomes wet, the surface scattering at the air/snow interface dominates the scattering mechanism [92,100–103].

However, as the snowpack is a complex multi-layer structure, snow grain size, density, depth, stratigraphy, amount of impurities and surface roughness may affect its backscattering [104,105]. Surface and volume scattering is proportional to the polarization amplitude and transmissivity of the snowpack, respectively. The dielectric constant and local incidence angle (LIA) also affect the transmissivity [106]. Table 2 presents an overview of each factor’s influence on the scattering of dry and wet snow as well as the backscattering characteristics. However, it must be noted that many factors affect scattering mechanisms, such as radar wavelength, polarization, incidence angle, surface roughness, and dielectric properties [107–111]. Longer wavelengths will produce more volume scattering due to a deeper penetration [112].

Table 2. Effects of wet and dry snow on the SAR signal based on the snow physiology. “+” refers to positive correlation, “−” to negative correlation. The number in brackets refers to the reference number.

<table>
<thead>
<tr>
<th>Snow Type</th>
<th>Dry Snow</th>
<th>Wet Snow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backscattering source</td>
<td>Volume scattering from snowpack, Surface scattering at snow/ground interface</td>
<td>Surface scattering at air/snow interface</td>
</tr>
<tr>
<td>Dominant factors influencing scattering mechanism [113]</td>
<td>Surface below snow (SAR frequency &lt;=10 GHz), Grain size (SAR frequency &gt; 10 GHz)</td>
<td>Liquid water content (most important), Surface roughness</td>
</tr>
<tr>
<td>Backscattering coefficient</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>The relationship between snowpack parameters and the amplitude of backscattering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snow wetness</td>
<td>−[114]</td>
<td>+[92,99,115]</td>
</tr>
<tr>
<td>Snow grain size</td>
<td>+[106,116]</td>
<td>insignificant [117]</td>
</tr>
<tr>
<td>Snow depth/thickness</td>
<td>+ coarse-grained snowpack [96]</td>
<td>− fine-grained snowpack [96]</td>
</tr>
</tbody>
</table>
3. SAR-Based Studies and Methods to Detect Snow

The launch of SeaSat in 1978 initiated the era of utilizing spaceborne SAR sensors for global snow cover monitoring. While some snow-related studies were published with SeaSat’s L-band SAR [119,120], studying snow cover with SAR data has become more mature since the launch of the first continuously revisiting ERS-1 (C-band) in 1991 as ERS-1 providing the opportunity to use repeat-pass multi-temporal observations, which minimizes the influence of topographic effects on the backscattering by ensuring similar sensing geometry [121] and thus produces more reliable snow cover estimations.

Consequently, the following literature review includes the results and findings from 96 snow cover studies mapping SCE with spaceborne SAR sensors after the launch of ERS-1, selected from commonly used academic search engines including Google Scholar, Web of Science, and Scopus. Studies focusing on SWE and snow depth (SD) have been excluded from the review. Airborne-based studies are also excluded from this compilation as their temporal and spatial scopes are often limited by the mission design and thus, their insights are often not universally transferrable. The number of available publications since 1992 clearly has shown an upward trend. This implies that the present status of SAR-based snow cover monitoring is still in a developing stage [106,122].

3.1. SAR Sensors Used for Detecting Snow

Figure 2 presents an overview of commonly used spaceborne SAR sensors including their operation time span and band information. C-band SAR sensors stands out due to the longest available time series of continuous observations since 1992, which mainly thanks to the ESA’s and Canadian Space Agency (CSA)’s missions, featuring ESA’s pioneering ERS-1/2, Envisat, CSA’s Radarsat-1/2, and the ESA milestone missions of Sentinel-1. The pioneering Active Microwave Instrumentation (AMI) C-band instrument equipped on oceanographic research-aimed ERS-1 satellite starts the era of C-band SAR for the following decades, although it was only aimed at aiding the scatterometer for deriving ocean wind and wave information [123]. Together with the subsequent ESA’s C-band missions, there have been a seamless time series of C-band imagery for more than 20 years. This time series became the most commonly used dataset for analyzing snow cover from SAR as the characteristics of C-band SAR is suitable for snow detection and the interchangeability of each C-band SAR sensor is guaranteed. Accordingly, the majority of published snow cover studies relying on SAR data are based on C-band sensors, with X- and L-band following on second and third position, respectively (see Figure 3 for a detailed overview).
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Figure 2. The operating periods of available satellites equipped with SAR sensors and their band as well as revisit time configurations (number in brackets referring to the revisit time in days). L-, C-, and X-band SAR refers to frequency of 1–2 GHz, 4–8 GHz, and 8–12 GHz; wavelength of 30–15 cm, 7.5–3.75 cm, and 3.75–2.5 cm, respectively [62].

Figure 3. The frequency of different SAR sensors/bands being employed for snow cover studies.

3.2. Spatial and Temporal Scale of Snow Cover Studies

Snow covers extensive areas around the globe, including high altitudes featuring complex terrain, high latitudes, and boreal forests. It is important to get an overview of the study regions of the already conducted research. Additionally, some studies focus specifically on a certain land cover while excluding others (e.g., focusing on glaciers or masking out any forested areas). In order to identify possible research gaps or areas where SAR-based snow cover analyses are still facing major challenges, every study incorporated in this review was evaluated by its location and land cover characteristics. Figure 4 presents the result of this evaluation, breaking the study regions down into study regions’ types (Figure 4a), study mountainous regions (Figure 4b), and the distribution of study regions inside the European Alps (Figure 4c). The map presented in Figure 4d visualizes the locations of the studies and the frequency with which these regions have been investigated so far.

It can be observed that the majority of studies were conducted in mountainous regions, which is reasonable as these regions are frequently affected by cloud coverage so the advantage of SAR can be demonstrated. However, the relatively small number of studies conducted in forest and glacier areas was also noted although snow commonly exists in these region types. This finding suggested that the current SAR-based SCE detection studies still have further investigation potential in these regions. Regarding the hotspots of the frequently studied areas, Asian and European mountain ranges represent around 85% of available study regions, as also shown in Figure 4d. The European Alps have been studied most intensively (32%), followed by Himalaya (31%). Within the European Alps,
most studies have been conducted in Italy and France (Figure 4c). Other global mountain ranges like
the Andes, Caucasus, Rocky Mountains, or Ural have merely been investigated. Within the polar
regions, several studies exist for Greenland and Antarctica, where the interaction between snow
cover and glaciers has been investigated. The imbalance of study areas also indicates that more
research is necessary in these areas.

Figure 4. Overview of published SAR-based snow cover studies. (a) Study regions’ type; (b) frequency
of studied mountain ranges; (c) distribution among countries within the Alps; (d) geographic overview
of performed studies.

Not only the location but also the spatial extent of the study regions is important as it can help
assess the maturity and readiness of algorithms. Figure 5a illustrates the size of the study regions. Most
of the studies were conducted on a local scale as visible in Figure 5a. These studies are usually limited
to a specific test site, which in more than 50% of the cases is smaller than 2500 km². Only five
studies investigated areas greater than 200,000 km² (the size of Alps is around 298,128 km²). One
motivation for these relatively small study sites is the spatial extent of typical SAR-data footprints itself. Many
studies were designed to be conducted only within the boundary of a single SAR-footprint, which
limits their extent according to the coverage of the respective SAR-mission.

When trying to evaluate the transferability of a study, not only the spatial extent is of interest,
but also the amount of observations included. This information helps assess whether a proposed
algorithm can work under different weather and snowpack conditions. The number of sensed years and
the average number of observations conducted per sensed year is illustrated in Figure 5b,c, respectively.
It must be noted that, even for studies we categorized as multi-year monitoring in Figure 5b, none of
them provide a consistent time-series of SCE result but only few random observations in each observation year. Hence, we further investigated how many observations were utilized on average for each year and study, and illustrated these findings in Figure 5c. Based on Figure 5b,c, it can be found that more than half of the published studies investigated snow cover for one year with an average of two observations within this year to account for the dynamics of the snowpack (see Figure 5b,c). These sparse observations indicate that current studies are still immature compared to the conventional optical-based SCE monitoring approach.

Figure 5. Spatial and temporal overview of published SAR-based snow cover extent (SCE) detection studies. (a) The spatial extent of studies; (b) number of sensed years; (c) average number of observations per sensed year. Note that none of the studies categorized as multi-year monitoring in (b) provide a time-series of SCE results, but only few random observations for each year. Thus the average observations conducted per sensed year of each study are illustrated in (c).

3.3. Employed Methods to Monitor Snow Cover with SAR Data

As the development of SAR sensors and image processing techniques progresses, the sensing target of snow also changes. For the following discussion, we defined three different sensing targets of snowpack: Wet SCE, total SCE, as well as wet and dry SCE. Here we must address the difference between wet and dry SCE as well as total SCE, although the overall SCE can be retrieved by both strategies, only the former can discriminate wet and dry SCE, respectively. Namely, wet and dry SCE sensing strategies can provide more information than a total SCE approach.

3.3.1. Wet SCE Detection

The most commonly used approach to derive the extent of wet snow cover is by exploiting the backscatter coefficient. As outlined in Section 2.2, the backscatter coefficient drops significantly when a snowpack starts to melt, therefore containing liquid water, which decreases the dielectric constant.

The first algorithm to exploit this behavior was published by Rott and Nagler in 1995 and 2000 [126,127]. They relied on two SAR images (one is sensed during the snow-covered period $\sigma^0 Rc$, and the other is a reference image $\sigma^0 ref$, which is sensed in either the snow-free or the dry-snow period) featuring the same imaging geometry (i.e., repeat pass pair) as well as a digital elevation model (DEM). The main workflow comprises pre-processing and wet snow mapping as illustrated in Figure 6. For pre-processing, the two images are calibrated, coregistered, multilooked, speckle-filtered, the scattering coefficient is transformed to a logarithmic scale (dB), the ratio between the two observations is calculated (see Equation (1)), and finally the result is geocoded. The geocoding is based on the DEM and produces a SAR layover mask, a shadow mask, and a LIA map. After pre-processing, the geocoded ratio map is classified based on a threshold to derive the binary wet snow extent. A threshold of −3 dB has proven to be robust enough to achieve satisfactory results, and was used in many subsequent studies.

$$\frac{\sigma^0 Rc}{\sigma^0 ref} < -3 \text{ dB, wet snow} \quad (1)$$
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on the DEM and produces a SAR layover mask, a shadow mask, and a LIA map. After pre-processing, the geocoded ratio map is classified based on a threshold to derive the binary wet snow extent. A threshold of $-3 \text{ dB}$ has proven to be robust enough to achieve satisfactory results, and was used in many subsequent studies.
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Figure 6. The overall workflow of the backscattering-based algorithm to detect wet snow.

As this method is easy to implement, it was applied successfully to most SAR sensors and study regions. Consequently, the backscattering coefficient-based method is known as “Nagler’s method”. Yet, this method uses only a single equation with a fixed threshold to retrieve the binary result; this result, however, is limited as the random noise of SAR would inevitably degrade the single image as mentioned in Section 2.1 and the binary snow results do not meet the real condition. Several improvements have therefore been achieved for “Nagler’s method”:

- Mapping of snow cover fraction

Binary snow cover products (i.e., a pixel is flagged as either snow covered or snow free) contain uncertainties especially along the transition between snow covered and snow free areas. Traditionally, a pixel containing more than 50% of snow cover would be considered fully snow covered in a binary product [128–130]. Thus, an approach to derive fractional snow cover information from SAR-data is required. Therefore, Malnes and Guneriussen [131] utilized a sigmoid-function based on the assumption that each pixel is a mixture of dry snow, wet snow and snow-free surface. This approach was later refined into different forms [132,133].

- Refined reference image selection

Selecting a suitable image for representing the snow-free (or dry-snow) ground surface backscattering conditions is critical, as the ratio between this reference image and the observation containing the wet snow accounts for the accuracy of the wet snow detection. It is important to ensure that the reference image selection is selected carefully. Since Nagler’s first publication [126], soil moisture has been frequently proven to bias single reference images [134,135]. Thus, Pettinato et al. [136] suggested reference scenes acquired under dry snow conditions recorded during wintertime.
Another approach is using the average of several images originating from a similar sensing period [137]. However, the temporal distance between reference images has to be taken into account, ensuring that longer intervals between observations do not introduce additional uncertainties [121]. Koskinen et al. [138] selected one image observed during the melting period $\sigma_0^i$ and two reference images (one acquired at the beginning of melting period $\sigma_0^{w1}$, and another acquired after melting period $\sigma_0^{g}$) to estimate the snow-free ground $F_g$:

$$F_g = 100 \times \frac{\sigma_0^i - \sigma_0^{w1}}{\sigma_0^g - \sigma_0^{w1}} \%$$ (2)

Luojus et al. [139] used the same formula in an approach proposed as the linear interpolation phase step. They applied the algorithm not pixel-based but at a bigger scale to eliminate the influence of SAR speckles. They also tested the usability of multi-year reference images; they concluded that the reference image does not necessarily need to be sensed in the same year as the classified melting season. Namely, a reference image from the past may be used to estimate future snow cover conditions.

Thanks to these improvements, “Nagler’s method” has remained the most commonly applied algorithm in the past 20 years. As numerous new satellites with different wavelength designs have been launched since “Nagler’s method” was published in 2000, the −3 dB threshold value for the ratio map segmentation has also been customized for different sensors and locations [121,125,140–143]. However, as this approach cannot be applied to L-band SAR (because the backscattering values from the snow-covered scene and the reference scene containing no or dry snow are similar [144]) and can only detect wet SCE, other SAR-based algorithms have been explored as well.

3.3.2. Total SCE Detection

Based on the phase information of two SAR images recorded for the same location but at different observation times, the similarity of surface conditions (coherence) can be revealed based on interferometric SAR (InSAR) technique. The underlying theory of InSAR-based total snow detection is that, in comparison to snow-covered areas, the snow-free area can preserve a high coherence between two sensed dates. The reason for the decorrelation between snow-covered observations (in both dry and wet snow) is the alteration of the SAR penetrating depth and the scattering mechanism [106,145]. Hence, in contrast to the backscattering-based approach presented in Section 3.3.1 that can only detect wet SCE, the InSAR-based approach can detect both wet and dry snow.

The first attempt of using repeat-pass InSAR techniques was conducted by Shi et al. [146], utilizing space shuttle-based SIR-C images to create coherence maps. Later, Strozzi et al. [147] pursued this approach, applying it to ERS images; they found that the coherence helps distinguish the SCE better than conventional backscattering-based methods. Guo et al. [148] employed two pairs of InSAR observations sensed before and after a snowfall event, and classified the total SCE with coherence thresholds. Wang et al. [144] proposed a more elaborate workflow to track the total SCE change in different periods. First, they used the normalized difference snow index (NDSI) derived from optical images as well as land cover information to initially estimate the tree and snow line elevation. Additionally, temperature information was incorporated to decide the actual snow condition. Finally, they applied a coherence threshold to derive the type of surface and snow cover change. Figure 7 illustrates the general workflow of InSAR-based algorithms to detect total snow cover.

The definition of an appropriate coherence threshold for the snow cover classification is critical. Wang et al. [144] utilized an NDSI-based snow cover classification result to determine final coherence threshold for each area. However, using a hard threshold to classify snow cover may lead to misclassification, since the coherence values of snow-covered and snow-free areas largely overlap [149]. To the authors’ knowledge, this problem has not been addressed in any study so far.

Another challenge for InSAR-based snow cover detection is the influence of various additional factors on the coherence value. According to Zebker and Villasenor [150], temporal, spatial and thermal
factors influence the coherence value. Essentially, He et al. [149] discovered that the coherence value is related to the polarization mode, land cover type, and LIA. Those factors need to be considered to improve the reliability of InSAR-based snow detection approaches.

Figure 7. The overall workflow of interferometric SAR (InSAR)-based algorithms to detect total snow cover. Master and slave image refer to the two single look complex (SLC) SAR images used to generate an InSAR pair.

3.3.3. Wet and Dry SCE Detection

Initially, when polarimetric SAR (PolSAR) techniques were still immature, it was concluded that SAR is unable to detect dry snow [33, 68, 151]. Nevertheless, as dry snow detection is crucial for applications like SWE estimation or other hydrological applications, empirical or topographical rules were applied to predict the dry snow based on the wet snow extent. Nagler and Rott [126] presumed regions with elevations higher than the extent of the wet snow were dry snow. This method was modified [131, 152, 153] and further improved by including measurements of air temperature [151, 154]. Another approach is based on presumption of snow status change with time as shown in Pettinato et al. [155] and Brogioni et al. [156].

However, those wet snow based approaches to estimate the dry snow extent have proven inaccurate. Studies following Malnes’s method to derive dry SCE found large overestimations [33, 68]. In addition, Storvold and Malnes [154] stated their algorithm could face problems in early spring when dry snow extent could be extensive while wet snow still being absent. Moreover, these approaches do not account for the influence of wind to redistribute snow [154]. Consequently, an alternative approach, i.e., PolSAR technique, was explored to detect wet and dry SCE directly from SAR imagery.

Rott [157] proposed a depolarization approach, i.e., calculating the ratio of cross- and co-polarization of airborne AIRSAR; Shi and Dozier [158] used SIR-C/X-SAR to test multi-frequency and multi-polarization. Early spaceborne SAR sensors; however, were generally only equipped with single polarization ability, such as ERS-1/2 (VV) and Radarsat-1 (HH). Dual polarization mode became available after the launch of ENVISAT-ASAR in 2002, offering new possibilities to explore the potential of multi-polarization repeat-pass methods for snow cover mapping.
The key of PolSAR-based wet and dry snow cover detection is to extract the geometrical scattering characteristics of ground features by decomposing the received SAR signal. The backscatter from each ground feature is composed by various unique signal-feature interactions; PolSAR decomposition therefore offers the possibility to reveal how a particular surface feature reflects the incoming SAR signal and what physical characteristics that feature might have. For instance, the frozen forest canopy leads to high correlation of the polarization due to surface backscattering during wintertime, while low correlation results from the snow-covered ground surface. Once the snow becomes wet, the polarization correlates again [159].

The development of PolSAR techniques led to numerous decomposition methods to derive PolSAR parameters. The most commonly employed decomposition parameters include Pauli decomposition [160] and H/A/α [160]. They decompose the coherence matrix in different ways and thus form different parameters, such as former’s single/odd, double/even bounce and volume scattering. The H/A/α decomposition can even reveal the scattering angle and degree of randomness of the sensed target. For detail decomposition theory and examples can refer to [161,162]. However, as there are countless decomposition indexes, selecting the most feasible parameter is challenging. He et al. [163] calculated the Jeffreys—Matusita (J—M) distances [164] to filter feasible parameters for distinguishing dry and wet snow. Huang et al. [165] plotted the normalized value of each parameter of each land cover type to observe their overlap. The parameters showing fewer overlapping of dry and wet snow were chosen.

Due to the various information (referring to Appendix A) that can be retrieved from PolSAR parameters, more details about the characteristics of snow cover can be obtained when compared to backscattering- or InSAR-based approaches. For instance, Baghdadi et al. [166] revealed that backscattering of wet snow is primarily caused by surface scattering; Shi and Dozier [92] found that snow wetness is proportional to surface scattering and inversely proportional to volume scattering. In addition, the morphology of snow also influences the scattering, such that an older snowpack would have larger grain size and thus would lead to increased volume scattering [30]. Singh et al. [30] found that snow-covered regions show lower entropy, H(1-A) as well as higher polarimetric anisotropy; thus they proposed a threshold method to detect snow cover, which resulted in an accuracy comparable to a supervised Wishart classification. Reppucci et al. [167] observed that dry snow is characterized by higher values in the Pauli surface parameter and lower value in the double-bounce parameter. Therefore, a combination of the two parameters enables to calculate the difference and then to map dry snow cover. Based on the observation that dry snow shows lower H and α values, they also derived the ratio of H and α to detect dry snow. Similar techniques were employed by [96,118,159,168,169], calculating the difference of available parameters or relying on machine learning (ML) classifications to detect snow cover. Venkataraman et al. [170,171] even proposed a Radar Snow Index (RSI) to estimate the total SCE based on polarization fraction parameters. To deal with the influence of underlying land cover types, Martini et al. [172] suggested an advanced supervised polarimetric contrast variation enhancement (PCVE) to enlarge the contrast of dry snow.

Based on the research from recent years it became obvious that PolSAR-based detection of snow cover is developing quickly and that there is still potential to improve and complement existing approaches. Figure 8 presents an overview of the three different mainstreams of PolSAR-based wet and dry snow cover detection algorithms.
3.4. Algorithms Utilized to Investigate the Different Snow Cover Types

After reviewing the advancements in detecting snow cover from SAR data within the last three decades, a comprehensive overview of the different mapping approaches for different snow cover types that can be observed relying on these approaches emerged, which is presented in Figure 9. When analyzing the snow type, the review revealed that more than half of the available studies focused on the retrieval of wet snow only, while 30% of the studies aimed at both, wet and dry snow (Figure 9a). Less than 16% of the studies were designed to retrieve total SCE or dry snow only. This mismatch does not indicate that dry snow is less important than wet snow but it clearly shows that the detection of dry snow from SAR-data is still challenging.

The different approaches to detect wet, dry, and total SCE (Figure 9a) can further be divided: For wet snow (Figure 9b), 82% of studies employed “Nagler’s method”, while InSAR- and PolSAR-based approaches account for 7% and 10%, respectively. Regarding dry snow (Figure 9c), more than 60% of the studies relied on topographic empirical determination, which is an approach frequently employed together with “Nagler’s method” (see Section 3.3.3). Another 21% and 10% of the studies utilized PolSAR (including PCVE) and InSAR techniques, respectively. The remaining 7% of the studies applied logic conditional rules to identify dry snow extent. When it comes to the detection of total SCE, (Figure 9d), 77% of the reviewed studies relied on PolSAR while only 23% applied InSAR techniques. In summary, when reviewing Figure 9, the predominance of PolSAR and InSAR for dry and total snow cover detection becomes obvious, while backscattering-based approaches are clearly the methods of choice to detect wet snow.
Machine Learning Classification Methods for Advanced SAR Information Analysis

Additionally to the aforementioned algorithms, ML is commonly performed on advanced SAR-derived information especially derived from PolSAR-based approaches. Because SAR images can contain a considerable amount of noise, the derived PolSAR parameters are often challenging to be manually extracted. As PolSAR-based approaches are a comparatively new technique, the number of studies employing ML classification is small (only 19%). Owing to the maturity of optical-based snow cover monitoring techniques and products, training samples for supervised algorithms are available. Thus, supervised algorithms are slightly more common than unsupervised approaches.

The most commonly employed supervised ML classification approach is the support vector machine (SVM), which is well known for its ability to solve high-dimensional non-linear classifications with only small samples [173]. Compared to maximum likelihood and decision tree methods, SVM produced higher snow cover classification accuracies [165] and thus was utilized for both InSAR-based [149,163] and PolSAR-based studies [165,174]. However, random forest (RF) also attracts attention for its simplicity and low computation load [143].

3.5. Quality Assessment Methods for SAR-Based Snow Cover Products

In the present SAR-based mainstream algorithms, there is no straightforward method to directly generate reliability indices to allow self-validation as in other SAR-based cryospheric studies such as the signal-to-ratio value of pixel-offsets for glacier velocity tracking [75]. Thus, several studies focused on quality indicators for assessing the reliability of a snow cover products. Malnes et al. [151] and Solberg et al. [33] utilized a confidence flag denoting the probability for a correct classification; Schellenberger et al. [134] introduced the probability of error (POE) to evaluate each pixel’s classification reliability. Practically, validating SAR-based snow cover products using external, independent data is preferable. Overall, around half of the reviewed studies utilized snow cover products derived from spaceborne optical sensors as ground truth, with Landsat and MODIS accounting for most of the employed sensors (Figure 10). AVNIR-2 is used for validating PALSAR-based studies, as both sensors are mounted on the same satellite platform. Sentinel-2 is usually used for comparisons with Sentinel-1 results; Gaofen-1 (GF-1) is often utilized for validating studies in mainland China. Airborne and ground-based data account for a much smaller portion of validation approaches owing to the relatively high costs and
limited spatial coverage. The fact that ~40% of the reviewed studies did not include any validation at all indicates that many of the published SAR-based snow detection techniques are in an early stage of their development.
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**Figure 10.** External/Ground truth data used for validating SAR-based snow cover products. * Advanced visible and near infrared radiometer type 2 (AVNIR-2) sensor onboard on Advanced land observation satellite (ALOS) satellite; moderate resolution imaging spectroradiometer (MODIS) sensor onboard on Terra and Aqua satellites; ** Landsat-series missions compose different optical sensors.

In addition to conventional confusion matrix-based accuracy evaluations, Luojus et al. [139,175] proposed a quantitative analysis approach based on the RMSE to check the improvement made by each refining algorithm; Reppucci et al. [167] compared the resultant SCE with an elevation map to check whether the distribution of snow is reasonable.

### 4. Critical Auxiliary Data Necessary to Support Detecting SCE from SAR Data

In addition to the sensor types and algorithms, other critical and commonly employed datasets help improve the accuracy of the obtained snow cover classification, including DEM, land cover maps and meteorological information. As shown in Figure 1, these parameters directly affect snow cover distribution and condition, and it is therefore advisable to include these auxiliary datasets to the workflow. They may not be necessary to operate the SAR-based snow cover detection; they, however, can improve the quality of the results.

#### 4.1. Digital Elevation Model, Influence of Topography on SAR-Based Snow Detection

The influence of the topography on SAR-based snow cover detection is evident, as snow cover distribution is directly linked to elevation, aspect (facing direction of topography), and slope of the study region. Moreover, local topography affects the LIA, which largely affects the quality of SAR image pre-processing and final results.

Elevation plays a significant role in snow cover distribution. Algorithms like the wet snow-dependent dry snow detection relies on the spatial relationship between wet and dry snow cover extent and elevation (see Section 3.3.3). Haefner [176] analyzed the seasonal difference of backscattering coefficients in various elevation zones and found larger differences in higher altitudes. Tsai et al. [143] also found the importance of elevation is crucial for total snow cover mapping. Aspect and slope are also critical for not only how snow is distributed but also how SAR can sense the snow. Li et al. [177] compared the snow line altitude for several regions and discovered that glaciers facing south have higher snowline altitudes, which is caused by more intense solar radiation on south facing slopes. Park et al. [169] identified that the seasonal difference between H and α is more pronounced for front-slope (the slope facing the sensor).

Topography not only affects snow distribution, it also affects the SAR signal viability. Based on the DEM a shadow and layover map of SAR can be generated. Steeper topography or regions closer to the nadir of the sensor would naturally lead to more SAR shadow and layover regions [65],...
where useful ground information is blocked or degraded. Hence, almost all studies calculated the mask during the geocoding step and later re-used it to mask out the results, as illustrated in Figure 6. However, these terrain-induced radiometric effects and the local illuminated brightness should be mitigated by adding a terrain correction based on DEM as well as the acquisition geometry of SAR [178].

Moreover, for the backscattering-based approach, the influence of LIA on the SAR signal was already identified in Nagler’s first research [126], and confirmed by many subsequent studies [86,103,121,141,179]. The backscattering of wet snow is more susceptible to the variability of LIA than dry snow because the backscatter of the latter is mainly reflected from the snow/ground interface, as modeled by Malnes and Guneriussen [131]. Nagler et al. [140] found the backscattering from snow can decrease even more for a very high LIA, which reduces the difference between wet and dry snow. This angle-dependency influences the accuracy of backscattering-based thresholding approaches, especially for wide-swath SAR images such as ASAR and Radarsat [96,154]. It was also suggested that the LIA difference between the reference and the observed image should not exceed 10° [175]. The range direction resolution would also decrease dramatically in low LIA, and the signal-to-noise ratio for low reflective surfaces decreases in high LIA [140]. Therefore, areas with extreme LIA values should be masked out by setting LIA limitations [126,127,134,140].

The influences of LIA on both InSAR-based and PolSAR-based approaches are also significant. He et al. [149] found the coherence value increases from 0° to 30° LIA and decreases from 30° to 90° LIA. Dedieu et al. [35] found that when the LIA is less than 35°, the dominant scattering mechanism changes from volume to single-bounce scattering. Park et al. [169] revealed that the change of H and α caused by the snowpack would be smaller for lower LIA. Usami et al. [180] observed that the degree of polarization decreases when the LIA increases. Furthermore, several studies found that the impact of surface roughness on the signal is more significant for high LIA [94,181].

4.2. The Influence of Land Cover (Vegetation) on Snow Detection from SAR-Data

Another factor affecting SAR-based snow cover detection is land cover. This effect was first described by Koskinen et al. [138] when they analyzed the backscattering coefficient values of different surface conditions depending on different types of land cover. Results clearly showed that the presence of vegetation significantly decreases the backscattering difference between wet snow and dry snow as well as bare ground. Schellenberger et al. [134] also reported that snow-covered and snow-free areas in forest regions are difficult to discriminate as the backscatter is significantly influenced by canopy [182].

According to the model proposed by Pulliainen [183], SAR backscattering relates to the transmissivity of a forest canopy, which is influenced by stem volume. The different scattering coefficient levels of grassland, crop field and dense forest confirm these results [121,134]. Duguay and Bernier [184] found that backscattering coefficient is continuously increasing with increasing vegetation height. Therefore, applying only one fixed backscatter threshold to classify snow cover in a region with varying land cover may lead to inaccurate results [121]. Additionally, results from polarimetric models indicate that backscatter of dry snow is strongly sensitive to the underlying surface as the backscattering originates from the snow/ground surface interface [169,172]. He et al. [163] concluded that stems of snowcapped shrubs and grass lead to higher volume scattering for dry snow than for wet snow. Dedieu et al. [35] reported difficulties detecting snow cover in forested areas as the tree structure affects the scattering of the SAR signal (double-bounce with tree trunks, volume scattering with foliage and single scattering with forest floor). The seasonal phenology of trees (leaf fall before winter) also alters the scattering behavior. Park et al. [169] concluded that the presence of woodlands could increase volume scattering as well as H and α.

Forest also affects InSAR-based approaches. The coherence values of InSAR are found to be commonly lower in densely vegetated regions [149,163]. Thakur et al. [102] concluded that this reduction in coherence is connected to both snow cover and the presence of forests. Kumar and Venkataraman [185] reported that the random motion of leaves due to wind would reduce the coherence significantly.
Aforementioned studies intensively indicate that vegetation would limit the accuracy of SAR-based snow detection approaches; however, based on previous studies there is no decisive threshold for any vegetation index such as biomass or canopy closure. As a result, many studies use masks to eliminate the influence of densely forested regions. Rott and Nagler [126,127] as well as Notarnicola et al. [186] masked the agriculture areas. Practically, external land cover products [149,163,175,186] or land cover maps generated during the pre-processing workflow [35,102,144,187] may serve as masks. Masking of critical land cover regions; however, may reduce the size of the study region considerably. Therefore, Schellenberger et al. [134] divided the backscattering ratio map for each land cover and calculated the geometric mean for each class as its threshold; Tsai et al. [143] built the model for each land cover type and mapped total SCE individually.

4.3. Utilization of Temperature and the Need for Snow Record Data

Although most SAR-based algorithms such as “Nagler’s method” [126] did not require ground information as an input, meteorological data about temperature and precipitation makes estimating the snow cover conditions easier. For example, it is possible to infer the retreat of snow between two observations if the daily mean air temperature is rising [133] and the existence of wet snow can be postulated when surface temperature is observed to be near 0 °C [68]. Thus, many studies included temperature information gathered by ground surveying or meteorological stations [30,118,136,149,163,169,188].

However, the often sparsely distributed meteorological stations hardly satisfy the required spatial resolution necessary to derive an areal inventory of surface temperatures. Hence, Malnes et al. [151] calculated a temperature map by interpolating the data derived from meteorological station network. Another approach is utilizing spaceborne thermal imagery. Salcedo and Cogliati [85] used atmospheric profiles of temperature and water vapor at the sensed time to derive the surface temperature based on recorded satellite radiance. Moreover, snow record data also helps to analyze the snow cover conditions. Luojus et al. [189] utilized the snow accumulation recorded by snow stations to decide when the snowmelt period ended.

5. Discussion

The studies investigated in this review show that SAR-based methods to detect and characterize snow cover have been developing rapidly and profoundly within the last three decades. This development includes the design of new spaceborne SAR sensors, new algorithms to detect snow, higher spatial and temporal resolutions of the derived products, increasing accuracy, and a deeper understanding of the underlying processes. The developments identified will be discussed in more detail in the following sections.

5.1. The Development of Spaceborne SAR Sensor Design

The development of SAR sensors advanced remarkably within the last 25 years in terms of instrument design, temporal and spatial coverage, and data distribution policy. Band design was limited to C-band, but has been extended to X-band, as shown in Figure 2. This offers new opportunities to detect and monitor snow cover, because the capabilities of X-band SAR to detect snow are superior to C-band, as outlined in Section 3.2. Moreover, study suggested that Ku-band SAR may be most suitable to detect snow cover as it can detect even shallow and dry snow [87], which was planned (but not realized) for ESA’s 7th Earth Explorer mission candidate, Cold Region Hydrology High-resolution Observatory (CoReH₂O) satellite, meant to be equipped with X- and Ku-band SAR sensors [190].

Furthermore, the capabilities to detect snow relying on different polarizations attracted more attention. Among all snow cover detecting studies based on polarimetric information, almost all employed SAR images in full-polarimetry mode including PALSAR-1 [30,163,169,170] and Radarsat-2 [35,165,167,168,191]. Early airborne SAR and recent spaceborne studies already suggested that multi-polarization SAR—and especially fully polarimetric SAR—is more suitable to detect snow
and ice than single/dual-polarization [102,191,192]. Possible reasons are that multi-polarimetric SAR has a higher sensitivity to the state of snow [35] and that it can greatly eliminate the topographic distortion [30].

Shortening the revisit time is another advantage of contemporary SAR missions. Practically, the time difference between two repeat-pass SAR images is the most important factor for InSAR-based approaches. Researchers have confirmed that the coherence of InSAR within snow-covered areas would decrease dramatically if the temporal difference is more than one month [142]. In addition, if the revisit time is too long, more than one melting/snow fall event may have occurred in the meantime [144]. In this regard, the value of the COSMO-SkyMed (CSK) constellation is remarkable. Thanks to their orbit design, four satellites (CSK1-4) significantly shorten the revisit time and thus largely eliminate temporal decorrelation [193,194], which provides a potential to map SCE with a much higher temporal resolution [187].

The wider swath coverage of contemporary SAR sensors allows snow monitoring in larger spatial scales, which may also reduce costs. Nagler and Rott [195] proved that all sensing modes of ASAR images are suitable for processing “Nagler’s method”. Although the definition of wide swath mode varies for different sensors (e.g., ASAR’s 150 or 500 km, Radarsat’s 300 or 500 km, PALSAR’s 250 or 350 km, and Sentinel-1’s 250 km), it is clear that they are more efficient than traditional sensing modes providing swath widths below 100 km.

In addition to sensor’s hardware design, another important milestone is the free data policy of ESA. Before Sentinel-1, no long-term, openly accessible SAR datasets were available, which stands in contrast to the free of charge archives of optical sensors such as Landsat and MODIS. As a result, until recently the cost of spaceborne SAR data was much higher compared to optical imagery [68], which inevitably limited the operational use of SAR-based snow cover detection or the subsequent possibility of merging SAR and optical snow cover products.

5.2. The Advances of SCE-Detection by SAR

Conventional backscattering-based approaches were subject to criticism for using a hard threshold to classify snow cover, as numerous factors may affect the backscattering value. For instance, in a warm winter more frequent melting/refreezing cycles would lead to bigger grain sizes and thus influencing the backscattering coefficient [196]; sudden changes of air temperature or heavy snowfall events may cause snow metamorphism, altering the snowpack conditions [188]. Variations of soil moisture may also disturb the backscattering coefficient values [197]. Moreover, the geometry of two images needs to be identical to preserve similar LIAs [197]. If thresholds are set too low/high, the final SCE would be under/overestimated. However, backscattering-based algorithms also show one great advantage, i.e., they do not require training samples for classification. This fact avoids the manual selection of a classifier and saves time for the classification, which is an asset for an automated processing over longer periods or large regions.

In contrast to backscattering-based approaches, PolSAR-based algorithms have the merit of less LIA dependency. Hence, theoretically they are more suitable for mountainous terrain. Another benefit is the availability of additional information such as scattering angle and degree of randomness inherent to the polarimetric data. Furthermore, PolSAR technique only requires one image, which increases the sensing frequency and real-time monitoring capabilities. The different ways to decompose the covariance matrix, however, results in countless derived parameters; a suitable selection of included parameters and a proper filtering of redundant data therefore is critical. Moreover, the process of decomposition is more time-consuming when compared to backscattering-based approaches as it involves more matrix calculations.

InSAR-based algorithms are supported by the maturity of available InSAR processing software. The main challenge is the revisit interval of the SAR sensor and the sometimes rapid change of snow cover conditions (depending on location, weather conditions, and season). Nevertheless, it can be postulated that InSAR-based approaches may become more promising in the near future, as the revisit
time of SAR sensors has enhanced significantly. Overall, the comparison of mainstream SAR-based approaches is shown in Table 3, which provides guidance for choosing the appropriate algorithm based on the targeted snow cover type and SAR image availability.

Table 3. Overall comparison of the three mainstream SAR-based snow cover detection approaches.

<table>
<thead>
<tr>
<th>Detection Approach</th>
<th>Backscattering-Based</th>
<th>InSAR-Based</th>
<th>PolSAR-Based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background theory</td>
<td>The backscattering coefficient reduces when snow becomes wet</td>
<td>Coherence loss over snow covered surfaces</td>
<td>Scattering mechanisms of dry and wet snow and the surface behave differently</td>
</tr>
<tr>
<td>Minimum numbers of required SAR images</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>SAR image requirements</td>
<td>Pair sensed at the same geometry</td>
<td>Pair has a short temporal baseline</td>
<td>Image has dual or quad polarizations</td>
</tr>
<tr>
<td>The complexity of the algorithms</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Primarily analyzed component</td>
<td>Backscattering coefficient</td>
<td>Coherence</td>
<td>Polarimetric parameters</td>
</tr>
<tr>
<td>LIA dependency</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>The richness of derived information</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>The noisiness of derived information</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Snow Type Sensing Capability</td>
<td>Snow Type Sensing Capability</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In addition to the aforementioned three main SAR-based approaches, other more elaborate possibilities should be further investigated, such as the information theoretic snow detection algorithm (ITSDA) proposed by Pettinato et al. [136]. A fusion of the three mainstream SAR-based approaches is another option: He et al. [163] facilitated the information derived from all three mainstream techniques to a SVM classifier to map both dry and wet SCE; Tsai et al. [143] utilized RF to map total SCE based on backscatter, InSAR coherence, and PolSAR H/A/α parameters in five study areas around the globe. The total and wet SCE estimated by Tsai et al. [143] is illustrated in Figure 11, which demonstrates the great value of fusing all three main SAR-based approaches to derive the holistic (total + wet) SCE. The holistic SCE enables not only investigating the dynamics of SCE and snowpack by comparing different seasons’ SCE conditions but also the potential of further integration with conventional optical sensor-based cloud-affected SCE results.

When it comes to the ML classification method, considering the recent advances in deep learning (DL) algorithms and computer hardware, there have been few attempts utilizing the neural network to detect snow in SAR imagery, such as Usami et al. [180] and Nijhawan et al. [198], which showed a classification accuracy that was comparable to conventional ML algorithms.
5.3. Solutions for Addressing SAR-Vegetation Interaction

As mentioned in 4.2., the presence of vegetation would limit the viability of SAR-based snow cover classification approaches. The most successful algorithm specifically for forested regions was developed by Koskinen et al. [138], utilizing two reference images to minimize the effect of a forest. Based on that, Luojus et al. [139,175,189,199,200] accomplished several improvements resulting in the Helsinki University of Technology (TKK)-developed snow cover detection method aiming at boreal forest regions. Its forest compensation algorithm makes use of a semi-empirical forest backscattering model, which utilizes the stem volume information to estimate the amount of backscattering originating from the forest and further eliminates this factor from subsequent calculations.

However, in addition to the general problem of lower accuracy in open areas, the biggest limitation of the TKK method is that it requires prior knowledge of forest stem volumes, which is difficult to obtain. Thus, a purely spaceborne image-based approach to address the interaction between SAR imagery and vegetation needs to be developed. Hopefully, in the recent paper published by Tsai et al. [143], a land cover type-dependent classification strategy which can be applied to densely vegetated forest and agricultural regions was proposed. The method was tested in five mountainous study areas around the globe and the accuracy above 0.75 is confirmed in all regions by validation with optical-based SCE product. This study provides a novel way to map SCE in all land cover types and should be utilized in the future studies.

Additionally, the potential of utilizing PolSAR, Polarimetric Interferometric SAR (PolInSAR) as well as Tomographic SAR (TomoSAR) to estimate 3D forest structure and biomass [201–203] should be further integrated into current SAR-based snow cover detection algorithms to mitigate the negative effect of vegetation. This is also proposed in ESA’s 7th Earth Explorer selected mission, BIOMASS (equipped with fully polarimetric P-band SAR, planned to launch in 2020) [204].

5.4. Influence of Filtering Algorithms

The speckle noise in SAR images affects all SAR-based snow cover detection algorithms, especially the backscattering-based approaches. The available options for filtering algorithms to overcome this problem include Frost filter [30,126,137,142,186,187,195], refined Lee filter [96,132,163,205,206],
median filter \[102,103,131\], low pass filter \[135,207\], multichannel intensity filter \[140\], binary partition tree \[167\], De Grandi filter \[208\], multi-scale multilooking \[209\], and Kuan filter \[136\]. Some studies attempted to compare the ability of different filters. Schellenberger et al. \[134\] used the effective number of looks (ENL) and standard deviations to compare the performance of median, Gamma DEMAP and Frost filter. Results showed that the median filter performs best in a purely statistical aspect; Frost filter, however, should be selected since the median filter is not an adaptive filter, which preserves image details while smoothing speckles by using unequal weights \[210\]. They also implied that the window size influences the performance of filters. Thakur et al. \[102\] preferred the median filter, as other filters might cause information loss at the pixel level. However, these studies only compared few filters and so far, no extensive comparison has been made to discuss the advantages and disadvantages of all available filters in a comprehensive overview.

5.5. Reliability of Current Validation Approaches

As shown in Figure 10, around half of the available studies employed snow cover classifications based on optical sensors as ground truth to validate the SAR-based snow cover results. This approach, however, can encounter several problems. First, for studies only aiming at wet snow monitoring, the date selection of optical images is critical. Usually, late spring is selected when the snowpack theoretically melts even in the highest elevation zones \[140\]. This would ensure that the SAR-based snow cover mapping detects the entire snow cover extent. However, it cannot be guaranteed that no dry snow is left.

Additionally, acquisition times of SAR and optical images differ. The resulting temporal gap leads to uncertainties, because melting processes, sudden snowfall or precipitation events all may result in different SCE in the optical and SAR data \[175\]. Most authors, however, selected the nearest sensed image pair, despite the time difference (e.g., 14 days between PALSAR and Landsat \[169\], 14 days between Radarsat-2 and Landsat \[118\], six days between PALSAR and AVNIR-2 \[211\]). Even though some satellites equipped with both SAR and optical sensors at the same platform (e.g., the Advanced Land Observation Satellite (ALOS)) may acquire both images at the same time, the presence of cloud may still hinder the optical observation.

Additionally, the difference between day and night might lead to great variations, as proven by studies investigating the top layer of a snowpack, which might refreeze after a cloud-free night with low temperatures. Such a refreeze event increases the surface backscatter significantly \[67,186\] and therefore would cause a high contrast between morning and evening observations \[118\]. Field surveys also revealed that the infiltration of rain may cause both, thick ice crusts within the snowpack as well as larger snow grains \[184\]. On top of that, differing magnitudes of temperature change in each elevation zone \[65\] impede the possibility to compensate its influence on the snowpack.

When validating SAR-based snow cover classifications with products derived from optical data, the accuracy of these reference datasets is of importance. Such products are often calculated applying a threshold of 0.4 NDSI, which might cause an underestimation as only pixels containing more than 50% of snow will be selected \[212,213\]. Some researchers therefore used 0.7 as a threshold to allow only fully snow covered pixels for detection \[134,186\]. In addition, limiting the optical-based snow cover detection to NDSI alone may introduce errors. It is generally advised to include additional tests, such as Landsat TM band4 $\geq 0.11$ \[214\] and SPOT band3 $\geq 0.11$ \[215\] or using an NDSI-NDVI threshold to address dense forest regions \[216\]. Even though the need for these additional tests is well-known in the optical snow cover community, SAR-based studies often fail to include these tests. Finally, as the spatial resolutions of SAR and optical images differ, the comparison procedures generally involve resampling operations \[133\], i.e., aggregating the higher resolution snow cover product to match the coarser one. Nevertheless, the definition of SCE in the coarser pixel may affect the validation significantly \[140\].

To overcome the constraints related to comparisons between optical and SAR-based snow cover classifications, a promising alternative approach is regional or global scale weather forecasting and/or snow models as suggested in Beniston et al. \[23\]. Although these models are criticized for their
comparatively low spatial resolution, dependency on empirical parameter setting [217,218] and the oversimplification of the snowpack [44], they can provide useful information such as ground temperature and snow accumulation amount [96,144]. As the complexity and spatial resolution of such models advance, they may constitute a notable alternative for future validation approaches of SAR-based snow cover products.

5.6. Opportunities of Data Fusion for SAR-Based Snow Cover Detection

5.6.1. SAR Flight Direction (Ascending and Descending)

In Nagler’s study [140], merging ascending and descending SAR observations was mentioned as a crucial future development, which was also discussed in the Sentinel for science (SEN4SCI) scientific workshop [122]. It was also suggested that this combination could reduce the dependency of LIA [135,191]. However, only four studies utilized this solution, although Rott and Nagler already tested this approach in their pioneer paper [127]. In their paper, two ratio maps were masked with shadow and layover areas as well as regions containing extreme LIA. Then they combined the images pixel-wise based on the LIA value. Bartsch et al. [65] applied a similar approach but considered potential thawing. The general problem when combining different flight paths is the ground temperature difference between sensing times may lead to a change of the snowpack condition [67]. Thus, Bartsch et al. [65] recommended a separate classification threshold for each direction.

5.6.2. SAR Polarization (co- and Cross-Polarization)

Several studies indicated that the influence of LIA on the backscattering difference between dry and wet snow is also polarization-related, and that cross-polarization can preserve a better difference under small LIA conditions [140,219]. Hence, the combination of different polarizations could be a promising option. Nagler et al. [140] calculated the ratio map for VV and VH independently and fused them with their weights based on LIA. So far, however, no other study investigated this potential and, therefore, more research is required.

5.6.3. Combination of SAR with Optical Imagery

Although many studies referred to the benefit of synergizing cloud-penetrating SAR with the high spatial/temporal resolution of optical imagery, so far there are only very few studies available that actually followed this approach. In all reviewed studies, only 12 performed a fusion of optical-and SAR-based snow cover classifications. This implies that there is still some potential to develop a dedicated algorithm combining optical and SAR data for snow cover detection. So far, most studies relied on optical-based NDSI calculation to map total SCE and then apply Nagler’s method to map wet snow. Subsequently, dry, wet and total VCE can be derived [220–222]. This simple areal calculation, however, is not a genuine fusion of the same SCE type sensed by different sensors. A possible integration is to assign weights to both SAR-based and optical-based snow cover classifications as suggested by Malnes et al. [151], Solberg et al. [33] and Solberg et al. [68]. In these studies, time-series of SAR-based total SCE’s were merged with total snow cover derived from MODIS by applying (1) confidence values assigned to each sensor’s snow cover result, and (2) a time-dependent function defining how quickly the confidence value would decay over time. Ultimately, the algorithm would select the snow cover result with the highest confidence value for each pixel. Nevertheless, as those key parameters were selected by finding the optimal solution through trial and error, the case-dependency hinders transferability to other locations and periods. A more universally applicable combination procedure, however, is still lacking.

5.6.4. Combination of SAR with Passive Microwave Imagery

Theoretically, the temperature information sensed by passive microwave sensors would support analysis and detection of SCE, as the temperature of wet and dry snow and bare ground differs.
However, the coarse spatial resolution of passive microwave sensors aggravates an integration of this data into SAR processing. Moreover, Liu et al. [104] identified SAR-derived and passive microwave-derived SCE only match for 61%. They suggested this mismatch may be due to fact that the two sensors measure different temporal-physical snow parameters as the passive microwave sensor senses snow emissivity and brightness temperature, which can be analyzed for deriving snow depth and then linked to the actual SWE. In contrast, SAR records the backscattering representing long-term morphology processes prior to the sensing time. Consequently, combining the two data sources led to biased results, which represent different temporal-physical snow parameters. A similar magnitude of mismatch was also observed by Zhou and Zheng [96].

5.7. Overall Trajectory of Spaceborne SAR-Based SCE Detection and Future Possibilities

According to the available studies reviewed in the present paper, the overall trajectory of spaceborne SAR-based SCE detection may be summarized into three phases as depicted in Figure 12.

![Figure 12. Overall development of algorithms and methods relying on spaceborne SAR data for snow cover extent (SCE) detection. The three phases denote the different main algorithms based on available SCE detection algorithms and SAR data.](image)

Note: spaceborne, detection, reference image, classification, and polarization were abbreviated as sp., det., ref., img., classif., and pol., respectively.

After the launch of ERS-1 in 1991 and before the launch of ASAR in 2002, the repeat-pass imagery of ERS-1 allowed for a bi-temporal image analysis. Using this data source, Rott and Nagler developed their pioneer wet SCE mapping algorithm based on backscattering information [127]. The same applies to their dry SCE detection approach [126] as well as Strozzi et al.’s total SCE mapping with InSAR technique [147]. Moreover, merging different flight paths for achieving higher mapping accuracy [127] and calculating fractional SCE detection [138] were also proposed. In this phase, most of the available studies only utilized backscattering or InSAR techniques.

New breakthroughs were achieved in the second phase after the launch of ASAR and before the launch of Sentinel-1 in 2014. Dual/quad-polarization, multi-band, and constellations of SAR sensors significantly stimulated the development of new snow cover detection methods. The rich information derived from PolSAR became achievable. For dealing with the overwhelming amount of parameters from this new source of information (Appendix A), machine learning classifications were introduced. In addition, various improvements of wet SCE mapping algorithms were achieved, including the combination with optical-based SCE [151], and proposing an algorithm with a multi-year usable reference image optimized for forest regions [139].
Topic has already shifted into the third phase since the launch of Sentinel-1 in 2014. In the hardware aspect, the fine spatial/temporal resolution and freely accessible Sentinel-1 offer an opportunity for long-term SAR-based SCE detection. Together with the prosperity of emerging X-band SAR sensors, more SAR-based studies are foreseeable such as integration and comparison of SCE information achieved from different bands of SAR sensors. In addition, the Sentinel series’ satellites constellations significantly improve the potential of multi-sensor fusion as demonstrated in Nagler et al. [221]. In the algorithm aspect, thanks to the all land cover applicable total SCE detection approach proposed by Tsai et al. [143], it largely solves the previous studies’ limitation that SAR-based approaches cannot detect snow accurately in vegetated regions and can only monitor wet SCE. This provides a great opportunity for future studies to integrate and complement SAR-based SCE with conventional optical-sensor-based cloud-affected SCE results to achieve more comprehensive SCE dynamics information in both spatial (conquering the influence of polar darkness and frequent cloud coverage, with ~20 m spatial resolution) and temporal (long time-series, daily temporal resolution) aspects. Another key development is DL, although only few studies exploited Sentinel-1 in combination with DL techniques so far, it is foreseeable that there will be further studies utilizing it to solve the current technical challenges, including the influence of different filtering algorithms, impact of different sensing geometry, less classification accuracy in the forest regions, and fusion of heterogeneous sensors’ such as Light detection and ranging (Lidar) as well as passive sensors. In validation aspect; the need of proper validation for SAR-based SCE—especially wet SCE—still needs to be addressed. Most of the previous studies did not provide reliable validation due to the limitation of sparse in situ measurements. Finally, in the application aspect, as previous studies did not fully utilize the benefit that SAR can distinguish wet and dry SCE, but only regard the wet SCE as total SCE during snow melting season [140], the information of wet SCE which cannot be derived from conventional optical-based approach (can only detect total SCE) should be further utilized.

Consequently, based on the trajectory and the recent developments of SAR sensors and snow detection algorithms, it can be expected that in the near future once the SAR-based SCE detection approach (1) achieves daily temporal resolution by fusing different SAR sensors’ information (2) reaches satisfactory classification accuracy and global transferability as proved by Tsai et al. [143]; SAR-based monitoring approach would replace the conventional optical-sensor-based SCE detection approach as more snowpack information can be inferred (such as wet or dry and surface roughness) and can fundamentally solve the cloud coverage and polar darkness issues.

5.8. Difficulties of Sensing Additional Snow Parameters

SWE and SD are two commonly desired snow parameters as both of them can be used to estimate the amount of water stored within a snowpack. So far, there are numerous studies aiming to identify the relationship between the information stored in SAR data and SWE as well as SD. At present, however, there is no solid conclusion to solve this challenge since various other factors affect the interactions between SAR signals and both, SWE and SD. The wetness of the snowpack, for example, would change the relative surface roughness and further affect SAR backscatter [106]. The correlation between backscattering and SWE would therefore vary with the conditions of snow, soil [223], and the surface roughness [92]. The relationship between SD and SAR also links to grain size, snow density, melting conditions, and temperature [188,220]. Simulations suggest that the backscattering would increase with SD in a coarse-grained snowpack, but decrease in a fine-grained snowpack [96]. Consequently, it is unreliable to derive SWE or SD merely from SAR information as it either requires inversions or empirical models [98,152,224,225].

6. Conclusions

Snow cover extent is one of the most important cryospheric components, as it controls global radiation balance, hydrological behavior, vegetation coverage and affects human activities. Spaceborne SAR offers the capability to quantify snow cover conditions even under clouded or
nighttime conditions, which enables a better understanding of the global snow cover dynamics. Moreover, its polarizations and phase data provide valuable information about the snowpack characteristics. Three mainstream SAR-based approaches to map snow cover have been pursued in last three decades: (1) Detecting wet snow based on SAR backscattering behavior; (2) PolSAR technique inverting the scattering mechanism of the targeted snow type; and (3) the coherence value calculated from InSAR techniques enabling estimation of total SCE.

After evaluating relevant studies published within the last three decades, we draw the following conclusions for monitoring snow cover using spaceborne SAR:

1. C-band SAR based algorithms dominate the studies, but the recent prosperity of X-band SAR provides a promising option. Due to the long-term preference of the C-band wavelength and its better capability to detect snow when compared to L-band SAR, C-band SAR has the longest history and is utilized for snow cover detection more often than any other sensor. However, many recent studies have proven that X-band is more suitable to detect dry snow; considering the amount of new and planned X-band missions, an increase in popularity of X-band based snow cover detection algorithms therefore can be expected for the near future.

2. Most studies focused on mountainous regions, especially the European Alps (32%) and the Asian Himalaya (31%), leading to an imbalanced distribution of study sites. The relatively small size of the study sites also implies the lack of utility of the recent wide-swath sensing mode.

3. The majority of studies investigated snow cover for one year with an average of two observations within this year to account for the dynamics of the snowpack. These temporal aspect-limited studies indicate that there is still a gap in understanding the long-term capability of SAR-based algorithms to detect snow consistently.

4. For detecting wet SCE, the majority of studies relied on backscattering-based approaches. More than 55% of the reviewed studies only detected wet snow, with 82% of those studies applying a backscattering-based approach proposed by Nagler et al. in 2000. However, we observed a recent increase in studies relying on InSAR- and PolSAR-based algorithms especially for the detection of dry and total SCE.

5. This review confirms the importance of ancillary data such as a DEM, a land cover map as well as meteorological data as additional inputs into SAR-based snow detection algorithms. Based on the DEM data, information about LIA, SAR shadow and layover can be derived; land cover information is useful to mitigate the negative effects of vegetated areas on the classification accuracy, and the actual snow melting conditions can be inferred from meteorological data.

6. Commonly employed classification methods shifted from supervised ML approach towards more sophisticated DL approaches, and the maturity of optical-based snow cover products enables a selection of suitable training samples for supervised classifications.

7. Technical advances in recently launched SAR missions such as wider sensing swaths, shorter revisit times and quad-polarization make SAR-based snow cover detection more promising. These technical developments and the mainstream SAR-based algorithms complement each other well, as the extended coverage can increase the efficiency of the classification, the shortened revisiting time can support InSAR-based approaches to sustain more usable coherence, and the quad-polarization can enrich the information decomposed by PolSAR-based techniques.

8. The difficulty of SCE detection in vegetated land cover regions is recently addressed but further exploration of PolInSAR and TomoSAR techniques should be investigated. In addition, the influence of filter algorithms on the quality of the final snow cover product requires additional research.

9. The synergy of SAR with other sensors (e.g., optical and passive microwave) to improve the quality of snow cover classifications is still immature and requires further research. The synergic use with other sensors may also help develop and establish generally accepted validation strategies.
Thanks to the characteristics of SAR which can penetrate through clouds and sense ground independently of solar illumination conditions, together with the recent prosperity of different SAR satellites and advancement of ML/DL algorithms, it is foreseeable that SAR-based SCE detection approaches can complement conventional optical sensor-based SCE detection approaches in the near future as SAR provides more snowpack condition information and can fundamentally solve the cloud coverage and polar darkness limitations.
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## Appendix A

### Table A1. The summary of included studies’ SCE monitoring strategy (targeted snow type, classification method and data synergy).

<table>
<thead>
<tr>
<th>Band</th>
<th>Sensor</th>
<th>Wet Snow</th>
<th>Dry Snow</th>
<th>Total Snow</th>
<th>Classification</th>
<th>Synergy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Backscatter</td>
<td>PolSAR</td>
</tr>
<tr>
<td>X-Band</td>
<td>COSMO-SkyMed</td>
<td>[134,136,137, 186–188,220, 226]</td>
<td></td>
<td></td>
<td>[134]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TerraSAR-X</td>
<td>[86,136,184, 227,228]</td>
<td></td>
<td></td>
<td>[209]</td>
<td>[148,194,229]</td>
</tr>
<tr>
<td></td>
<td>ERS-1/2</td>
<td>[85,121,126, 127,135,138, 139,155,156, 206,207,230, 231]</td>
<td>[185,232]</td>
<td>[126]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Radarsat-1</td>
<td>[103,104,121, 126,131,133, 141,175,176, 189,199,200, 206,233–236]</td>
<td></td>
<td></td>
<td>[131]</td>
<td></td>
</tr>
<tr>
<td>C-Band</td>
<td>ENVISAT</td>
<td>[33,65,68, 102,132,142, 145,151,153–156,195,206, 237–245]</td>
<td>[145,185]</td>
<td></td>
<td>[33,68,151, 153–156,237, 238,240,241, 243–245]</td>
<td>[185]</td>
</tr>
<tr>
<td></td>
<td>Radarsat-2</td>
<td>[35,152,163, 177,184,205, 246]</td>
<td>[35,159,163, 165,177,209]</td>
<td>[163]</td>
<td>[152]</td>
<td>[35,163,167, 205,246]</td>
</tr>
<tr>
<td></td>
<td>Sentinel-1</td>
<td>[96,140,143, 221,222,247–249]</td>
<td></td>
<td></td>
<td>[86]</td>
<td></td>
</tr>
<tr>
<td>L-Band</td>
<td>ALOS-1</td>
<td></td>
<td></td>
<td></td>
<td>[169,174,251]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALOS-2</td>
<td></td>
<td></td>
<td></td>
<td>[180]</td>
<td></td>
</tr>
</tbody>
</table>
Table A2. Summary of included studies’ SCE monitoring strategy (studying region type, validation data and usage of land cover information).

<table>
<thead>
<tr>
<th>Band</th>
<th>Study Regions Type</th>
<th>Validation Dataset</th>
<th>Land Cover</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Involved</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Only</td>
</tr>
<tr>
<td></td>
<td>Mountainous</td>
<td>Forest</td>
<td>Analysis</td>
</tr>
<tr>
<td></td>
<td>Glacier</td>
<td>Landsat</td>
<td>Mask</td>
</tr>
<tr>
<td></td>
<td>MODIS</td>
<td>AVNIR-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aerial</td>
<td>Meteo Station</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[136,186,226]</td>
</tr>
<tr>
<td></td>
<td>TerraSAR-X</td>
<td>[86,136,209, 227]</td>
<td>[148]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[194,228,229]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ERS-1/2</td>
<td>[85,126,135, 231,232]</td>
<td>[138,139,230]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[126,232]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[121]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[121,139,230]</td>
</tr>
<tr>
<td></td>
<td>Radarsat-1</td>
<td>[103,131,133, 176,233,234]</td>
<td>[175,189,199, 200,235,236]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[104]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[175,189,199, 200,235,236]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[103,133]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[175,189,199, 200,235,236]</td>
</tr>
<tr>
<td>C-Band</td>
<td>ENVISAT</td>
<td>[33,65,68, 102,132,151, 153–156,195, 237–245]</td>
<td>[142,145,185, 206]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[102,151,153, 154,237]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[238,241,244]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[102,156,238, 241,244]</td>
</tr>
<tr>
<td></td>
<td>Radarsat-2</td>
<td>[35,118,149, 152,159,163, 167,168,205, 208,246]</td>
<td>[168]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[165,177,191]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[35,118,159, 163,168,191, 205]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[152]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[118,149,163, 165]</td>
</tr>
<tr>
<td></td>
<td>Sentinel-1</td>
<td>[140,143,198, 221,222,247–250]</td>
<td>[143]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[96]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[140,143]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[143]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[143]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[143]</td>
</tr>
<tr>
<td>L-Band</td>
<td>ALOS-1</td>
<td>[30,144,169, 171,211,252]</td>
<td>[251]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[169]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[30,169,170, 211]</td>
</tr>
<tr>
<td></td>
<td>ALOS-2</td>
<td>[180]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A3. The PolSAR decomposition techniques and parameters employed in the included studies.

<table>
<thead>
<tr>
<th>Decomposition Type</th>
<th>Parameter</th>
<th>Wet and Dry Snow Response</th>
<th>Total Snow Response</th>
<th>Employed by Studies</th>
<th>Used for Final Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backscattering</td>
<td>$B_{HH}, B_{HV}$</td>
<td>$B_{VH}, B_{VV}$</td>
<td></td>
<td>[165,174]</td>
<td>$B_{HV}$ [165] $B_{HV}$ [169]</td>
</tr>
<tr>
<td>Pauli decomposition [160]</td>
<td>Cloude and Pottier 1996</td>
<td>$P_{odd}$ single/odd bounce, $P_{dd}$ double/even bounce, $P_{vol}$ volume scattering</td>
<td>Low $P_{dl}$ and $P_{nd}$</td>
<td>[163,169]</td>
<td>$P_{nd}$ [163] $P_{dl}$ [165] All [174]</td>
</tr>
<tr>
<td>H/A/$\alpha$ [160]</td>
<td>Cloude and Pottier 1996</td>
<td>H entropy A anisotropy $\alpha$ angle $\lambda_1$, $\lambda_2$, $\lambda_3$ 1-H H(1-A)</td>
<td>Low $\lambda_3$ for wet snow</td>
<td>[30,163,169,174]</td>
<td>$\lambda_3$ [163,246] H/$\alpha$ [35] $\lambda_3$ [30,171] $\lambda_1$, $\lambda_2$, $\lambda_3$, $\alpha$ [191] H [168,169,211] A [168,211] $\alpha$ [211]</td>
</tr>
<tr>
<td>Freeman [253]</td>
<td>Freeman and Durden 1998</td>
<td>$F_{odd}$ surface, $F_{dd}$ double-bounce, $F_{vol}$ volume scattering</td>
<td></td>
<td>[163,169,174,211]</td>
<td></td>
</tr>
<tr>
<td>Yamaguchi [254]</td>
<td>Yamaguchi et al. 2006</td>
<td>Helix scattering of $Y_{so}$ coefficient, $Y_{odd}$ surface, $Y_{dd}$ double-bounce, $Y_{vol}$ volume scattering $P_s$, $P_h$, $P_v$, $P_c$</td>
<td></td>
<td>[30,163,169,211,246]</td>
<td>$Y_s$ [163,246]</td>
</tr>
<tr>
<td>Touzi [255]</td>
<td>Touzi 2007</td>
<td>$\psi_1$, $\psi_2$, $\psi_3$, $\tau_1$, $\tau_2$, $\psi_2$, $\alpha_1$, $\alpha_2$, $\alpha_3$, $\phi_1$, $\phi_2$, $\phi_3$</td>
<td></td>
<td>[168]</td>
<td>$\psi_1$ [191] $\tau_1$, $\tau_2$ [168]</td>
</tr>
<tr>
<td>[256]</td>
<td>Antropov et al. 2011</td>
<td>Generalized volume scattering</td>
<td></td>
<td>[159]</td>
<td></td>
</tr>
<tr>
<td>Kennaugh [257]</td>
<td>Schmitt et al. 2015</td>
<td>Kennaugh elements $K_1 \sim K_9$</td>
<td>Low $K_0$ for wet snow</td>
<td>[209]</td>
<td>$K_0$ [209]</td>
</tr>
</tbody>
</table>
### Table A3. Cont.

<table>
<thead>
<tr>
<th>Decomposition Type</th>
<th>Parameter</th>
<th>Wet and Dry Snow Response</th>
<th>Total Snow Response</th>
<th>Employed by Studies</th>
<th>Used for Final Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Derived parameter</td>
<td>Total power (TP)</td>
<td>Low TP [251]</td>
<td>[251]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Zyl et al. 1987</td>
<td>Polarization fraction (PF) [258]</td>
<td>High PF for wet snow [118]</td>
<td>High PF [251]</td>
<td>[30,118,171,251]</td>
<td>[30,118,171]</td>
</tr>
<tr>
<td>Allain et al. 2006</td>
<td>single-bounce eigenvalue relative difference (SERD)</td>
<td>High SERD when snow is wet as the surface scattering dominates [35]</td>
<td>[30,35]</td>
<td>SERD [35]</td>
<td></td>
</tr>
<tr>
<td>Lee and Pottier 2009</td>
<td>Copolarization Coherence [262]</td>
<td>[30]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee and Pottier 2009</td>
<td>polarimetric copolarization phase difference (PPD) [262]</td>
<td>[30]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huynen parameter ( A_0 )</td>
<td>[174]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radar Vegetation Index (RVI)</td>
<td>[174]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree of polarization (DoP)</td>
<td>[180]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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