Estimating High Spatio-Temporal Resolution Rainfall from MSG1 and GPM IMERG Based on Machine Learning: Case Study of Iran
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Abstract: A new satellite-based technique for rainfall retrieval in high spatio-temporal resolution (3 km, 15 min) for Iran is presented. The algorithm is based on the infrared bands of the Meteosat Second Generation Spinning Enhanced Visible and Infrared Imager (MSG SEVIRI). Random forest models using microwave-only rainfall information of the Integrated Multi-Satellite Retrieval for the Global Precipitation Measurement (GPM) (IMERG) product as a reference were developed to (i) delineate the rainfall area and (ii) to assign the rainfall rate. The method was validated against independent microwave-only GPM IMERG rainfall data not used for model training. Additionally, the new technique was validated against completely independent gauge station data. The validation results show a promising performance of the new rainfall retrieval technique, especially when compared to the GPM IMERG IR-only rainfall product. The standard verification scored an average Heidke Skill Score of 0.4 for rain area delineation and an average R between 0.1 and 0.7 for rainfall rate assignment, indicating uncertainties for the Lut Desert area and regions with high altitude gradients.
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1. Introduction

In semi-arid areas, the limited water availability from rainfall poses problems for agriculture and forestry (food and timber products), potable water supply, and energy production by hydro-power via dams. Climate change studies generally point to a reduction of rainfall, especially in semi-arid areas [1], which will most likely aggravate water scarcity in the future. This also holds for the arid and semi-arid regions of Iran, where the signal is strongly varying on the local scale [2–6]. To monitor changes in rainfall availability, accurate rainfall estimation at fine spatio-temporal resolution is important for water resource management. Thus, a dense ground observation network is also a precondition for proper hydrological modeling. Most arid and semi-arid regions are characterized by few precipitation gauge stations. Iran, where more than 60% of the country is composed of semi-arid regions, is facing two challenges: a strong information demand for water security on the one, confronted with a coarse network of operational rainfall gauges on the other. For this reason, in Iran but also in many other arid and semi-arid regions, satellite rainfall products are the only source providing area-wide precipitation observations in space and time, which renders them potentially attractive for hydrological management in ungauged basins [7]. However, their applicability in hydrology depends on the quality of the satellite data and the rainfall retrieval method used. Several products exist to derive rainfall from passive single or multi-spectral infrared (IR) sensors, passive microwave sensors, active radar instruments, and data fusion algorithms merging microwave and radar data with IR on geostationary satellites globally (e.g., TRMM [8]; CMORPH [8,9]; PERSIANN [10]).
Several studies in global rainfall-retrieval inter-comparison missions showed that the microwave and radar-based fusion systems are for the most part superior to purely passive IR techniques, and are particularly superior to rainfall-satellite-based models [11]. Data fusion algorithms increasingly include the GEO-IR (Geostationary Orbit, InfraRed) data, as well as the newest generation of global products, the Integrated Multi-Satellite Retrieval (IMERG) for the Global Precipitation Measurement Mission (GPM) [12]. GPM was started in 2014 as a new generation of rainfall retrieval as a post-TRMM (Tropical Rainfall Measuring Mission) joint US-Japan mission. The GPM provides multi-channel, dual polarization passive microwave sensors and active scanning radar. The improvements of GPM in comparison to TRMM are: (i) The orbital inclination has been expanded from 35° to 65° to cover more important additional climate zones. (ii) Upgrading the precipitation radar to two frequencies, Ku band (13.6 GHz) and Ka-band (35.5 GHz). Anticipated advantages include a better sensitivity to light precipitation, and information on the particle size distribution in rain and snow. (iii) A GPM Microwave Imager (GMI) with a higher spectral resolution at frequencies of 10.65, 18.7, 23.8, 26.5, 89, 165.5, and 183.3 GHz [13]. Compared to TRMM, GMI was improved particularly by adding high-frequency channels (165.5 and 183.3 GHz) which lead to a better sensibility to light and solid precipitation [12]. However, the integration of GEO-IR data in IMERG is limited to only one thermal band at 10.7 µm, due to the difficulties in handling the data volume of multi-spectral GEO retrievals from various GEO platforms around the globe, and the limitation of visible data to daylight hours [12]. Despite the generally lower accuracy of an IR-based rainfall retrieval, the use of comprehensive IR data for rainfall retrieval—even in data fusion schemes—has been highly recommended based on the experience of the IPWG (International Precipitation Working Group) rainfall retrieval missions [14], particularly due to its high temporal resolution.

On the regional scale, however, regionally adapted algorithms using only passive IR data from geostationary orbit (GEO) revealed good accuracy, particularly when the full spectrum of available bands in combination with machine learning techniques were used [7,15–20]. The main advantage of GEO systems for rainfall retrieval is the high temporal resolution (15–30 min image repetition), which is lacking for passive microwave and radar sensors, perfectly matching the short-term characteristics of rainfall systems.

Concerning the incorporation of geostationary IR data in satellite-based rainfall retrieval algorithms, machine learning techniques are used extensively to identify relationships between predictor variables and rainfall estimates [10,19,21–26]. They offer a high potential in dealing with non-linear and complex relationships between the variables, but also with highly correlated predictor variables [20]. In recent years there has been considerable interest in the application of random forest (RF) in rainfall retrieval techniques [17,18,27,28]. RF is usable as a classification and regression technique and produces more accurate predictions than single-tree algorithms [29]. It offers a number of features compared to other machine learning algorithms that make it suitable for application in the remote sensing of rainfall: (i) It handles large data sets efficiently, while for example neural networks (NNETs) are not efficient in dealing with high-dimensional data without reducing the dimensions [30]. (ii) It has the potential to select predictors and define which are the most important. (iii) It has high accuracy in classification, while it is difficult to ensure classification accuracy with support vector machines (SVMs) for multi-class problems [30]. (iv) There is no need for complex data processing beforehand [30]. Islam et al. [27] classified rainfall areas from a satellite-borne passive microwave radiometer using RF classification. Kühnlein et al. [17] and Kühnlein et al. [18] modeled rainfall in Germany using RF, and trained MSG1 data with ground-based radar data. Both obtained promising results for the use of RF in rainfall retrieval. Min et al. [28] recently used Himawari-8 and GPM data to model rainfall using RF. Meyer et al. [20] compared different machine learning techniques (neural network, averaged neural network, support vector machine, and random forest) for satellite-based rainfall retrieval. They concluded that all of them are well suited for satellite-based rainfall retrieval, and none of them were significantly better than the others.
Several studies have applied the above-mentioned globally available data sets to Iran and compared the performance with gauge data. An intercomparison of PERSIANN and TRMM-based products showed the superior performance of the TRMM-based products, but still found some underestimations and bias problems [31,32]. PODs (probabilities of detection) of 40% and less were achieved, depending on the region. A bias correction could be applied to slightly improve the quantitative precipitation assessment results [33]. In a recent study in Iran, it could be shown that the new IMERG product outperformed TRMM-based products and ERA-Interim reanalysis rainfall particularly for orographic, stratiform, and heavy precipitation [34]. However, the authors stressed that the occurrence of over- and underestimations indicated a remaining challenge of reliable satellite-based rainfall retrieval in Iran. They emphasized that the limited spatio-temporal coverage of data in the algorithm (e.g., limited MW/radar and operational rain gauge network) in comparison to the complex topography, as well as the high spatio-temporal variability of rainfall in the semi-arid area, were most likely the main reason for the obtained inaccuracies.

Thus, the main aim of the current study was to combine the advantages of second-generation GEO systems and the new IMERG product in order to develop a regionally adapted rainfall retrieval scheme with high temporal resolution based on a machine learning algorithm. In detail, we used the Meteosat Second Generation (MSG) SEVIRI (Spinning Enhanced Visible and InfraRed Imager) multispectral radiances and RF algorithm, and the RF model was regionally trained using passive microwave (sounder and imager) rainfall from GPM IMERG. However, RF model training was restricted to areas and time slots where the best microwave quality of IMERG was available. The area validation of the applied RF model rainfall products was also conducted for pixels from microwave-based IMERG, but for pixels that were independent from the model training data set. The same was true for RF model product point validations with available weather station data, which were not used in the generation of the IMERG product and were thus completely independent.

2. Data and Method

This section firstly describes the general rainfall retrieval method (Section 2.1). Then, we give an overview of the data sets that were used (Sections 2.2–2.4). After that, we describe the RF model generation and the final rainfall retrieval model in detail (Sections 2.5–2.8).

2.1. Rainfall Retrieval Development

The aim of this study was to develop a new satellite rainfall product by combining the available microwave-based GPM IMERG rainfall information, which has the advantage of accurate rainfall estimates, with the high spatio-temporal resolution of MSG. Toward this end, the new rainfall retrieval algorithm is based on the IR bands of MSG1 and trained with the best microwave-quality data of the IMERG product (i.e., microwave-based IMERG). The general workflow is depicted in Figure 1. The basic principle of this algorithm is first to delineate the rainfall area within cloudy regions with an RF classification. In the second step, this information is then used to estimate the rainfall amount with a RF regression model. These two steps are implemented following previous studies which showed promising results for central Europe and other areas [17,19,28,35].

The work flow of the development of the new rainfall retrieval method is depicted in Figure 1. First, the RF model predictors had to be matched to a spatio-temporal homogenous data set: (i) MSG1 SEVIRI IR-channels, (ii) its spatial texture features, (iii) channel differences, and (iv) ancillary geo-information data were processed and collected for areas and time slots that were also covered by the microwave-based IMERG products (rain area and rate) (Section 2.5) (Figure 1 left). The data were used to train and develop the two RF-models: (i) The RF classification to delineate rainy and no-rain cloud areas (Figure 1 left, in Section 3.2.1), and (ii) the RF regression model to estimate rainfall (Figure 1 right, in Section 3.2.2). The training of rainfall area delineation and rainfall estimate assignment were done independently.
Figure 1. Schematic view of the rainfall retrieval workflow. IMERG: Integrated Multi-Satellite Retrieval; MSG: Meteosat Second Generation; OOB: out-of-bag; RF: random forest.
Both best-trained RF-models were applied to the study area (Figure 2) and the resulting rain area/amounts were validated against an independent microwave-only IMERG dataset from regions which were not used during the training process (see Section 3.2.3). Finally, the RF-models were applied to the whole time period of available MSG-SEVIRI data in the original spatial and temporal resolution (15 min) of MSG1. Because the first validation was conducted with IMERG (even with pixels not involved in training), a second, completely independent, validation of the RF rainfall estimate was conducted against gauge stations which were neither part of the IMERG product nor used for model training (see Section 3.2.4). Note that the term “feature” that is generally used in RF models has the same meaning as “predictor”.

Figure 2. Distribution of available rainfall gauge stations in the study area.

2.2. Predictor Dataset

The rainfall retrieval model presented here uses the IR wavelengths (all bands between 3.9 and 14 µm) from MSG1 SEVIRI. Processing was performed using software developed by Dröner et al. (2019) [36]. In addition to the MSG1 data, the cloud mask (CLM) product [37], which is mainly based on the MSG SEVIRI data, was used to outline the domain for cloudy pixels that was used for training the RF models. Several IR bands from MSG1 SEVIRI and different band combinations (DIF) that have been proven to improve the rainfall estimation by satellites were included as predictors [18,35]. This also holds for the spatial variability in the spectral bands and DIFs [38–41], where respective metrics were also included as predictors for the RF models. Different texture features were calculated from a 3×3 pixel moving window approach: For the single bands (i) variograms (VARs), (ii) madograms (MADs), (iii) rodograms (RODs) and (iv) cross-variograms (CVs), as well as (v) pseudo cross-variograms (PCs) of each channel combination [39].

Besides that, an increasing number of studies found that mountainous regions in semi-arid areas are one of the great challenges regarding rainfall satellite retrievals both, in IR and microwave products. This is due to the high weather variability [42] related to the topographic forcing of rainfall formation and decay. Similar conclusions are also drawn for low and mid-elevation areas of Iran [32,33,43–45]. Due to the importance of topography for rain formation, (i) terrain elevation (ELV), (ii) the Topographic Position Index (TPI), (iii) the Topographic Roughness Index (TRI), (iv) slope and (v) aspect were also added as predictors to the training data set. The predictors are derived from the Global 30 Arc-Second Elevation DEM [46]. The list of predictors that are used in this study is depicted in Table 1.
Table 1. All predictors initially used for rainfall retrieval development. MSG bands are shown with their central wavelength in µm. CV: cross-variogram; ELV: terrain elevation; MAD: madogram; PCV: pseudo CV; ROD: rodogram; TPI: Topographic Position Index; TRI: Topographic Ruggedness Index; VAR: variogram. ∆T indicates the temperature band differences. WV: Wave Length.

<table>
<thead>
<tr>
<th>MGS Band</th>
<th>Derived Data</th>
<th>Ancillary Geo-Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR 3.9</td>
<td>∆T (all band combination)</td>
<td>ELV</td>
</tr>
<tr>
<td>WV 6.2</td>
<td>VAR (all bands)</td>
<td>TPI</td>
</tr>
<tr>
<td>WV 7.3</td>
<td>MAD (all bands)</td>
<td>TRI</td>
</tr>
<tr>
<td>IR 8.7</td>
<td>ROD (all bands)</td>
<td>Slope</td>
</tr>
<tr>
<td>IR 9.7</td>
<td>CV (all band combination)</td>
<td>Aspect</td>
</tr>
<tr>
<td>IR 10.8</td>
<td>PCV (all band combination)</td>
<td></td>
</tr>
</tbody>
</table>

2.3. GPM IMERG Training and Validation Data

To train and validate the RF model developments for rain area and amount against the predictors (Section 2.2, Table 1), we used the microwave-based rainfall estimates from the IMERG product only. IMERG is a level-3 gridded precipitation product from the GPM constellation. It calibrates, merges, and interpolates the measurements from a network of satellites, together with a precipitation gauge analysis every half hour in 0.1° spatial resolution [47]. IMERG is designed to use as many low Earth orbit (LEO) satellites as possible to compensate for the limitations in available satellite microwave precipitation estimates as effectively as possible, in conjunction with IR estimates from GEO satellites. IMERG has three runs to provide different user requirements for latency and accuracy. This study focuses on the final run of 30-min IMERG Version 05 (IMERG-V05), using the gauge-adjusted estimates from 12 months of data between February 2017 and February 2018. Since IMERG-V05, the quality index (QI) is included as a new variable with half-hourly resolution in the metadata provided by NASA [47]. The QI is a metric concerning the relative skill of the temporally fluctuating mix of different passive-microwave and IR-based rainfall estimates in half-hourly IMERG products. Additionally, the time of the overpass of each microwave swath in each scene is also available under the flag HQ observation. For the rainfall retrieval model development, the microwave-based pixels from the multi-satellite precipitation estimates with the gauge calibration sub-dataset of IMERG was used for training and validation. The final compiled data set (including predictor and target variable dataset) was selected on cloudy pixels, where the high-quality IMERG data was available (QI > 90%). Seventy percent of the compiled dataset in each scene was randomly selected as the training dataset, and thirty percent of the remaining pixels in the scene were selected for validation.

2.4. Station Data for Independent Point Validation

Precipitation gauge data for February 2017 till January 2018 were obtained from the Islamic Republic of Iran Meteorological Organization (IRIMO) for Khouzestan and Urmia provinces. These data are independent of the gauges used for the IMERG calibration, and are in two different recorded time steps. One group consists of the rainfall in every 6 hours, and another group records data at a daily scale. They were complemented by the data derived from the Urmia Lake Restoration Program (ULRP.sharif.ir/en). The data from both organizations underwent quality checks before they were delivered. The distribution of rainfall gauge stations used in this study is shown in Figure 2.

2.5. Data Processing

With reference to Figure 1, our new rainfall retrieval was done in five steps. The first step included data processing. The different temporal and spatial characteristics of MSG1 data (15 min; 3 × 3 km^2 at the sub-satellite point) and IMERG (30 min; 11 × 11 km^2) were addressed to ensure pixel matching between Meteosat, geo-information, CLM, and IMERG data. Thus, MSG1, CLM, and geo-information data were projected and resampled (average) to the spatial resolution of IMERG. Because MSG feature and IMERG training data can temporally deviate by hours, the temporal overlap of <7 min was used
to ensure proper comparability between both data groups. A seven-minute threshold was determined as an average acquisition time between the MSG1 scan in Iran (occurring between minutes 7 and 10 for each full disk scan of Earth with MSG1) and HQ observation time overpass of IMERG. Then, the QI was used to mask out the microwave-based-only pixels from the entire IMERG data set. Finally, the CLM product was used to limit the training data sets to areas where precipitation is generally possible, as indicated by cloudiness. However, it should be stressed that for the training of the RF models, only pixels with rain rates higher than 0.2 mm/h were considered as rainy, warranting reliable information on rainfall in IMERG [12,48]. This threshold was chosen due to the estimated minimum detectable rain rates of the Ka- and Ku-band radars [49]. After the last step of preprocessing, a consistent data set for training and validation of the RF models was compiled.

2.6. Model Training and Tuning

The first step for the training of the RF models was the selection of the most important predictors. This involved a reduction to the best-performing predictor sets out of the initial feature data space presented in Appendix A. Here, the predictor selection was conducted by applying a recursive feature elimination (RFE) for each month of the training dataset. RFE started with all of the initial 121 predictors and removed the least significant ones using the feature importance metrics of the RF methods [29]. In each step of this iterative RFE procedure, the model quality was calculated using the out-of-bag (OOB) score. The OOB score was measured during model fitting based on the left out data (one-third of the observations) for each tree in the RF [50,51]. The set of predictors with the best average ranking (sorted based on feature importance) that reached the highest OOB score was filtered from the original set of 121 (Appendix A) for each month and used as the training input for the final RF models.

With the completion of the RFE step, we iteratively tuned the hyperparameters, including the total number of decision trees and the number of input features (n) used at each node to get the optimal setting for the RF classification and regression model in each month, following the successful approach of different studies [18,28,39] for RF model training. For each parameter set, RF models were trained based on the tuning data set and the OOB score was calculated. In addition, the balance parameter in the RF package “compute sample weight” from Scikit-learn 0.20.2 [52] in Python 2.7 was also implemented for both RF regression and classification.

To save computation time for RFE and parameter tuning, we randomly selected the data from the whole training dataset. For rainfall area delineation, 10,000 pixels from the available training pixels in the month were randomly selected including 2000 rainy and 8000 cloudy pixels. For the rainfall estimate RFE parameter tuning, we randomly selected 2000 rainy pixels in each month. It should be stressed that the distribution of rainfall rate within a month varies and RF regression models are not able to predict unbalanced datasets [28]. Therefore, in order to increase the rainfall prediction accuracy, the balanced sampling technique [28] was used for RFE and parameter tuning of the RF regression. For each month, the rainfall rate was classified with the range of 1 mm/h and the probability of occurrence of every rain rate class was calculated for each tuning data set. The class with the average probability of occurrence (APO) was selected and the new sample stemmed from the original sample by simply decreasing the low rain rate sample to the APO. Fifty runs were performed for both RFE and parameter tuning to produce fifty series of a randomly selected pixel for each month. Differences between these fifty realizations reflected the whole range of internal variability of the microwave-based IMERG in the region and in the month.

2.7. Application of the Rainfall Retrieval Model

After the successful adjustment of the microwave-based IMERG models for rainfall area delineation and rainfall rate assignment, each 15-min image from MSG1 was then processed using the best trained models at the microwave-based IMERG resolution of 11 km to generate rainfall estimates with high spatio-temporal resolution. Since the microwave-based IMERG models are limited in time, the range of the available models in a day differs between 3 and 25, depending on the time of year.
To generate the rainfall estimates in MSG1 generic resolution, we applied the models in the scene of the same time slot, and the following scenes until the next microwave-based IMERG RF model was available. In cases where the previous model belonged to the last months, the first model in the upcoming months was applied for the scenes, where a model was available.

2.8. Validation

In order to assess the model performances, two different validation strategies were employed:

- The performances of the trained rainfall area delineation and rainfall rate assignment models were investigated on a scene-by-scene basis, using 30% of the independent pixels from each scene.
- The overall performance of the rainfall area delineation and rainfall rate assignment was investigated against gauge station after application of the model in the whole study area for the whole time period.

First, the performance of the rainfall area delineation and rainfall rate assignment on a scene-by-scene routine was investigated after training the model. By extracting the data pairs of the validation data sets on a pixel basis, a total of 287,750 pairs of RF classification/regression and microwave-based IMERG were made available at a half-hourly resolution for validation. Then, in the next step, the performances of RF models were compared in the same location with sub-dataset IR-only IMERG. With the latter analysis, we could reveal if the new multispectral GEO retrievals were superior to the IR-only IMERG solution.

For the validation of rainfall area delineation, all pixels from the validation dataset that were classified as cloudy by CLM were considered. First, we calculated the crosstables for the RF classification and IR-only IMERG using RF-modeled pixel values in comparison to the microwave-based IMERG as reference. The hits (H), misses (M), false alarms (F) and correct negatives (C) between each pair of the dataset were calculated. A hit was considered when both the reference and the estimate pixels were raining; a miss was indicated when the reference was raining but the estimate was not; a false alarm occurred when the reference was not raining but the estimate was; and a correct negative was when both the reference and the estimate were not raining. From the hits, misses, false alarms, and correct negatives, we calculated the average half-hourly probability of detection (POD), false alarm ratio (FAR), and Heike skill score (HSS) as validation metrics. The detailed equations and the range of these metrics are shown in Table 2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Metrics Equation</th>
<th>Range</th>
<th>Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of detection</td>
<td>POD = (\frac{H}{H+M})</td>
<td>[0,1]</td>
<td>1</td>
</tr>
<tr>
<td>False alarm ratio</td>
<td>FAR = (\frac{F}{F+C})</td>
<td>[0,1]</td>
<td>0</td>
</tr>
<tr>
<td>Heike skill score</td>
<td>HSS = (\frac{2(H+M-C-F \times M)}{(H-M)(M+C) + (H+F)(F+C)})</td>
<td>[0,1]</td>
<td>1</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>MAE = (\frac{1}{n} \sum_{i=1}^{n}</td>
<td>P_i - O_i</td>
<td>)</td>
</tr>
<tr>
<td>Root mean square error</td>
<td>RMSE = (\sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>(R = \frac{(n \sum P_i O_i - (\sum P_i)(\sum O_i))((n \sum P_i^2) - (\sum P_i)^2)(n \sum O_i^2 - (\sum O_i)^2)}{\sqrt{((n \sum P_i^2 - (\sum P_i)^2)(n \sum O_i^2 - (\sum O_i)^2))}})</td>
<td>[-1,1]</td>
<td>1</td>
</tr>
</tbody>
</table>

The POD indicates the fraction of correctly modeled rain pixels. A perfect score is 1. The FAR gives the percentage of estimated pixels incorrectly estimated as rain. A perfect score is 0, implying...
that the RF classification or the IR-only IMERG never estimate a qualified precipitation rate when
the microwave-based IMERG indicates no precipitation. The HSS is a metric for the general model
performance that quantifies whether the estimate is worse or better than the microwave-based IMERG.
A perfect score is 1. To evaluate the ability of the RF regression model to estimate rainfall, the
correlation between the reference dataset and the estimated half-hourly rainfall was calculated using
the correlation coefficient (R). Root mean square error (RMSE) and the mean absolute error (MAE) were
also calculated. All rainy pixels from microwave-based IMERG were used for the validation of rainfall
estimates.

3. Results

3.1. Training Results

In each of these steps, first we selected the most important features (results in Section 3.1.1), then
tuned the hyperparameters for the model development (results in Section 3.1.2), and finally the RF
models were applied. Please note that due to the low availability of rainy pixels in June, training and
validation was not possible for this month.

3.1.1. Results of Recursive Feature Elimination

RFE results are depicted in Figure 3.

![Figure 3](image)

**Figure 3.** Results of the feature elimination. (a) OOB score vs. number of features for RF classification
(rain area) in February; (b) Number of features selected for RF classification and related OOB score
for the time period; (c) OOB score vs. number of features for RF regression (rain amount) in February;
(d) Number of features selected for RF regression and related OOB score.

In Figure 3a,c, the average RF classification and regression in February are respectively shown
as examples. The RF classifications for rain are delineated showing the best model performance
with an OOB score of 0.85 at 33 remaining features. The performance of the RF regression model for
rain amount was less pronounced, with the best model performance at an OOB score of around 0.2 and 20 remaining features. In both models, having more features from the set resulted in a worse result. The same process was performed in each month for the whole time period, and the number of features that led to the best RF model performances was defined. The optimum number of features is shown in Figure 3b for RF classification and Figure 3d for RF regression with respective OOB scores for the study period. The number of features of RF classification in summer (July, August, September) increased significantly. However, July, August, and September showed the highest OOB scores in both RF classification and RF regression.

In the next step, feature importance was used to define the most important predictors considering the optimum number of already-defined predictors.

Figure 4 illustrates the selected predictors and the feature importance for both RF classification and RF regression. In both models, the combination of CV for the IR 8.7 (features 79–82), CV for IR 9.7 (features 83–85), CV for IR 10.8 (features 86 and 87), and CV for IR 12.0 (feature 88) did not play roles at all, except for July which showed greater complexity in the rainfall area delineation due to the lower number of cloudy pixels. This was also true for all MADs (features 45–52). The single channel of IR 10.8 had a relatively high feature importance in the warm seasons for the RF classification. This channel provides information about the cloud-top temperature, and thus the cloud height [18].

![Figure 4](image_url)

**Figure 4.** Selected predictors and related feature importance for the time period. (a) RF classification, (b) RF regression. Numbers on the x-axis represent feature IDs (refer to Appendix A for the legend and list of features).

Figure 4b shows that the terrain features were identified as having the highest impact in modeling the rainfall amount. Besides that, for both rainfall delineation and rainfall assignment, the \( \Delta T_{8.7-10.8} \) (features 28) and \( \Delta T_{10.8-12.0} \) (features 34) were mostly selected in each month. These band combinations have been proven to provide information about the cloud water path [53] and thus improve rainfall retrieval models [18]. In both models, one or more of the combination of band
WV 6.2 with WV 7.3, IR 8.7, IR 9.7, IR 10.8, IR 12.0, and IR 13.4 (features 16–21) was selected in each month. The differences between the brightness temperature in water vapor and IR channels were shown to correspond to deep convective clouds with heavy rainfall [54–56]. These band combinations have been proven to provide information about the cloud water path [53] and thus improve rainfall retrieval models [18]. In both models, one or more of the combination of band WV 6.2 with WV 7.3, IR 8.7, IR 9.7, IR 10.8, IR 12.0, and IR 13.4 (features 16–21) was selected in each month. The differences between the brightness temperature in water vapor and IR channels were shown to correspond to deep convective clouds with heavy rainfall [54–56].

3.1.2. Parameter Tuning

For RF model training, we tuned the parameters iteratively in order to find an optimal model with regard to the number of decision trees and the number of input features (n).

The sample parameter tuning for February is shown as an example in Figure 5. The model performance of rain area and rain estimate assignment increased significantly in the beginning until the number of decision trees reached 250. Beyond this, the increase slowed down. This trend was almost the same for each month of the time period. The OOB score values were almost the same when more features were considered at the nodes and the number of trees increased. As a compromise between prediction accuracy and processing time, a cut-off was made at a number of trees of 250 and n was set to default in both final RF models for the rainfall area delineation (√Number of features) and rainfall rate assignment (Number of features/3).

![Figure 5](image)

**Figure 5.** Results of the tuning procedure: (a) RF classification (rain area), (b) RF regression (rainfall), both in February. n = the number of input features.

3.2. Accuracy of Rain Area and Rainfall Retrieval

The validations of the RF models for rainfall area delineation and rainfall rate assignment were conducted independently. In each step, the results of the model were compared pixelwise with the microwave-based IMERG. Furthermore, the results were compared to IR-only IMERG. In order to compare the RF model results with IR-only IMERG, the validation scores for IR-only IMERG were also calculated.

3.2.1. Rainfall Area Delineation

The validation scores for rain area delineation were calculated on a pixel basis for each scene. As the ratio of the number of non-rainy pixels to rainy pixels was quite high, we had an unbalanced dataset. An unbalanced dataset in rainfall delineation using RF classification was shown to influence the model accuracy [18,28]. As suggested by several authors [18,28], the balanced sampling technique was used to improve model performance. The number of non-rainfall but cloudy pixels that normally define the
majority class were randomly downsampled in order to equal the number of majority and minority classes. This technique was applied in two sample weeks from July and August in the training dataset. We defined different scenarios to conduct diverse sensitivity studies. Table 3 summarizes the statistics on the verification scores of RF classification with different ratios of majority versus minority class.

Table 3. Validation scores for RF classification with different class ratios.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Cloudy (Majority Class)/Rainy (Minority Class) Pixels</th>
<th>POD July</th>
<th>POD October</th>
<th>FAR July</th>
<th>FAR October</th>
<th>HSS July</th>
<th>HSS October</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario-0</td>
<td>1:1</td>
<td>0.84</td>
<td>0.85</td>
<td>0.80</td>
<td>0.75</td>
<td>0.22</td>
<td>0.30</td>
</tr>
<tr>
<td>Scenario-1</td>
<td>2:1</td>
<td>0.82</td>
<td>0.79</td>
<td>0.74</td>
<td>0.68</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>Scenario-2</td>
<td>3:1</td>
<td>0.73</td>
<td>0.74</td>
<td>0.69</td>
<td>0.64</td>
<td>0.36</td>
<td>0.40</td>
</tr>
<tr>
<td>Scenario-3</td>
<td>4:1</td>
<td>0.71</td>
<td>0.68</td>
<td>0.68</td>
<td>0.61</td>
<td>0.37</td>
<td>0.42</td>
</tr>
</tbody>
</table>

The HSS and FAR showed better model performance in both months in Scenario-3. Therefore, we implemented the Scenario-3 relation between cloudy and rainy pixels for the whole study period for rainfall area delineation.

The verification scores for rain area delineation are presented in Figure 6. Given that the evaluation was done on the number of microwave-based IMERG scenes, results are summarized as box-and-whiskers plots and are shown for both the newly developed RF model and the to-date implemented IR-only IMERG procedure.

Figure 6. Standard verification scores for the RF classification model (rain area). The scores were calculated on a scene-by-scene basis. Boxes show 25th, 50th, and 75th percentiles. Whiskers extend to the most extreme data points between 75th and 25th percentile. Outliers are shown as points.

Figure 7 shows an example of the spatial distribution of the RF prediction of the rain area, showing the rain area detected by RF classification (Figure 7b) in comparison to the microwave-based IMERG (Figure 7a). The RF classification showed a good agreement with the observed rain areas.
3.2.2. Rainfall Rate Assessment

The evaluation metrics for rainfall rate assessment are shown in Figure 8. The comparison of the RF regression rainfall assessment and microwave-based IMERG, as well as IR-only IMERG retrievals, was conducted for 1595 scenes of precipitation events in the study period. The number of pixel pairs available for the time period was 287,750.

Figure 8 also reveals the occasional high RMSE and MAE between the RF regression and microwave-based IMERG retrievals in almost all months, which are shown as outliers.
As an example, Figure 9 shows the microwave-based IMERG (Figure 9a) and the newly developed rain rate retrieval (Figure 9b) for 24 March 2017 at night.

![Figure 9](image)

**Figure 9.** Sample satellite scene from 24 March 2017 03:00 UTC. (a) The rainfall estimate for this scene from microwave-based IMERG and (b) the corresponding RF classification results. The pixels were selected only where the microwave IMERG was available.

3.2.3. Overall Performance of the Merged Rainfall Retrieval Model (Rain Area and Rate)

To assess the overall performance of the rainfall retrieval developed in this study, the RF classification and RF regression was combined and the finally merged product (rain area and rate) was evaluated (Figure 10). Thus, all errors from both RF models were accumulated in the final spatio-temporal rainfall estimate. The validation of the model was conducted only for areas that were classified as rainy in the microwave-based IMERG product.

![Figure 10](image)

**Figure 10.** Standard validation scores for RF regression model (rain rate). The scores were calculated on a scene-by-scene basis. Boxes show 25th, 50th, and 75th percentiles. Whiskers extend to the most extreme data point between 75th and 25th percentile. Outliers are shown as points.
The outliers of RMSE and MAE increased compared to the rain estimate validation in Section 3.2.2. The high RMSE and MAE could be related to the number of pixels in the calibration dataset, especially for April, September, May, July, October, December, and January. This relationship is shown in Figure 11. The higher RMSE and MAE values were normally shown for scenes in months with fewer rainy pixels in the calibration dataset. However, other factors (e.g., the complexity of the rainfall rate, influenced by parameters like elevation diversity in the scene) may have led to uncertainties in the RF model.

Figure 11. RMSE and MAE values as a function of the number of pixels in the training dataset for different months.

Figure 12 gives an overview of the model performance along with the altitude during different time periods of the study period. The study period was divided into two rainy seasons (i.e., March, April, May (MAM) and October, November, December (OND)) and one dry season (i.e., July, August,
September (JAS)). Terrain elevations around 200–500 m showed relatively high maximum RMSE and MAE values for all time periods. These heights can mostly be found in the Lut Desert and along the coast of the Caspian Sea (Figure 12a).

Figure 12. Maximum and mean RMSE and MAE values for different elevation levels for different time periods: MAM: March–April–May; JAS: July–August–September; OND: October–November–December. The (a) mean RMSE for MAM; (b) mean MAE for MAM; (c) mean RMSE for JAS; (d) mean MAE for JAS; (e) mean RMSE for OND; (f) mean MAE for OND.

Figure 13c,d indicates the spatial distribution of the MAE and RMSE, and Figure 13e,f shows the spatial distribution of the MAE and RMSE relative to the average rainfall rate for the whole study period (February 2017 to February 2018) in the study region.
Figure 13. Spatial distribution of (a) elevation; (b) average rainfall rate; (c) average MAE; (d) average RMSE; (e) average MAE to average rainfall rate (MAE rate); and (f) average RMSE to average rainfall rate (RMSE rate).

The average RMSE and MAE (Figure 13c,d) showed relatively higher values in the Zagros mountainous region (~0.5–6 mm/h for MAE and ~0.4–16 mm/h) and Alborz mountainous range (0.5–8 mm/h for MAE and ~0.5–12 mm/h). Meanwhile, in Figure 13c,d the relative RMSE and MAE in the mountainous region show some uncertainties in the area between 50E, 32N and 51E, 33N with the value of ~18.67 and in the connection zone between Zagros and Alborz in the north-west of the
country with values between ~0.5 and 25. The RMSE, MAE, and rainfall rate near the coast of Caspian Sea, at the northern slopes of Alborz mountains (Figure 13c,d) indicated higher errors (~20 mm/h). In the Kavir Desert in the center of the country, the RMSE and MAE of the RF model were estimated as ~0.1–16 mm/h.

3.2.4. Comparison to Gauge Stations

To validate the RF model performance against a completely independent dataset, we used gauge stations from Iran (Figure 1) as a reference. In this step, we applied the model to the original spatial and temporal resolution of MSG-1 (3 km, 15 min) for the whole study period, and the results were compared to the available rain gauges. The 15-min rainfall rates were added up to 6 h and 24 h, respectively. For comparison, the pixel values of the corresponding station coordinates were extracted.

The overall performances of the model against gauge are shown in Figures 14 and 15. During our research period, the available gauge stations for our study were 45 synoptic stations in the temporal resolution of 6 h and 32 stations with daily resolution. Our results indicate the expected seasonal behavior for rain area validation scores. During the dry summer (JAS), the RF model performed worst with a POD less than 0.2, FAR more than 0.6, and poor performance, as indicated by the low HSS. In the rest of the year, the average HSS was ~0.3–0.55 and ~0.25–0.55 per 6-h and per day, respectively. The best POD ranged between 30% to 70% in winter, autumn, and spring. The average daily RMSE was around 16 mm and the average daily MAE was around 10 mm depending on the month. The overall range of $R$ was between ~0.17 and 0.8 for all months except JAS.

![Image](image-url)

**Figure 14.** Standard validation scores for the RF classification model (rain area delineation) against gauge stations. The scores are based on the data pairs of 6 h/daily for the time period from February 2017 until the end of 2017. The scores were calculated based on all available pairs for the time period for POD, FAR, and HSS. The gray boxes indicate the results for stations with 6-h resolution and the blue boxes for stations with daily resolution. Boxes show 25th, 50th, and 75th percentiles. Whiskers extend to the most extreme data point between 75th and 25th percentile. Outliers are shown as points.
Figure 15. Standard validation scores for RF regression model (rain rate) against gauge stations. The scores are based on the data pairs of 6 h/daily for the time period from February 2017 to the end of 2017. The scores were calculated from the pairs in which rainy events from the RF model or gauge were available. The absolute value of $R$ is shown here. The gray boxes indicate the results for stations with 6-h resolution, and the blue boxes for stations with daily resolution. Boxes show 25th, 50th, and 75th percentiles. Whiskers extend to the most extreme data point between 75th and 25th percentile. Outliers are shown as points.

4. Discussion

4.1. Performance of Rain Area and Rainfall Retrieval Model

Feature elimination and parameter tuning procedures were carried out to determine the final input feature set. The results of the feature selection in RF regression (rain rate) indicate that the models identified the close link between topography and rainfall. Consequently, the feature importance of these five features was relatively high compared to the other features. This is not surprising, as the elevation plays an important role in rainfall amount. Additionally, in rainfall delineation, at least one of these features were selected. In general, the models tended to prioritize band combinations and texture features over the use of single bands. The feature selection of each month for both models shows that the models preferred to use two bands in combination where the dominant texture metric selected in almost all months was the pseudo cross-variogram. This behavior was also shown by [39] in fog retrieval using RF.
The validation of the rainfall retrieval against independent microwave-based IMERG showed promising results, but also highlighted the difficulty of rainfall retrievals at high altitudes and near coastlines.

In the rainfall area delineation step, as a general pattern, Figure 6 reveals that the predictions of the developed RF classification model clearly outperformed the IR-only IMERG product. Overall, the central tendency of the verification scores for each month were very good for the RF model. However, the extent of the whiskers were rather wide in HSS, indicating that the performance of the model varied. The FAR was relatively high in all months, but was still better than IR-only IMERG. As indicated by the FAR, there was a general tendency to overestimate the rain area. Additionally, the indices exhibited a seasonal dependency, with more false alarms and lower HSS during summer months (July, August, September). The fact that predictions for summer months were generally slightly worse might be due to the warm air beneath the clouds that might lead to more evaporation of the precipitation during summer (i.e., the same rain from clouds could reach the ground in winter, but not in the summer).

The verification scores for rain area delineation were superior to those in previous studies by Kühnlein et al. [17], Meyer et al. [19] and Min et al. [28], which might be due to the feature selection process that was done in our study but not in the mentioned studies.

In the next step, the RF regression model (Figure 8) was capable of predicting rainfall rates accurately, and better than the IR-only IMERG. The performance quality of the RF regression followed a seasonal trend where the RMSE and MAE were slightly higher in July and August—the drier months, with lower rainfall amounts and lower rain areas. Visually (Figure 9), there was a good coincidence of rain rates, but the new RF model seemed to exhibit a tendency to underestimate the higher rain rates (3–5 mm/h).

As has been seen so far, RF was able to model the rainfall when each step of the rainfall retrieval was evaluated separately. The performance of the model when both steps of the rainfall retrieval were combined was also investigated. The results are presented in Figure 10 as box-and-whisker plots. In comparison to the results in Section 3.2.2, the general performance of the newly developed model was reduced, as expected. The RMSE and MAE showed a less-consistent relationship, and the correlation coefficient between the merged RF model and the microwave-based IMERG was lower than for training. The range of $R$ illustrates more variability in the boxplot. However, compared to the IR-only IMERG validation, $R$ values indicated that the RF model developed in this study still performed significantly better compared to IR only.

On the other hand, the maximum values of MAE show the overestimation of the new RF model. The overestimation of the model in Iran, with its high amount of arid and semi-arid regions, might be attributed to environmental barriers. In this climate, due to the heat under the clouds, raindrops may evaporate before reaching the surface, which leads to an overestimation of the retrieval—particularly in the dry seasons [33].

The advantage of the feature selection was also indicated by the correlation coefficient for the modeled rainfall quantities. The results show an improvement of the infrared-based rainfall retrieval compared to Meyer et al. [19]. The correlation coefficient in our study varied between 0.23 and 0.8, while in the study by Meyer et al. [19] the average correlation coefficient was around 0.33. However, our model showed slightly higher RMSE values (mm/h) compared to those in the works of Meyer et al. [19] and Min et al. [28].

It is important to note that aside from the environmental barrier and land characteristics of the case study, the number of training data sets in RF was seen to influence the model performance—especially for April, September, May, July, October, December, and January. This relationship is shown in Figure 11. The lower number of pixels may have led to weak learning of the RF model, especially when the data was complex. This is because RF is a bootstrap model [29], which means that the random samples are chosen from the training dataset, and the performance of the model is highly dependent on the properties and distribution of this dataset. When the sample size is low, the set of possible
random selections may not represent the proper distribution of the rainfall, causing the model to perform poorly [57].

The validation of the model in different altitudes and different seasons (Figure 12) highlighted the limitation of the RF model in different terrain elevations. One of the challenges of the model was in the elevation range of 200–500 m. These heights are located in Lut and Kavir Deserts and along the coast of Caspian Sea. The lower performance in these areas might be due to decreasing evaporation of raindrops below the cloud in the desert and increasing rainfall rates due to higher humidity near the Caspian Sea.

Additionally, mean RMSE and MAE values increased with increasing elevation during MAM (Figure 12a,b) and OND (Figure 12e,f). During JAS (Figure 12c,d) the mean MAE and RMSE values decreased with increasing elevation. During the rainy season (OND and MAM), the relatively poor performance of the RF model for elevations above 1500 m a.s.l. might be attributed to uncertainties in the microwave-only rainfall information of IMERG over snow-covered areas in mountainous terrain [12]. Furthermore, higher RMSE and MAE values might be due to uncertainties in the retrieval of solid precipitation. Additionally, the spatial map of average RMSE and MAE (Figure 13c,d) shows that these uncertainties were along the Zagros mountains in the west and the Alborz mountain range in the north of Iran. The RF model performed best for mid-altitudes between 500 and 1500 m a.s.l. Near the coast of Caspian Sea, at the northern slopes of the Alborz mountains the RMSE and MAE (Figure 13c,d) values indicated higher errors. This might be due to the high rainfall rates (10–30 mm/h) and uncertainties in connection with orographically induced rainfall effects. The MAE and RMSE rates did not show these characteristics. This means the rainfall rates in these places are quite high, and this affected the RMSE and MAE, which was expected (Figure 13e,f). However, both parameters indicated uncertainties for the transition zone between the Zagros mountain range and the Lut Desert. These uncertainties might be due to differing climatic influences in both regions. There were spots of high inaccuracy (Figure 13e,f) in the area between 54E, 28N and 62E, 33N with average rainfall rates of 0.2–0.5 mm/h. This might be due to the evaporation of the raindrops below the cloud in semi-arid regions, which especially leads to overestimation for low rainfall rates.

One of the greatest drawbacks of using microwave-only IMERG was the timing of the overflight of the microwave satellite in the study region. It is likely that some rainfall events were not recorded due to unfavorable timing of its overflight over Iran, and this introduced uncertainty in the training of our model.

4.2. Comparison to Gauge Stations

The overall performance of the model was promising (Figures 14 and 15), and the results show the seasonal behavior for all rainfall area validation scores. The low number of rainfall events and relatively low amounts of rainfall might be the reason for the poor performance during the summer season. Moreover, the comparison of point data with satellite data might be more vulnerable to uncertainties during summer when highly convective rain clouds predominate. During such events, the spatial displacement due to parallax shifting [19] for MSG1 pixel coordinates relative to the gauge station coordinates might be more relevant. Additionally, wind drift and rainfall evaporation below clouds could cause higher discrepancies between RF model output and station measurements. Note also that despite possible RF model uncertainties, rainfall measurement errors at the ground might also be a topic for discussion. Interestingly, the RF model output showed almost the same performance regardless of the temporal resolution, which is in contrast to the results of [18,19]. This is because six-hourly stations and daily stations are independent of each other.
Our technique had a clear advantage in rain area detection compared to global datasets which were evaluated in Iran. Katiraei-Boroujerdy et al. [33] examined the performance of CMORPH, PERSIAN, and TRMM 3B42 with a spatial resolution of 29 km. The highest POD of 0.4 and the lowest FAR of 0.2 were achieved on a seasonal scale (spring and winter). Our model showed PODs of 0.2–0.7 for spring and winter and lower FAR between 0.1 and 0.6 for spring and winter on a daily and six-hourly scale with a spatial resolution of 3 km. The spatial and temporal resolution affected the performance of the model.

The evaluation results of TRMM 3B42 (POD ~0.39–0.5 and FAR ~0.55–0.71 at a daily scale and spatial resolution of 29 km) in Iran in another study by Sharifi et al. [34] demonstrate the advantage of our model in the case of rain area detection in Iran. In the same study, the IMERG V05 (spatial resolution of 11 km and temporal resolution of 30 min) showed relatively better POD compared to TRMM 3B42 with the value of ~0.46–0.77 and FAR of ~0.43–0.59 at daily resolution, which still shows the better performance of our model. The evaluation of rain estimate for IMERG and TRMM showed RMSEs of around 7.10 mm and 7.72 mm in a day respectively. The estimated correlation coefficients were 0.46–0.52 for IMERG and 0.27–0.42 for TRMM. These results indicate that our model performed less accurately than IMERG, but the values of the correlation coefficient and MAE confirmed that our rain estimations were superior to TRMM.

Please note that this comparison needs to be interpreted with caution. Although these comparisons were conducted in the same country, the gauges were not the same. Additionally, Katirae-Boroujerdy et al. [33] set a minimum number of gauges in each grid pixel to represent the ground-truth rainfall, while we used only one gauge per pixel. The assessment of satellite rainfall products with a low number of gauges in each grid pixel led to an underestimation of the quality of satellite products, since point-scale observations of scarce gauges cannot be a representative of the spatial distribution of rain [58].

5. Conclusions

In the present study, a new rainfall retrieval technique using microwave satellite and MSG1 data was developed for Iran as a case study. The method uses geostationary multispectral satellite data to train RF models. Microwave-only GPM IMERG rainfall information was considered as a reference for model training. In a first step, the rainfall area was delineated, followed by rainfall rate assignment. The method was validated against independent microwave-only GPM IMERG rainfall data not used for model training. Additionally, the new technique was validated against completely independent gauge station data. The validation results indicate that the new technique was capable of retrieving rainfall correctly. This offers the potential for high spatio-temporal (3 km, 15 min) rainfall resolution in near-real-time for Iran, which is important for water resources disciplines and hydrological modeling, as examples. Concerning the importance of the respective predictor variables, elevation and related indices were shown to be important for rainfall area delineation and rainfall rate assignment. However, there were challenging regions with higher uncertainties, such as the coastlines of the Caspian Sea and the Lut Desert. In both regions, the relative humidity seemed to play a critical role. The IR-based technique is based on the indirect relationship between cloud top temperature and rainfall rate. Therefore, it is limited to the characteristics of the top of the cloud. Higher relative humidity near the Caspian Sea may lead to absorption of the humidity of the rainfall drops under the clouds before reaching the ground, and lead to consequent underestimation of rainfall using satellite-based rainfall products. The lower relative humidity in the Lut Desert could cause the evaporation of rain drops below clouds before reaching the ground. As a consequence, satellite-based rainfall retrieval overestimated the rainfall rate at the ground. Therefore, relative humidity could be included as an additional predictor variable for the RF models. The study of [28] showed that the incorporation of atmospheric information from numerical weather models could improve satellite-based rainfall retrievals. In a next step, potential improvements by including relative humidity data as a predictor should be investigated. In addition, the influence of the complex climatic
and topographic situation in Iran together with the seasonally differing atmospheric dynamics on the performance of the new rainfall retrieval technique should be investigated in more detail.

In cases where there is not enough data available for feature selection, model tuning and model training (June in our case), RF models from a similar month (e.g., July in our case) or some kind of climatological model could be applied.

The main advantage of the proposed method is its applicability at a global scale. Since it relies only on microwave rainfall information from IMERG for RF model training, it could be applied theoretically on a global scale without the need for ground-based rainfall information. Previous studies mostly trained the RF models with ground-based rainfall measurements, which restricts the usage to the respective regions. For regions without sufficient ground-based rainfall measurements, these methods are not applicable. Our method could be applied to different regions with different climatology and altitude. This approach has the potential to be applied in nearby semi-arid regions with comparable climatic patterns, such as Iraq or Kuwait. However, we recommend that the influence of the orography and the distance to the sea be verified before application. For other regions with different climatic and orographic patterns and other geostationary satellite data, the processes of feature selection and the tuning of the RF models should be re-implemented in order to adapt the models to the specific circumstances.

Concerning the sufficient accuracy of the obtained results for water resources disciplines and hydrological modeling the comparisons with validation results of other satellite-based retrieval techniques in the discussion (Section 4) show a good performance of our technique. This is especially true considering the high spatio-temporal resolution of our data. However, the performance of hydrological modeling with the usage of satellite-based rainfall data generally has been shown to depend not just on the rainfall data but also on other factors as hydrological model formulation, topography, precipitation type and seasonality [59]. In order to apply our technique for hydrological modeling in Iran we would have to perform a bias correction of the satellite-based rainfall data with rain gauges, if available in the catchment and to recalibrate the hydrological model based on the satellite-based rainfall data as suggested by Maggioni and Massari [59].
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### Appendix A

<table>
<thead>
<tr>
<th></th>
<th>IR</th>
<th>∆T</th>
<th>CV</th>
<th>PCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.9</td>
<td>9.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>2</td>
<td>6.2</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>3</td>
<td>7.3</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>4</td>
<td>8.7</td>
<td>12.0</td>
<td>6.2</td>
<td>7.3</td>
</tr>
<tr>
<td>5</td>
<td>9.7</td>
<td>13.4</td>
<td>6.2</td>
<td>8.7</td>
</tr>
<tr>
<td>6</td>
<td>10.8</td>
<td>13.4</td>
<td>6.2</td>
<td>9.7</td>
</tr>
<tr>
<td>7</td>
<td>12.0</td>
<td>13.4</td>
<td>6.2</td>
<td>10.8</td>
</tr>
<tr>
<td>8</td>
<td>13.4</td>
<td>13.4</td>
<td>6.2</td>
<td>12.0</td>
</tr>
<tr>
<td>9</td>
<td>3.9</td>
<td>6.2</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>10</td>
<td>3.9</td>
<td>7.3</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>11</td>
<td>3.9</td>
<td>8.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>12</td>
<td>3.9</td>
<td>9.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>13</td>
<td>3.9</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>14</td>
<td>3.9</td>
<td>12.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>15</td>
<td>3.9</td>
<td>13.4</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>16</td>
<td>6.2</td>
<td>7.3</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>17</td>
<td>6.2</td>
<td>8.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>18</td>
<td>6.2</td>
<td>9.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>19</td>
<td>6.2</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>20</td>
<td>6.2</td>
<td>12.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>21</td>
<td>6.2</td>
<td>13.4</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>22</td>
<td>7.3</td>
<td>8.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>23</td>
<td>7.3</td>
<td>9.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>24</td>
<td>7.3</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>25</td>
<td>7.3</td>
<td>11.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>26</td>
<td>7.3</td>
<td>12.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>27</td>
<td>7.3</td>
<td>13.4</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>28</td>
<td>8.7</td>
<td>9.7</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>29</td>
<td>8.7</td>
<td>10.8</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>30</td>
<td>8.7</td>
<td>11.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>31</td>
<td>8.7</td>
<td>12.0</td>
<td>3.9</td>
<td>6.2</td>
</tr>
<tr>
<td>32</td>
<td>8.7</td>
<td>13.4</td>
<td>3.9</td>
<td>6.2</td>
</tr>
</tbody>
</table>
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