Spatial–Temporal Analysis of Land Cover Change at the Bento Rodrigues Dam Disaster Area Using Machine Learning Techniques
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Abstract: Disasters are an unpredictable way to change land use and land cover. Improving the accuracy of mapping a disaster area at different time is an essential step to analyze the relationship between human activity and environment. The goals of this study were to test the performance of different processing procedures and examine the effect of adding normalized difference vegetation index (NDVI) as an additional classification feature for mapping land cover changes due to a disaster. Using Landsat ETM+ and OLI images of the Bento Rodrigues mine tailing disaster area, we created two datasets, one with six bands, and the other one with six bands plus the NDVI. We used support vector machine (SVM) and decision tree (DT) algorithms to build classifier models and validated models performance using 10-fold cross-validation, resulting in accuracies higher than 90%. The processed results indicated that the accuracy could reach or exceed 80%, and the support vector machine had a better performance than the decision tree. We also calculated each land cover type’s sensitivity (true positive rate) and found that Agriculture, Forest and Mine sites had higher values but Bareland and Water had lower values. Then, we visualized land cover maps in 2000 and 2017 and found out the Mine sites areas have been expanded about twice of the size, but Forest decreased 12.43%. Our findings showed that it is feasible to create a training data pool and use machine learning algorithms to classify a different year’s Landsat products and NDVI can improve the vegetation covered land classification. Furthermore, this approach can provide a venue to analyze land pattern change in a disaster area over time.
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1. Introduction

Disasters triggered by natural or human processes not only cause considerable loss of life and economic disruption, but also can change land use and land cover and affect the environment [1–3]. Over the ten years from 2008 to 2017, there have been around 3,751 large-scale natural disasters recorded, of which 84.20% resulted from weather [4]. With the intervention of human activities and climate change, the frequency of disaster rapidly increased and it has become one main drivers for land use and land cover change at the local scale [5]. Land cover changes in a disaster area can include both temporary and long-time land cover change. Studying land pattern change in the disaster area is necessary because the disaster areas are typically located near agriculture or residence area, and disaster is the consequence of the interaction between human activity and environment. Either way can make remote sensing data became the primary dataset because of its convenience, efficiency, and consistency observation [6–9].
Remote sensing images can be used to analyze the damage of disaster by comparing the images of before and after the event, however, this initial step just provides some limited information. To fully understand the disaster area, we need to process remote sensing images to get more detailed information. For example, remote sensing images can be used to classify land use and land cover in disaster areas and analyze its pattern of change, or combining them with some social–economic factors to analyze the relationship between human activity and environment [10,11]. Nevertheless, there are some uncertainties about processing remote sensing images in disaster areas. For instance, different classification methods such as unsupervised and supervised classification could have different performance; feature selection can also affect final classification result because of the overfitting or underfitting problem; and the lack of sufficiently large amount of training samples could also affect final results [12–15]. In addition, because different year’s remote sensing images use different data collection methods, even if we chose the same interested areas, the process results could have some difference.

Some researchers have tried to use NDVI to classify agricultural areas and the accuracy of their results that are higher than 85% [16–18]. Compared with pixel-based classification, some scholars have also tried object-based image analysis (OBIA), and they concluded that this type of method can achieve higher performance than pixel-based classification [16,19–21]. With the advance of computational efficiency, machine learning methods have been increasingly used and shown to be powerful in a wide variety of scientific disciplines [22]. The remote sensing community has used machine learning based methods for nearly 20 years, and there are a large number of algorithms that can generate thematic maps [7,23,24]. One example of a machine learning method widely used in image classification is the support vector machine (SVM) developed in the early 1990s, but broadly used in the remote sensing community for the past 20 years [9,18,25]. For instance, many studies have used this algorithm to solve landslide susceptibility mapping, soil moisture estimation, and land use and land cover classification problems [9,20,26–28]. The core of its mechanism is to use a basis function to translate training data into a higher dimensional feature space, and find the optimal hyperplanes that separate classes with minimum classification errors [25]. The SVM is a supervised non-parametric kernel-based learning system rooted in the statistical learning theory. It is possible to achieve higher accuracy just using a smaller training data and minimizing classification error on unseen data without prior assumptions made on the probability distribution of the data.

Another commonly used machine learning algorithm is the decision tree (DT), which is a hierarchical model using rules to split independent variables into homogeneous decision regions [29]. Decision trees had also been broadly used in land use and land cover sciences to solve classification problems [7,13,25,30]. The basic idea of the decision tree is to use algorithms to select the input feature and threshold value at each splitting, and each node in a decision tree represents a feature in an instance to be classified, and each branch represents a value that the node can assume [23]. Because univariate decision trees have the ability to handle non-linear relationships between features and classes and process data measured on different scales, it can break a very complex classification problem into multiple stages of simpler decision-making processes [25,31–33].

An increasing number of studies have used these two machine learning algorithms to classify remote sensing images, but fewer of them applied these two algorithms and Landsat images to improve disaster area remote sensing image processing. We assumed that adding an additional feature like NDVI could improve image processing accuracy. In addition, most studies just extracted training data from processing images and used it to classify the same image. Though it is the main remote sensing image process method, this approach can cause some potential errors because of the quality of training data, especially considering the temporal scale. However, based on the flexibility of the machine learning algorithms, we can create a training pool to do classification, which could improve the accuracy of results and avoid some potential errors. Based on this analysis, we also hypothesized that is it possible to create a training data pool to classify different year’s images using these two algorithms.

These two machine learning algorithms have broadly been used in the remote sensing community to process images, but little is known about the performance of classifying different year’s remote
sensing images. The goals of this study are three fold, (1) we tested how NDVI can improve the remote sensing images classification at disaster area; (2) we created a training pool and applied these two machine learning algorithms to classify different year’s remote sensing image and evaluated is performance; (3) we estimated land cover changes in this disaster area from 2000 to 2017 using processed results. To address this knowledge gap, we took as an example of the Bento Rodrigues tailing dam area, which collapsed on November 5th, 2015, and has been described as the worst environmental disaster in Brazil’s history [34].

2. Study Area

We conducted our study at Bento Rodrigues dam disaster area located west of the municipality of Marianna, Minas Gerais state (Brazil), the latitudes and the longitudes are −20.23° and −43.42° (Figure 1). The broken tailing dam released about 55–62 million m³ of red mud into the Doce river and destroyed more than 900 hectares of agricultural area [35,36]. The study area includes the cities of Mariana, Ouro Preto, and Pte. Nova; and the river of Gualaxo do Norte, Gualaxo Do Sul, Carmo and Piranga. The climate in this area is tropical savanna, with hot and humid wet season (October to March) and mild dry season (April to September). The annual temperature is between 9 to 35 °C and the average of annual precipitation is 1491.3 mm. Considering the terms of land use (human economic purpose or intent applied to these attributes) and land cover (biophysical attributes of the earth’s surface), we focused on land cover in the disaster area [37]. It is in the Atlantic rain forest biome and because of its suitable climatic condition and growing population, the dominant land cover is agricultural [38]. Near river areas, forest fragmentation is more severe and mapping this area is the essential step to understand its land pattern changes and the relationship between human activity and environment system.

Figure 1. Geographic location of the disaster area and Landsat images at 19 June 2000 and 29 August 2017.

3. Materials and Methods

3.1. Data Collection and Pre-Processing

We collected path 217 and row 74 dry season Landsat 7 ETM+ and Landsat 8 OLI images from the USGS EROS Datacenter (http://eros.usgs.gov). The data we chose was in the same season (dry season) and less than 1% cloud cover (Table 1). After corrected the coordinate system and extracted study area, we calibrated raw images and converted digital numbers into the top of atmosphere radiation to
minimize the atmosphere effect using FLAASH (Fast Line-of-slight Atmospheric Analysis of Spectral Hypercubes) module in ENVI 5.2 Software, which has been demonstrated that it works well in the atmospheric correction of multispectral image [39,40].

Table 1. Landsat imagery (path217/raw74) with less than 1% clouds at selected years and dates.

<table>
<thead>
<tr>
<th>Year</th>
<th>Landsat sensor</th>
<th>Acquisition Date</th>
<th>Dataset (A)</th>
<th>Dataset (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>7 ETM+</td>
<td>9 June</td>
<td>1,2,3,4,5,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2001</td>
<td>7 ETM+</td>
<td>10 September</td>
<td>1,2,3,4,5,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2002</td>
<td>7 ETM+</td>
<td>9 June</td>
<td>1,2,3,4,5,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2013</td>
<td>8 OLI</td>
<td>2 August</td>
<td>2,3,4,5,6,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2015</td>
<td>8 OLI</td>
<td>25 September</td>
<td>2,3,4,5,6,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2016</td>
<td>8 OLI</td>
<td>11 August</td>
<td>2,3,4,5,6,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
<tr>
<td>2017</td>
<td>8 OLI</td>
<td>29 August</td>
<td>2,3,4,5,6,7</td>
<td>1,2,3,4,5,7, NDVI</td>
</tr>
</tbody>
</table>

Using the acquired images, we created two datasets; dataset (A) contains six bands (blue, green, red, NIR, SWIR-1 and SWIR-2) reflectance information as features, and dataset (B), which added normalized difference vegetation index (NDVI) to those six bands. We used pixel-based image analysis to process image because satellite remote sensing-based pattern recognition can group population of pixels in broad classes as per their inherent characteristics (DN values) [17,41].

Finally, we used Google Map as a reference to determine six land cover classes (Water, Forest, Urban, Agriculture, Bareland, and Mine sites) based on the generally accepted land use and land cover classification system [42] (Table 2).

Table 2. Land cover classification scheme.

<table>
<thead>
<tr>
<th>Class Number</th>
<th>Class Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Urban</td>
<td>Residential, commercial services, industrial, transportation, built-up land and other urban area</td>
</tr>
<tr>
<td>2</td>
<td>Agriculture</td>
<td>Cropland, some fallow land, pasture and other agricultural land</td>
</tr>
<tr>
<td>3</td>
<td>Mine sites</td>
<td>Strip mines, quarries and gravel pits, and mining factory</td>
</tr>
<tr>
<td>4</td>
<td>Forest</td>
<td>Deciduous, evergreen and mixed forest land</td>
</tr>
<tr>
<td>5</td>
<td>Bareland</td>
<td>Exposed soil, rocks and spare to no vegetation cover</td>
</tr>
<tr>
<td>6</td>
<td>Water</td>
<td>Lakes, reservoirs and stream or rivers</td>
</tr>
</tbody>
</table>

3.2. Training Data

Because the quality of training data plays a critical role in the machine learning based supervised classification, we used Google Map as a reference and randomly selected each land cover patterns in the whole study area. We had two procedures, first, we collected training data from 2000 and 2017 images and built classifier models to classify each year’s remote sensing images respectively. Second, to test the possibility of using the same training data to classify different year’s images, we created a training data pool, which is each land cover type’s training data from 2001, 2002, 2013, 2015 and 2016 remote sensing images. Then, these training data were used to build a classifier model to classify 2000 and 2017 images. It is emphasized that we chose dry season remote sensing images, and some agricultural area were at fallow condition. To avoid potential errors, we selected both crop-covered areas and fallow areas as our agriculture land cover training data.

3.3. Support Vector Machine and Decision Tree

When we use remote sensing images to process data, they typically contain thousands or even millions of pixels. Even if we can select training data, the selected data are too small to apply to the whole image. Previous studies have proved that SVM is a reliable approach to handle high-dimensional data with a limited training set and can achieve substantially higher classification accuracy [18,25,43].
In this study, we used an existing SVM algorithm to build classifier models [25,30]. Because the SVM is a kernel-based machine learning algorithm, comparing several kernel functions, we chose the radial basis function (RBF) kernel, which uses two parameters, contains penalty (C) and kernel width (\(\gamma\)) and it is commonly used in the literature for the classification of remote sensing images [9,30,33,44]. To build optimal models, we chose the grid search method followed by [30] to find the best penalty and kernel width for the model. Once we determined the best parameters, the models were applied to the whole image, yielding the result.

Meanwhile, the second machine learning algorithm chosen in this study is the decision tree (DT), which is a hierarchical model composed of decision rules that recursively split independent variables into homogeneous zones and is also a commonly used machine learning approach in remote sensing community. Unlike support vector machine, which uses all available features simultaneously and makes a single membership decision for each pixel, DT uses a multi-stage or sequential approach to split chain of simple decision based on the results of sequential tests rather than a single and complex decision [33]. There are many existing algorithms for constructing decision tree models such as the Chi-square automatic interaction detector decision tree (CHAID), CART, C4.5 and J48 [24,33]. Considering the influence of accuracy factors such as pruning, boosting methods used and decision thresholds, in this study, we used a J48 decision tree algorithm which uses entropy (measurement of disorder of data) and information gain (measurement of association between inputs and outputs) to make decisions [32]. To improve the tree’s generalization capacity and avoid overfitting, we pruned trees by reducing structural complexity.

### 3.4. Model Process and Validation

ENVI 5.2 Software and scikit-learn of Python library [45] were chosen to finish this study and we did two types of classification. Classification method I is to test NDVI can improve the remote sensing image classification or not, and we used two datasets with each machine learning algorithm to build models. The process was to classify 2000 and 2017 images with their own training data (first procedure in 3.2). Classification method II fitted our second goal and we just chose the better dataset based on the classification method I result to do classification. The process was to use the training data pool (second procedure in 3.2) to classify 2000 and 2017 images. Since there are different types of processed results, to easily identify them, we created a short name. For example, 619_7A_svmI means the image was acquired at 6/19/2000 and it is Landsat 7 EMT+ image, then A means we used dataset (A), svm is the support vector machine algorithm and I means classification method I (Table 3). In addition, the results in this study just had year of 2000 and 2017, and we did not add year information in the short name.

<table>
<thead>
<tr>
<th>Full Name</th>
<th>Short Name</th>
<th>Classification I</th>
<th>Classification II</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000_619_7_A_svm</td>
<td>619_7A_svm</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>2000_619_7_A_dt</td>
<td>619_7A_dt</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>2000_619_7_B_svm</td>
<td>619_7B_svm</td>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>2000_619_7_B_dt</td>
<td>619_7B_dt</td>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>2017_829_8_A_svm</td>
<td>829_8A_svm</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>2017_829_8_A_dt</td>
<td>829_8A_dt</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>2017_829_8_B_svm</td>
<td>829_8B_svm</td>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>2017_829_8_B_dt</td>
<td>829_8B_dt</td>
<td>I</td>
<td>II</td>
</tr>
</tbody>
</table>

With two different datasets and two types of machine learning algorithms, we had ten models. We set penalty from 0.1 to 100 and Kernel width from 0.1 to 0.5 to search the optimal model parameters of SVM algorithm and depth of tree is 10 for DT algorithm and all models needed to evaluate the performance of the model before we applied them to the whole study area. A ten-fold cross-validation

...
technique was chosen because of its mild computational cost [46]. We calculated the average accuracy of the ten folds of each model and all models had higher than 97% cross-validation accuracy (Table 4). Generally, we found that SVM training models were constructing more accurate models than DT training models.

Table 4. Parameters of classifier models and average accuracy of 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Models</th>
<th>Penalty</th>
<th>Kernel Width</th>
<th>Depth of Tree</th>
<th>10 Fold Validation Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>classification I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>619_7A_svm</td>
<td>10</td>
<td>0.5</td>
<td>—</td>
<td>0.992</td>
</tr>
<tr>
<td>619_7B_svm</td>
<td>100</td>
<td>0.2</td>
<td>—</td>
<td>0.986</td>
</tr>
<tr>
<td>829_8A_svm</td>
<td>100</td>
<td>0.35</td>
<td>—</td>
<td>0.990</td>
</tr>
<tr>
<td>829_8B_svm</td>
<td>100</td>
<td>0.35</td>
<td>—</td>
<td>0.993</td>
</tr>
<tr>
<td>classification II_svm</td>
<td>100</td>
<td>0.2</td>
<td>—</td>
<td>0.987</td>
</tr>
<tr>
<td>classification I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>619_7A_dt</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>0.971</td>
</tr>
<tr>
<td>619_7B_dt</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>0.970</td>
</tr>
<tr>
<td>829_8A_dt</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>0.973</td>
</tr>
<tr>
<td>829_8B_dt</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>0.985</td>
</tr>
<tr>
<td>classification II_dt</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>0.972</td>
</tr>
</tbody>
</table>

Many studies in remote sensing have proved that using the SVM algorithm to process images can reach better performance than decision tree [24,33]. After we classified images using classification method I and dataset A, we selected 619_7A_svmI and 829_8A_svmI and sampled some random areas to compare with Mapbiomas product at the same area. It is the land use and land cover map product operated by the Greenhouse Gas Emissions Estimation System (SEEG) from the Climate Observatory, and it is broadly used to analyze the relationship between human activity and land use and land cover change (http://mapbiomas.org/pages/database/mapbiomas_collection). The other reason we chose this product to validate our result was that it is difficult to find the historical thematic map in the study area. Compared with its same year’s product at the same area, the accuracies of our 2000 and 2017 results were 78.35% and 80.12%. There were some uncertainties about the processed images and Mapbiomas products such as different land cover scheme and different classification method, however, classification of original remote sensing images was not our first obligation in this study. We decided to use 619_7A_svmI and 829_8A_svmI as reference maps to do the following analysis.

To evaluate each land cover type’s performance, we also calculated their sensitivities (true positive rate), which can measure the proportion of actual positives that are correctly identified, and it is commonly used to evaluate results [47,48].

\[
\text{sensitivity}_i = \frac{p_i}{\sum p'_i + p_i}
\]

where: \(i\) is the current type of land cover, \(p\) is the \(i\) th land cover pixels that are correctly classified. \(p'_i\) is the other types of land cover total pixels that incorrectly classified into the \(i\) th type of land cover.

4. Results

In this study, we used 2000 and 2017 dry season single remote sensing images to test two hypotheses. First, we processed remote sensing images with dataset A and B with the classification method I to test how NDVI improves the processing accuracy or not. Second, we classified these two remote sensing images with classification method II and dataset B using the training pool. We used processed image against A_svmI and B_svmII to calculated accuracy and Kappa, which are commonly metrics to evaluate land use and land cover classification in remote sensing community [24,49]. The overall accuracy (higher than 75.06%) and Kappa (higher than 0.59) of processed images has been listed in the Table 5.
Table 5. The accuracy and kappa values of processed images against with each other at selected years (2000 and 2017) with different machine learning algorithms.

<table>
<thead>
<tr>
<th>Year</th>
<th>Method</th>
<th>SVM I</th>
<th>SVM II</th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>619_7B_svmI</td>
<td>92.17</td>
<td>88.80</td>
<td>100</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>619_7B_svmII</td>
<td>88.10</td>
<td>85.80</td>
<td>100</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>619_7A_dtI</td>
<td>84.08</td>
<td>85.22</td>
<td>81.49</td>
<td>0.72</td>
</tr>
<tr>
<td>2017</td>
<td>619_7B_svmI</td>
<td>92.11</td>
<td>87.10</td>
<td>90.95</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>619_7B_svmII</td>
<td>85.80</td>
<td>84.17</td>
<td>87.59</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>619_7A_dtI</td>
<td>80.68</td>
<td>83.79</td>
<td>83.49</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>619_7B_dtII</td>
<td>75.06</td>
<td>76.17</td>
<td>71.66</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>619_7B_dtII</td>
<td>75.06</td>
<td>76.17</td>
<td>71.66</td>
<td>0.59</td>
</tr>
</tbody>
</table>

4.1. Performance of Processed Result with Adding NDVI as an Additional Feature

We did classification method I to test the performance of NDVI using dataset A and B. The results showed that accuracies of the 2000 classified images (with dataset B and two machine learning algorithms) were both higher than 80% but the Kappa value ranged from 0.69 to 0.86. The 2017 classified images (with dataset B and two machine learning algorithms) also gave us similar results, but the overall quality of processed images is better than the 2000 images according to accuracy and Kappa (Table 5). It was noticeable that SVM achieved a higher accuracy than DT in the 2000 and 2017 processed images, and some scholars also used support vector machines and cart algorithms with limited training data to classify land use and land cover map and got similar results [24].

The disaster area is covered by Forest and Agricultural land cover, and to deeply analyze each land cover performance with dataset B, we used Equation (1) to calculate each land cover type’s sensitivity using processed images against A_svmI images (Figure 2). The results showed that Agriculture and Forest land covers had higher sensitivities than Bareland, Urban and Water land covers. Particularly, Forest in the 2000 and 2017 images had the highest sensitivity, and a similar condition also happened in Agriculture land cover type. This finding determined that NDVI can improve the vegetated land cover types image processing.

Furthermore, our results also showed that the sensitivity of Bareland and Water land cover types had more variability using SVM and DT algorithms compared 2000 images and 2017 images. Though NDVI can just improve the performance of vegetated land cover, our result also indicated that Mine sites can have a decent performance in both 2000 and 2017 using dataset B.

4.2. Performance Assessment of Classified Images using the Training Pool

One of our goals was to test a training data pool and use machine learning algorithms to classify different year’s Landsat images. Since dataset B had a better performance than dataset A with classification method I, we just chose dataset B to process the classification method II. The processed results showed that accuracies of 2000 and 2017 results were reasonable with the average accuracy of 82.93%. But 619_7B_svmII and 829_8B_svmII had higher accuracy (greater than 80%) and kappa values (greater than 0.7) than 619_7B_dtII and 829_8B_dtII results (Table 5).

Furthermore, we used processed images against classification I result (with dataset A and B using the SVM algorithm) to calculate each land cover type’s sensitivity using Equation (1) (Figure 3). Overall, the 2017 processed images had better performance than the year 2000 images with each land cover type. Comparing the processed results, it is notable that Forest and Mine sites in 2000 and Agriculture, Forest and Urban in 2017 had better performance either using the SVM algorithm or the DT algorithm.
Figure 2. The sensitivity of each class in 2000 and 2017 classification method I images using dataset (A) and (B) and two different machine learning algorithms against 2000_619_7_A_svmI and 2017_829_B_A_svmI.

Figure 3. The sensitivity of each land cover types in classification method II results against with 2000 and 2017 A_svmI and B_svmI images.
In particular, each land cover type had different sensitivities with these two machine learning algorithms. For example, in the 2000 image, Agriculture and Urban had much higher sensitivities when using the SVM algorithm, but Bareland had higher sensitivity when applied the DT algorithm. In the 2017 image, Bareland, Mine sites and Water land covers had different sensitivities. In this study, these land cover types are more complex, and it is not easy to identify them using dry season images. Even if we created the same training pool to process the images, because of the different mechanisms of the algorithm, the performance was different.

4.3. Land Cover Maps

The ultimate goal of processing remote sensing images is to generate a land cover map and analyze its pattern changes; after we discussed each land cover type’s sensitivity, we chose to visualize 2000 and 2017 land cover maps with dataset (B) using classification method I and II (Figures 4 and 5). Overall, our results clearly identified main land cover types in this disaster area and maps that applied classification method II with the SVM algorithm had better performance.

Figure 4. Classification method I and II with 2000 and 2017 images used dataset (B) with SVM algorithm.

Figure 5. Classification method I and II with 2000 and 2017 images used dataset (B) with DT algorithm.

Though main land cover types can be identified from the results, comparing classification I and II images using the SVM algorithm, we still found some interesting results. Generally, we can identify river channels and small cities from classification II images (Figure 4). Though 829_8B_svmII image
can clearly identify some residue along the river channels, the Mine sites in 619_7B_svmII was much bigger than 619_7B_svmI, especially near Oumro Preto and Mariana cities.

The results that used the DT algorithm were less accurate than the results that used the SVM algorithm (Figure 5); 619_7B_dtI and 829_8B_dtI can both identify each land cover types and had a general performance, but there was a problem in 619_7B_dtII and 829_8B_dtII. The Bareland area in 619_7B_dtII was much larger than 619_7B_dtI.

4.4. Land Cover Change Estimation

We calculated each pixel’s land cover to estimate each land cover changes during these 17 years. In particular, we did three different calculations by removing much higher or lower pixel values of each land cover types (each land cover average pixels from classification method I and II, each land cover average pixels from classification method I, and each land cover pixels from classification method II with dataset B and the SVM algorithm) (Figure 6). During these 17 years, our results indicated that the Forest decreased by about 12.43%. The study area is located in the Atlantic forest biome, which consisted of evergreen and seasonally-dry forests, however, since the 16th century following the European arrival in Brazil, this area was deforested, in favor of urbanization and agricultural expansion, the forest has decreased to 10% of its original size. Our results showed that Agricultural and Bareland areas increased 19.22% and 37.75%. Near river valley areas, because of accessibility to water resources, people frequently converted forest to urban areas or agriculture areas and forest fragmentation is much worse than other areas [50]. Besides, the study area contains a big mining dam at the top left corner, and with these year’s development, its size increased 117.76%.
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5. Discussion

5.1. General Analysis of the Processed Methods

The study area considered here was a good case study to estimate land cover changes over time, but interpretations of images are not easy because of having some limitations such as random noise, cloud cover, spatial resolution, and temporal resolution problems. In this study, we tried to test if NDVI can improve the results of image processing and use a training pool to classify different year’s remote sensing images. The overall accuracy of our classification I results are higher than 77.50% (Table 5) and each land cover’s sensitivity analysis indicated that that NDVI can modestly improve the performance of vegetated land cover types in the disaster area. Besides, our classification II results determined that creating a training pool to process different year’s remote sensing images is a feasible approach to
analyze land use and land cover change in a disaster area at a local scale. However, according to our results, there are still some details that need to be discussed.

In classification method I, we used two datasets and two machine learning algorithms to classify 2000 and 2017 images, and the only difference with these two datasets is the NDVI feature. Some studies have shown that NDVI is a good indicator to detect and monitor vegetation condition, especially during vegetation growing season [14,18,51]. In addition, some researchers pointed out that vegetated land cover were found to have better NDVI agreement than non-vegetated land cover types using different platforms such as Landsat 8 OLI, Landsat 7 ETM+ and Moderate Resolution Imaging Spectroradiometer (MODIS) [52]. When we process remote sensing images that are in vegetation-covered areas such as grassland, cropland and forests, we can definitely improve the accuracy of the result [14,53], and our results also are in line with these studies. However, comparison of each land cover’s sensitivity with different machine learning algorithms and different years (Figure 2), we found that some land covers such as Bareland and Water in 2000 images have more unstable sensitivity. In the disaster area, these two land covers are more complex than other types land covers; even if we add one more feature (NDVI), these land covers still cause some errors. In addition, we also noticed that Bareland in 2017 image had lower sensitivity (50%) (Figure 2) and visualization results showed that the Bareland area is bigger than expected (Figure 4). We acquired remote sensing images at dry season, and some agricultural areas were at fallow season and this limitation is the main factor to affect the performance of Bareland. This finding also determined that classifying more complex land surface that contains Urban or Bareland land cover types, NDVI does not help to improve the performance.

In the classification method II, we used dataset B to create a training pool and classified 2000 and 2017 images with support vector machine and decision tree algorithms. Sensitivity analysis claimed that this image processing method has better performance than classification method I. To analyze land use and land cover change over time, there are some common methods such as image differencing, principal component analysis, and post-classification comparison [54]. The general idea of these methods is that we need to classify remote sensing images and compare the different processed images, which make the image classification become the most important part during the change detection analysis. Many studies have tried these two algorithms to classify single year’s remote sensing image and their classification results indicated that these two machine learning algorithms are the robust methods to process remote sensing images [17,20,21,25]. However, when considering different year’s remote sensing images, processing methods such as classification I in this study could run into some errors and increase the bias of processed image analysis. Compared with the classification I method, we found that classification II method has better performance than classification I method, which can reduce the potential errors and improve change detection analysis. For example, the overall quality of the processed images is better because we can identify more details in the disaster area (Figures 4 and 5). Nevertheless, there are some uncertainties in some land covers such as Bareland, Water and Urban. We carefully selected training data from different year’s remote sensing images and optimized the classifier model, but the sensitivities of these three land covers are still low in 2000 images. In spite of these shortcomings, our findings still provided a new approach to analyze land use and land cover change detection at a local scale.

5.2. Limitations about Remote Sensing Images and Algorithms

We chose the Landsat 7 ETM+ and the Landsat 8 OLI images to do the classification, and results indicated that the Landsat 8 images had better performance than the Landsat 7 image. Compared with Landsat 7, Landsat 8 has higher 12-bit radiometric resolution and more precise geometry, which can avoid potential error and achieve a better performance. In addition, different types of sensors, spectral band responses, instrument performances, and atmospheric conditions at the time of observation could increase bias in each remote sensing image [52]. For example, near infrared band in Landsat 7 ETM+, the range is from 0.772 to 0.898 um, but in Landsat 8 OLI, the range changed to 0.851–0.879 um to avoid water vapor absorption. In addition, the OLI sensor in Landsat 8 employs the pushbroom
technology, which enables the data acquisition with much better signal-to-noise (SNR) performance and higher radiometric resolution [55].

The limitation of the spatial resolution can also reduce the accuracy of remote sensing image processing. For example, many studies used Landsat product to process remote sensing images, because of its finer spatial resolution compared to MODIS or other coarser resolution data products. But it is highlighted that one single pixel in Landsat product is about 900 m² and the one pixel could just have one type of land cover or could mix with others. In our study, one possible reason of some land cover types had lower sensitivity is mixed pixels, which could cause misclassification. For instance, some river channels are narrow in this disaster area and one pixel could have reflectance errors with mixed land cover. In addition, in this study, dry season remote sensing images could arise problems. For example, some agriculture areas were fallow during the dry season, and the boundary of mine areas had similar reflectance with some urban areas, even if we had Google Map as a reference, there could also occurred misclassification problems.

Recently, support vector machine and decision tree algorithms have been broadly used by the remote sensing community to solve classification problems, and some studies also concluded that support vector machine can generate better results compared to the decision tree algorithm [7,24,56]. Processing remote sensing images is a difficult task; our results showed that decision tree is not the best one to process different year’s remote sensing images using the classification II method.

With the development of computer sciences, some studies have started to apply deep learning technique to process remote sensing images [57–59]. Because of the unique character of remote sensing images, some deep learning techniques such as Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) have been proven to generate a higher performance [60–62]. Nevertheless, there are some parts that need to be improved in future research. First, we can use the same Landsat products and collect more data to avoid different Landsat product problems and solve dry season reflectance problems. Second, to improve the accuracy of the result, we can consider an object-based approach and add more secondary information as features to improve the accuracy.

6. Conclusions

Disasters are an unpredicted way to change land use and land cover and affect local environment; remote sensing images are primary data sources to map land cover and analyze land cover change. In this study, we used two datasets and two classification methods to test whether NDVI can improve the accuracy of processing images and if it is easy to create a training data pool to classify different years Landsat images use support vector machine and decision tree algorithms. We collected the dry season of 2000, 2001, 2002, 2013, 2015, 2016, and 2017 images and did atmosphere correction. After image preparation, we classified 2000 and 2017 Landsat images using classification methods I and II. We validated training models using ten-fold cross-validation and chose optimal models to process the whole disaster area. We assessed classification I images, and the overall accuracy was higher than 80%. Analyzing each land cover’s sensitivities, we found that NDVI can help improve the accuracy of vegetated land cover types. After we got classification II images of 2000 and 2017, we also assessed their accuracies and calculated each land cover type’s sensitivity, and the overall accuracy was around 80%. Finally, we estimated each land cover change, and found that from 2000 to 2017, Forests decreased by 174.64 km² but the Urban area, Agriculture and Mine sites increased by 13.69 km², 121.34 km² and 27.15 km², respectively.

In the present study, although there are some limitations about remote sensing data and machine learning algorithms, we still conclude that it is feasible to use the same training data pool to classify different year’s Landsat images using support vector machine and decision tree algorithms. We also proved that NDVI as a broadly used vegetation index can improve the accuracy of classification at vegetated covered land in disaster areas. Our findings can apply to other similar areas with limited data sources to help land planners to effectively manage land use and land cover and analyze land changes over time.
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