Analysis of Stochastic Distances and Wishart Mixture Models Applied on PolSAR Images
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Abstract: This paper address unsupervised classification strategies applied to Polarimetric Synthetic Aperture Radar (PolSAR) images. We analyze the performance of complex Wishart distribution, which is a widely used model for multi-look PolSAR images, and the robustness of five stochastic distances (Bhattacharyya, Kullback-Leibler, Rényi, Hellinger and Chi-square) between Wishart distributions. Two unsupervised classification strategies were chosen: the Stochastic Clustering (SC) algorithm, which is based on the K-means algorithm but uses stochastic distance as the similarity metric, and the Expectation-Maximization (EM) algorithm for Wishart Mixture Model. With the aim of assessing the performance of all algorithms presented here, we performed a Monte Carlo simulation over a set of simulated PolSAR images. A second experiment was conducted using the study area of Tapajós National Forest and the surrounding area, in Brazilian Amazon Forest. The PolSAR images were obtained by the satellite PALSAR. The results, in both experiments, suggest that the EM algorithm and the SC with Hellinger and the SC with Bhattacharyya distance provide a better classification performance. We also analyze the initialization problem for SC and EM algorithms, and we demonstrate how the initial centroid choice influences the final classification result.
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1. Introduction

Synthetic Aperture Radar (SAR) image classification has an important role in socioeconomic applications, and it has become fundamental in environmental monitoring. The major advantages of SAR sensors are daylight independence, less influence of weather, and, depending on the wavelength, clouds, dust, or even the vegetation canopy would be transparent to the sensor’s frequency spectrum. In addition, the use of PolSAR (Polarimetric Synthetic Aperture Radar) images, which measures the target backscattering in different polarization, can provide further information such as soil moisture, surface roughness, target shape, and geometry.

Although PolSAR system can provide high spatial resolution images, those are contaminated by an interference pattern called speckle, a common phenomenon on coherent systems, which cannot be avoided. The speckle causes a granular pattern in SAR images, making the analysis of objects contained within the image difficult, and it can lead to a reduction in classification accuracy and segmentation effectiveness [1]. Nevertheless, the speckle has rich statistical information, which can be explored by attributes derived from Information Theory, such as divergences [2], entropy [3] and, as explored in this work, stochastic distances [4]. Stochastic distances are any non-negative, symmetric function between two Probability Density Functions (PDF), which obeys the triangular inequality [5].
Understanding PolSAR speckle statistic is essential to have a good comprehension about the scattering mechanisms. Hence, a huge effort to characterize the statistical properties of PolSAR images has been done, for instance, by [5–8]. The statistical analysis can improve the PolSAR image interpretation by presenting the proper statistical distribution to model it, helping to develop smart algorithms for speckle filtering [9], segmentation [10–12], feature extraction [13] and classification [14–17].

Classification is one of the most important tools for image interpretation and analysis. It consists of assigning the same label to a set of data samples that share common properties, with the goal of reducing the amount of information and simplify the data interpretation. Classification methods can be either supervised or unsupervised. Supervised classification requires prior information (training samples), while in unsupervised classification the prior information is not available, therefore a common way of performing unsupervised classification relies on clustering algorithms.

The main goal of clustering techniques is to maximize the inner cluster homogeneity and the inter clusters heterogeneity based on the data set natural evidence of division. However, to cluster a data set, from which no information is known, could be a difficult task, even harder in noise and interference presence. Therefore, seeking for an appropriated clustering technique is imperative to reach an optimum classification result. The fundamental challenges on clustering technique choosing are the identification of:

(a) Data set type (numerical real, numerical complex, categorical);
(b) Data set normalization need;
(c) Outliers, and how to deal with them;
(d) Number of clusters;
(e) Cluster shape;
(f) Similarity measure;
(g) The initial centroid location choice.

The proper statistical model definition helps to characterize the data set and to derive information about outliers, cluster shape, and the appropriated similarity measure. For instance, assuming a data set following a multivariate Gaussian distribution (multi-look PolSAR image in amplitude, for example), its covariance matrix defines the cluster shape. Considering the hyperspherical shaped cluster, the Euclidean distance would be suitable in this case. On the other hand, if the cluster has an elongated shape, a better approach would be to apply the Mahalanobis distance. Notwithstanding PolSAR images could be represented by its second-order polarimetric representation, this covariance matrix carries information about the target geometry rather than data set spreading behavior, as in the Gaussian PDF model. Therefore, new clustering techniques must be devised in order to handle PolSAR data properly.

In this work, we present a study about PolSAR image classification using two well-established clustering algorithms: the EM (Expectation-Maximization) and K-means. The EM algorithm softly assigns a sample to clusters, i.e., the EM computes the sample probability of being assigned to a cluster. Commonly, the EM algorithm estimates the parameters of a Gaussian mixture model. However, PolSAR images are widely known for following the Wishart distribution, for this reason, the EM presented here maximizes the Wishart mixture model distribution expectation. The K-means algorithm partitions the data set by minimizing the square root error between a sample and centroids, due to that, this algorithm is biased towards hyperspherical clusters, consequently, it fails when clusters tend to spread among different shapes. For this reason, we propose the use of stochastic distances as a similarity measure of the K-means algorithm, named, hereafter, Stochastic Clustering (SC) algorithm. In this work, we consider the following stochastic distances between Wishart Distribution: Bhattacharyya, Kullback-Leibler, Hellinger, Rényi of order $\beta$ and Chi-square.

This study aims to explore procedures for improving PolSAR image classification. We analyze seven classification algorithms—EM for Wishart mixture model distribution, SC using
Bhattacharyya distance, SC using Kullback-Leibler distance, SC using Hellinger distance, SC using Rényi of order \( \beta \) distance, SC using Chi-square distance, and the traditional K-means—applied in two experiments. The first experiment performs a Monte Carlo simulation over a set of simulated PolSAR images to find all possible classification outcomes for each algorithm, allowing us to produce a quantitative analysis of the results. In the second experiment, we applied the algorithms on an ALOS/PALSAR image from a Brazilian Amazon region.

This paper is organized as follows. Section 2 describes the PolSAR image representation and its multivariate complex Wishart distribution. In Section 3 the stochastic distances used in this work are presented. Section 4 presents how stochastic distances are applied to the K-means algorithm strategy. Section 5 defines the Wishart mixture model and describes how to estimate its parameters using the Expectation-Maximization algorithm. Section 6 shows the results of simulated images and a PolSAR image obtained by the satellite PALSAR. Section 7 presents the results discussion. Finally, our conclusions are presented in Section 8.

2. PolSAR Image Representation

The electromagnetic wave propagation is mainly characterized by its electrical field behavior, usually by its polarization. The polarization happens when the electrical field distorts the electrons cloud in a particular direction, being the linear a common polarization state. A SAR system that incorporates the linear polarization combinations between Vertical (\( v \)) and Horizontal (\( h \)) directions for transmitted and received waves is named PolSAR, and its images, when in QUAD-POL mode, could be represented by the scattering matrix \( S \), given by:

\[
\mathbf{S} = \begin{pmatrix}
S_{hh} & S_{vh} \\
S_{vh} & S_{vv}
\end{pmatrix}
\]  

(1)

where \( S_{xy} \), with \( x \in \{ h, v \} \) representing the transmitted wave and \( y \in \{ h, v \} \), representing the received wave, contains amplitude and phase information of a specific target. The elements on \( S \) main diagonal are named ‘co-pol’ and the elements on secondary diagonal are named ‘cross-pol’.

The scattering behavior of targets in matrix \( S \) depends, among other things, on the coordinate systems. The coordinate system considered in this work is the Back Scattering Alignment (BSA), where the transmitting and receiving antennas are collocated in space. Due to this, electromagnetic waves have a reciprocal medium. In the BSA coordinate system, the reciprocity theorem says that the cross-pol channels of the scattering matrix are equal, i.e., \( S_{vh} = S_{hv} \). Usually, for the studying of PolSAR statistical behavior, is more convenient to represent the matrix \( S \) as a lexicographic basis vector [18]. Therefore, under the reciprocity theorem, the scattering vector could be expressed as:

\[
\vec{s} = [S_{hh}, \sqrt{2}S_{hv}, S_{vv}]
\]  

(2)

The vector \( \vec{s} \) represents a single-look PolSAR data. Since PolSAR data is affected by speckle, a common approach to reduce the speckle is to perform the multi-look processing. From the statistical point of view, the multi-look processing is defined as the averaging of \( L \) neighboring samples, resulting in the covariance matrix \( Z \) defined in Equation (3).

\[
\mathbf{Z} = \frac{1}{L} \sum_{\ell=1}^{L} \vec{s}(\ell) \vec{s}(\ell)^\dagger = \frac{1}{L} \sum_{\ell=1}^{L} \begin{pmatrix}
|S_{hh}(\ell)|^2 & \sqrt{2}S_{hh}(\ell)S_{hv}(\ell) & S_{hh}(\ell)S_{vv}(\ell) \\
\sqrt{2}S_{hv}(\ell)S_{hh}(\ell)^* & 2|S_{hv}(\ell)|^2 & \sqrt{2}S_{hv}(\ell)S_{vv}(\ell)^* \\
S_{vv}(\ell)S_{hv}(\ell)^* & \sqrt{2}S_{vv}(\ell)S_{hv}(\ell) & |S_{vv}(\ell)|^2
\end{pmatrix}
\]  

(3)

where \( ^\dagger \) denotes the conjugate transpose, \( ^* \) represents the complex conjugate and \(|.|\) means the absolute value of a given number.
Let $Z = \{Z_1, ..., Z_N\}$ be a random variable data set with $N$ samples and $L$ number of looks. The matrix $Z$ follows the complex multivariate Wishart distribution (Equation (4)). Therefore the PolSAR data can be described by the two Wishart parameters: the covariance matrix, where $|Z|$ is related to image brightness and the number of looks $L$ which is related to signal to noise ratio.

$$f(Z; \Sigma, L) = \frac{L^{qL} |Z|^{L-q}}{|\Sigma|^L \Gamma_q(L)} \exp\{-L\text{Tr}(\Sigma^{-1}Z)\}$$

where $\Sigma = E(Z)$, $E(.)$ is the expectation operator, $\Gamma_q(.)$ is the Gamma function, $q$ is the covariance matrix order, $\text{Tr}(.)$ is the matrix trace, and $|.|$ is the matrix determinant.

### 3. Stochastic Distances

Stochastic distance has its roots in information theory, which main concepts are entropy and information. The primary goal of entropy is to quantify the amount of information in a data set. Even though the entropy can provide the average rate of information produced from a stochastic process, it cannot measure whether a given PDF is more suitable to data set than another.

In order to overcome this task, Kullback and Leibler [19] introduced the relative entropy concept, also known as Kullback–Leibler divergence. This divergence computes the logarithmic difference between two distributions’ expectations. More generally, a divergence is any non-negative function that gauges the contrast between two PDF [5]. Following Kullback and Leibler [19] work, a number of divergence classes were developed, among then, Salicrú [20] defined the class of entropy $h - \phi$, where $h$ is a strictly increasing function and $\phi$ is a convex function.

Let $X$ and $Y$ be random variables following Wishart distribution and having density $f_X(Z; \Sigma_X, L)$ and $f_Y(Z; \Sigma_Y, L)$ respectively, with parameter $\{\Sigma_X, L\}$ and $\{\Sigma_Y, L\}$, the divergence between $f_X$ and $f_Y$ is given by [5]:

$$D^h_\phi(X, Y) = h\left(\int_A \phi\left(\frac{f_X(Z; \Sigma_X, L)}{f_Y(Z; \Sigma_Y, L)}\right) f_Y(Z; \Sigma_Y, L) dZ\right)$$ (5)

where $A$ is sample space of positive defined matrices.

Changing the parameters $h$ and $\phi$, several divergences can be derived from Equation (5), for instance, the Bhattacharyya, Kullback-Leibler, Hellinger, Rényi of order $\beta$ and Chi-square. However, as the symmetry property is not necessarily satisfied, divergences cannot be defined as a metric. To address the symmetry problem, the simplest solution to generate a symmetric divergence is defined as [21]:

$$d(X, Y) = d(Y, X) = \frac{D^h_\phi(X, Y) + D^h_\phi(Y, X)}{2}$$ (6)

The function $d(X, Y)$ is defined as a distance, once the following properties are satisfied: non-negativity, symmetry, and definiteness. According with [5], distances between random variables which follows the same PDF, could be indexed by their parameters. Therefore, stochastic distances can be simplified into a distance between parameters $d(\{\Sigma_X, L\}, \{\Sigma_Y, L\})$. Assuming an equal number of looks $L$ for the entire analysed data set, the distance could be summarized as a distance between covariance matrices $d(\Sigma_X, \Sigma_Y)$. Based on that, Nascimento [8] derived the distances presented hereafter:

1. **Bhattacharyya**

   $$d_{\text{WB}}(\Sigma_X, \Sigma_Y) = L \left[\frac{\log|\Sigma_X| + \log|\Sigma_Y|}{2} - \log\left(\frac{\Sigma_X^{-1} + \Sigma_Y^{-1}}{2}\right)^{-1}\right]$$ (7)

2. **Kullback-Leibler**

   $$d_{\text{KL}}(\Sigma_X, \Sigma_Y) = L \left[\frac{\text{Tr}(\Sigma_X^{-1}\Sigma_Y + \Sigma_Y^{-1}\Sigma_X)}{2} - q\right]$$ (8)
3. Hellinger

\[ d_{W_H}(\Sigma_X, \Sigma_Y) = 1 - \left[ \frac{2^{-1}(\Sigma_X^{-1} + \Sigma_Y^{-1})^{-1}}{\sqrt{\Sigma_X \Sigma_Y}} \right]^L \]  

(9)

4. Rényi of order \( \beta \)

\[ d_{W_\beta}(\Sigma_X, \Sigma_Y) = \frac{\log 2}{1 - \beta} + \frac{1}{\beta - 1} \log \left( \left| \frac{\Sigma_X}{\Sigma_Y} \right|^{\beta - 1} \right) + \frac{1}{\beta - 1} \left| \frac{\Sigma_X}{\Sigma_Y} \right|^{\beta - 1} \]

(10)

5. Chi-square

\[ d_{W_\chi^2}(\Sigma_X, \Sigma_Y) = \frac{1}{4} \left\{ \left[ \frac{1}{|\Sigma_X|^2} \right] \text{abs} \left( (2\Sigma_Y^{-1} - \Sigma_X^{-1})^{-1} \right) \right\}^L + \left[ \frac{1}{|\Sigma_X|^2} \right] \text{abs} \left( (2\Sigma_Y^{-1} - \Sigma_X^{-1})^{-1} \right) \]

(11)

where \( q \) is the matrix order, \( |\cdot| \) represents the matrix determinant, \( \text{Tr}(\cdot) \) means the matrix trace, \( \cdot^{-1} \) indicates the inverse of a matrix and \( \text{abs}(\cdot) \) denotes the absolute value.

4. Stochastic Clustering Algorithm

Let \( x = \{ x_1, ..., x_N \} \) be the data set of unknown samples to be clustered and \( c = \{ c_1, ..., c_K \} \) be the set of \( K \) centroids, the K-means algorithm divides the data set \( x \) into \( K \) clusters based on the minimal Euclidean distance between a sample \( x_n \) and a centroid \( c_k \). The association equation is represented as:

\[ J = \sum_{n=1}^{N} \sum_{k=1}^{K} u_{nk} d(x_n, c_k) \]  

(12)

where \( u_{nk} = 1 \) if \( x_n \) belongs to cluster \( c_k \), or \( u_{nk} = 0 \) otherwise, and \( d(\cdot) \) represents the distance metric.

Typically the K-means algorithm handles data set in Euclidean Space, i.e., the data set \( x \) is represented as a \( m \)-tuple of real numbers defined by its centroid. However, the PolSAR covariance matrices set \( Z \) do not form an Euclidean space [22], therefore the Euclidean distance isn’t the most suitable metric to this kind of data. Indeed, in this work, we propose the use of stochastic distances, described in Section 3, as a similarity metric for K-means strategy, named Stochastic Clustering (SC). In this approach, the association equation is represented as:

\[ J = \sum_{n=1}^{N} \sum_{k=1}^{K} u_{nk} \Sigma(n, \Sigma_k) \]  

(13)

and the rule for updating the cluster centroid is given by:

\[ \Sigma_k = \frac{\sum_{n=1}^{N} u_{nk} Z_n}{\sum_{n=1}^{N} u_{nk}} \]  

(14)

Figure 1 presents the steps of the SC algorithm. The first step consists in converting the PolSAR data into a set of covariance matrices \( Z = \{ Z_1, ..., Z_N \} \), then the initial centroids are randomly selected. Thereupon, new partitions are generated by assigning each sample to its closest cluster center by applying Equation (13). The algorithm convergence is verified. If this verification fails, the centroids are updated using Equation (14), otherwise, the final clustering is achieved.

The time complexity of K-means algorithm, and, therefore, the time complexity of the Stochastic Clustering algorithm, depends upon inputs parameters definition. If the number of centroids are fixed, then the problem admits polynomial-time approximation schemes. Moreover, when the number
of centroids ($K$), number of samples ($N$) and number of iterations ($i$) are defined, the K-means has complexity $O(KNi)$ [23]. In this work we defined $i \ll N$ and $k \ll N$, therefore the complexity is $O(N)$.

![Stochastic Clustering algorithm flowchart.](image)

**Figure 1.** Stochastic Clustering algorithm flowchart.

### 5. Expectation Maximization of Wishart Mixture Model

The EM algorithm is an iterative procedure that uses the maximum a posteriori rule to compute the maximum likelihood of a mixture model distribution. Assuming \( Z = \{Z_1, \ldots, Z_N\} \) as set of observed complex covariance matrices, the Wishart mixture model can be expressed by [24]:

\[
f(Z_n; \Psi) = \sum_{k=1}^{K} \pi_k f_k(Z_n; \Sigma_k, L)
\]

where $K$ is the number of Wisharts within the mixture, \( \Psi = \{\pi_1, \ldots, \pi_K, \Sigma_1, \ldots, \Sigma_K, L\} \) is the mixture model parameter vector and $\pi_k$ is the weighting factor per Wishart. Since the EM must be executed over all $Z$ samples, the complete-data log likelihood is formulated as:

\[
\log L(\Psi) = \sum_{n=1}^{N} \sum_{k=1}^{K} u_{nk} \log \left( \pi_k f_k(Z_n; \Sigma_k, L) \right)
\]

where $u_{nk} = 1$ if the sample $n$ produces a measurement $k$, and $u_{nk} = 0$ otherwise.

At every iteration the EM algorithm consists in two steps:

1. **The Expectation or E-step.** In E-step the log-likelihood of the observed data $Z_n$, given the estimated parameter $\Psi^t$, is calculated as:

\[
Q(\Psi, \Psi^t) = \sum_{n=1}^{N} \sum_{k=1}^{K} u_{nk} \left[ \log(\pi_k^t) - L \log |\Sigma_k^t| + (L - q) \log |Z_n| - \text{tr}(\Sigma_k^t Z_n) \right]
\]

2. **The Maximization or M-step.** The M-step finds the new $\Psi^{t+1}$ estimation by maximizing $Q(\Psi, \Psi^t)$:

\[
\Psi^{t+1} = \frac{\partial Q(\Psi, \Psi^t)}{\partial \Psi} = 0
\]
Since the parameter $\Psi$ is composed of $\pi_k$ and $\Sigma_k$, the parameter optimization is done by setting the respective partial derivative to zero. The optimization with respect to $\pi^{t+1}_k$ can be summarized as:

$$\pi^{t+1}_k = \frac{1}{N} \sum_{n=1}^{N} u_{n,k}$$  \hspace{1cm} (19)

and the new estimation for $\Sigma^{t+1}_k$ is given by:

$$\Sigma^{t+1}_k = \frac{\sum_{n=1}^{N} u_{n,k} Z_n}{\sum_{n=1}^{N} u_{n,k}}$$  \hspace{1cm} (20)

Figure 2 shows the steps applied for the EM algorithm. In the beginning, the PolSAR data sample shall be upload and transformed into covariance matrices. After that, the EM steps are executed: first the E-step followed by the M-step; the convergence is checked and if the algorithm does not converge, then the parameters are updated, otherwise, the final clustering is computed.

Figure 2. Expectation Maximization for Wishart Mixture Model flowchart.

The EM algorithm, as SC algorithm, has time complexity $O(KNi)$, where $K$ is the number of centroids, $N$ is the number of samples and $i$ number of iterations. In the same way as for SC algorithm, $i \ll N$ and $K \ll N$, therefore the complexity is $O(N)$.

6. Applications

In this study we address the unsupervised PolSAR image classification topic and explore the potential of stochastic distances applied to clustering techniques by classifying PolSAR images with the following techniques:

1. Expectation-Maximization for Wishart mixture model distribution (EM-W);
2. Stochastic Clustering using Bhattacharyya distance (SC-B);
3. Stochastic Clustering using Kullback-Leibler distance (SC-KL);
4. Stochastic Clustering using Hellinger distance (SC-H);
5. Stochastic Clustering using Rényi of order $\beta$ distance (SC-R). The selected value of the Rényi’s order ($\beta$) was 0.9;
6. Stochastic Clustering using Chi-square distance (SC-C);
7. K-means using Euclidean distance (KM-E);

In order to quantify the sensitiveness of the techniques above-mentioned a Monte Carlo simulation over a set of one hundred simulated PolSAR images was conducted, the experiment description can be
found in Section 6.1. Aiming to ratify the Monte Carlo simulation results a second experiment was conducted using an ALOS/PALSAR image from a Brazilian Amazon forest region, the experiment description and classification results are discussed in Section 6.2.

6.1. Experiment I

6.1.1. Image Simulation

Electromagnetic signals emitted by the radar interacts with elementary scatterers within a resolution cell, as shown in Figure 3a. The elementary scatterers reflect the signal and part of the backscattering is detected by the radar receiver antenna. The received signal $S$, which will be later transformed into an image pixel value, is the result of a coherent sum of $W$ waves reflected by many elementary scatterers, and it is defined by Equation (21):

$$ S = \sum_{w=1}^{W} s_w e^{j\phi_w} = s_a + js_b $$

(21)

where $j = \sqrt{-1}$.

If the scatters returns are constructively added, the signal will be stronger, as shown in Figure 3b. However, if the returned waves are out of phase, then the signal will be destructively added, resulting in a weak signal, as shown in Figure 3c. Due to that, a pixel-to-pixel variation in intensities appears on radar images.
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**Figure 3.** (a) Resolution Cell. (b) Constructive sum of scatters returns. (c) Destructive sum of scatters returns.

In this work, for simulation purposes, only smooth surface scenarios are considered. The surface roughness is defined by the Rayleigh Criterion, which says that a surface is smooth if $\delta h < \frac{\lambda}{8 \cos \theta_i}$, where $\delta h$ is the standard deviation of surface roughness, $\lambda$ is the radar wavelength and $\theta_i$ is the incident angle. Given a smooth surface, where there is no dominant scatterer and where the number of scatterers is large, by the Central Limit theory, the components $s_a$ and $s_b$ are assumed to be identically Gaussian distributed with zero mean and a variance denoted as $\sigma^2/2$ [1].

Since the PolSAR scattering information can be represented by a complex vector $S_q^T = [s_1 + js_4, s_2 + js_5, s_3 + js_6]$, $S_q$ follows a circularly symmetric multivariate complex Gaussian distribution, denoted by $S_q \sim C\mathcal{N}(0, \Sigma_q)$. Under the assumption of circular symmetry of $S_q$, the pixel simulation is done by sampling the vector with real values $\mathbf{x}_2^q = [s_1, s_2, s_3, s_4, s_5, s_6]$, such that $\mathbf{x}_2^q \sim \mathcal{N}(0, \Sigma_2q)$ [25], where $\Sigma_2q$ is described as:

$$ \Sigma_2q = \frac{1}{2} \begin{pmatrix} \Re(\Sigma_q) & -\Im(\Sigma_q) \\ \Im(\Sigma_q) & \Re(\Sigma_q) \end{pmatrix} $$

(22)

where $\Re(.)$ and $\Im(.)$ represents the real and imaginary part of a complex number.
The covariance matrices $\Sigma_q$, used in the simulation process, were estimated from a PolSAR image acquired by the airborne sensor SAR-R99B in L-band from the Brazilian SIVAM (Amazon Surveillance System). The 1-look image, presented in Figure 4a, has polarization $hh$, $hv$, $vv$. Table 1 presents the average complex covariance matrices, estimated from five samples taken from the 1-look image (Figure 4a). Since the covariance matrix is Hermitian, only the upper triangle is presented in Table 1.

![Legend](image1)

Table 1. Average complex covariance matrix samples calculated from five samples of each class taken from R99B Sensor Image.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Covariance Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>$\begin{bmatrix} 0.000761 &amp; -0.0000749 &amp; 0.000138 + i0.000839 \ 0.002485 &amp; 0.000590 &amp; -i0.000045 \ 0.003227 &amp; 0.0001879 &amp; 0.015434 \end{bmatrix}$</td>
</tr>
<tr>
<td>Class 2</td>
<td>$\begin{bmatrix} 0.012859 &amp; 0.001219 &amp; 0.003911 + i0.001879 \ 0.033695 &amp; 0.000849 &amp; -i0.001182 \ 0.003227 &amp; 0.0001879 &amp; 0.015434 \end{bmatrix}$</td>
</tr>
<tr>
<td>Class 3</td>
<td>$\begin{bmatrix} 0.002963 &amp; 0.000486 + i0.000155 &amp; 0.000341 + i0.000143 \ 0.008689 &amp; 0.0000203 &amp; -i0.000824 \ 0.004335 &amp; 0.0000435 &amp; 0.043237 \end{bmatrix}$</td>
</tr>
<tr>
<td>Class 4</td>
<td>$\begin{bmatrix} 0.001405 &amp; -0.0000257 &amp; 0.000436 + i0.000941 \ 0.006056 &amp; 0.0000492 &amp; -i0.000216 \ 0.004237 &amp; 0.000435 &amp; 0.043237 \end{bmatrix}$</td>
</tr>
<tr>
<td>Class 5</td>
<td>$\begin{bmatrix} 0.000489 &amp; -0.0000522 &amp; 0.00138 + i0.000529 \ 0.001211 &amp; 0.0000330 &amp; -i0.000858 \ 0.002567 &amp; 0.0000435 &amp; 0.043237 \end{bmatrix}$</td>
</tr>
<tr>
<td>Class 6</td>
<td>$\begin{bmatrix} 0.001870 &amp; 0.0000812 &amp; 0.000126 + i0.000608 \ 0.0032809 &amp; 0.0001211 &amp; -i0.000167 \ 0.002586 &amp; 0.0000435 &amp; 0.043237 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

According to [5] the number of looks alters the data set distribution in a non-linear way, which can be perceived by the stochastic distances. As lower the number of looks, more sensitive are the distances to smaller differences between classes, leading to a noisier classification result. In this work, we choose to simulated the images with a low number of looks in order to identify the distances with robustness to noise.

The simulated images, with 3 looks, were obtained from a phantom image (Figure 4b) sizing 240 by 240 pixels. The phantom image contains 36 segments sizing 40 by 40 pixel each. One example of a simulated image is shown in Figure 4c, this image is a color composition of PolSAR in amplitude, where $R = S_{hh}, G = S_{hv}$ and $B = S_{vv}$. 
6.1.2. Monte Carlo Simulation Results

The SC, EM, and K-means are greedy algorithms [26], i.e., they are algorithms that make a locally optimal choice at each stage with the goal of finding the global optimal solution to the entire problem. Due to that, those algorithms usually converge to a local minimum, being able to converge to the global optimum when clusters are well separated. Therefore a Monte Carlo simulation is conducted in this work in order to perform the analysis of clustering convergence and the overall classification accuracy.

The Monte Carlo simulation allows the accuracy analysis of the seven above-cited algorithms: EM-W, SC-B, SC-KL, SC-H, SC-R, SC-C, and KM-E, in order to determine which algorithm gives the best classification. At each Monte Carlo iteration, the algorithms shared the same initial parameters: number of classes, initial centroids, and number of algorithm iteration. All computations were based on a set of one hundred randomly simulated PolSAR images, where each simulated image was tested ten times for different algorithm’s initial parameters. It means that one thousand Monte Carlo iterations were executed for each algorithm. In this experiment the simulated images contain six classes, the initial centroids are randomly chosen and the algorithms stop criteria is the number of iteration equal to five.

The flowchart of the Monte Carlo Simulation is outlined in Figure 5. The first step consists of simulating PolSAR image and generating its Truth Map, which will be later used as true values for computing the classification overall accuracy. Then, K initial centroids are randomly chosen. In the next step, the seven classifications are executed, and the overall accuracy of all classification is computed. Each image pass through the Monte Carlo Simulation steps ten times, and after one thousand iterations, the Monte Carlo Simulation stops.

![Figure 5. Monte Carlo simulation flowchart.](image)

The overall accuracy values were obtained from a confusion matrix \( C \), where the true condition was given by the Truth map and the outcome condition was given by the classification result. The elements \( e_{ij} \), with \( i = j \), of \( C \) main diagonal, represent the number of samples correctly classified, i.e., the outcome label is equal to the true label; while off-diagonal elements \( e_{ij} \), with \( i \neq j \), represents the misclassified samples. The overall accuracy is defined as:

\[
\text{acc} = \frac{\text{Tr}(C)}{\sum_{i=1}^{\text{Tr}} \sum_{j=1}^{\text{Tr}} e_{ij}}
\]  

Figure 6 presents one simulated image example (Figure 6a) followed by its truth map (Figure 6b) and the classification result of algorithms: EM-W, SC-B, SC-KL, SC-H, SC-R, SC-C and KM-E, generated by one Monte Carlo simulation iteration. Figure 7 presents the respective confusion matrix of each
result showed in Figure 6. The confusion matrix is presented in a bubble chart type of chart, where three dimensions are considered: the truth map in horizontal axis, the classification outcome in vertical axis and the third dimension is the confusion matrix elements $e_{ij}$ value or size, which are represented in perceptual form, therefore the confusion matrix column shall be added up to 100%. The $e_{ij}$ values are displayed at the confusion matrix chart only if they are higher than 10%.

The particular result presented in Figure 6 shows a better performance of statistical approaches over the traditional method KM-E, except for SC-R and SC-C. The EM-W had the best classification result, displayed in Figure 6c, achieving 95.40% of overall accuracy, and the respective confusion matrix graph (Figure 7a) shows that this result had little confusion between classes, what directly reflects on its high accuracy result.

Figure 6. Simulated image classification result.
Figure 7. Cont.
The SC-B classification (Figure 6d) also had a good result, achieving 94.75% of overall accuracy. The Bhattacharyya distance is widely used to evaluate class separability, being an efficient tool for image segmentation and classification, and this efficiency is verified in the SC-B confusion matrix graphic (Figure 7b). In this graph, the values of the outcomes are concentrated in the main diagonal and the degree of uncertainty is low. The SC-H classification (Figure 6f) had an analogous result as SC-B, what is excepted due to the close relationship between the Hellinger and Bhattacharyya distance. The SC-KL classification (Figure 6e) achieved a quite similar result to SC-H and SC-B classification results, however, it had a slightly bigger degree of misclassification between Class 1 and Class 5, these two classes have similar intensity values (see Table 1).

The SC-R had the worst classification result, with only 17.36% of overall accuracy. According to [8] the Rényi of order $\beta$ under the $h - \phi$ structure has a complicated analytic expression that can lead to numerical instabilities. Since the simulated image has low covariance matrices values (see Table 1) the numerical errors of Rényi of order $\beta$ could be high enough to prevent the algorithm discrimination between classes, as can be seen at SC-R confusion matrix graph (Figure 7e). This graph shows that the misclassification occurs, mainly, with Class 1, Class 4 and Class 6, while the classes with higher or lower covariance matrix values are well discriminated, even though wrongly labeled.

The SC-C also had a bad overall accuracy result (45.27%) and this could be explained by the nature of this distance. The Chi-square distance is derived from Pearson’s chi-squared statistical test which is used for comparing discrete probability distributions, for instance, histograms. Therefore this distance struggles to discriminate small variances between classes [27], as can be seen in SC-C confusion matrix graph (Figure 7f), this algorithm has the noisier classification result. Finally, the KM-E classification also had a bad overall accuracy result (51.74%) and was not able to correctly classify the pixels from Class 6, misclassifying those as Class 1. As SC-C, the KM-E also has a noisier classification result.

Figure 8 synthesizes the Monte Carlo simulation classification accuracy outputs. In this graph, on each blue box, the bottom and top edges indicate the 25th and 75th percentiles of the overall accuracy outcomes, the central red mark indicates the median accuracy, the red circle indicates the mean accuracy and the outliers are plotted individually using the ‘+’ symbol in red.
The overall accuracy of EM-W algorithm, provided by the Monte Carlo simulation and showed in Figure 8, presents the highest dispersion, meaning that some classifications are really good and others really bad, while the average accuracy is between 45% and 62%. Factors that influence the clustering performance are the algorithm convergence criteria or the number of iterations, initial centroid, outliers and so on. Since the number of iteration is fixed in five, the EM-W algorithm may not converge during this limited number of iteration leading to low accuracy results. The SC-B, SC-KL, SC-H have the most balanced results, were the first quartile and third quartile are between 60% and 95%. Those algorithms have the same number of iteration as the EM-W, therefore SC-B, SC-KL, SC-H may converge to the local optimum quicker than EM-W. As excepted the SC-R and SC-C presents the lower and less dispersed accuracy values. The KM-E has a medium result, having the first quartile and third quartile between 55% and 65%.

According to results shown in Figure 8 and Table 2, higher mean accuracy values were obtained for SC-H, SC-B, SC-KL algorithms respectively, followed by the KM-E, EM-W, and the worst classification results came with SC-R and SC-C. However, the accuracy standard deviation, for all algorithms, are reasonable, especially for SC-H, SC-B and SC-KL algorithms, which indicates a high dependency of those algorithms on the choice of initial centroids.

<table>
<thead>
<tr>
<th>Table 2. Algorithms Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Average Accuracy</td>
</tr>
<tr>
<td>Average STD</td>
</tr>
</tbody>
</table>

Frequently, the algorithms analyzed in this work can be trapped in a local minimum, which led to incorrect clustering results. One of the reasons why this happens is the choice of initial centroids. Bad initial centroids choosing happens when the centroids are selected from the same class, or when they are in the border of two classes, and especially it comes from the overlays. In order to investigate the initial centroids dependency, a simulated PolSAR image containing six classes was selected and the classifications were performed considering six different scenarios:

1. S01: All six initial centroids were selected from the one class;
2. S02: The six initial centroids are distributed over three class;
3. S03: The six initial centroids were picked from the borders of two classes;
4. S04: Three initial centroids were selected in three different class, and the other three comes from the borders of two classes;
5. S05: All initial centroids comes from overlays;
6. S06: One initial centroid were picked per class.

Figure 9 and Table 3 shows the accuracy results for each classification algorithm per scenario, by those results, it can be seen that, even when the initial centroid is not good, the SC-H, SC-B have a better classification accuracy overall algorithms. However when the centroids have a good fit, i.e., when the centroids are taken from scenario S06, the accuracy results achieves high accuracy for EM-W, SC-H, SC-B, and SC-KL algorithm, with 95.29%, 94.77%, 94.67%, and 93.91% of accuracy respectively, while KM-E, SC-R, and SC-C present just a slightly better accuracy results for scenario S06 in comparison with others scenarios.

Table 3. Algorithms Accuracy (%).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>36.41</td>
<td>48.13</td>
<td>31.20</td>
<td>48.23</td>
<td>41.36</td>
<td>40.14</td>
<td>47.37</td>
</tr>
<tr>
<td>S02</td>
<td>36.06</td>
<td>48.02</td>
<td>34.45</td>
<td>48.12</td>
<td>45.46</td>
<td>30.74</td>
<td>45.72</td>
</tr>
<tr>
<td>S03</td>
<td>49.03</td>
<td>64.26</td>
<td>65.49</td>
<td>63.26</td>
<td>46.86</td>
<td>33.95</td>
<td>59.17</td>
</tr>
<tr>
<td>S04</td>
<td>65.30</td>
<td>58.68</td>
<td>60.62</td>
<td>58.78</td>
<td>30.35</td>
<td>35.77</td>
<td>56.67</td>
</tr>
<tr>
<td>S05</td>
<td>55.72</td>
<td>51.21</td>
<td>54.75</td>
<td>51.31</td>
<td>45.23</td>
<td>31.81</td>
<td>47.20</td>
</tr>
<tr>
<td>S06</td>
<td>95.29</td>
<td>94.67</td>
<td>93.91</td>
<td>94.77</td>
<td>47.79</td>
<td>44.15</td>
<td>62.97</td>
</tr>
</tbody>
</table>

Table 4 presents the execution time for each algorithm analysed in this work. All computations were performed in a computer with Intel Core i7 2.4GHz processor, 8GB of RAM, and Matlab 2018.

Table 4. Algorithms execution time (s).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>30.35</td>
<td>22.93</td>
<td>24.47</td>
<td>24.07</td>
<td>23.95</td>
<td>26.522</td>
<td>21.52</td>
</tr>
</tbody>
</table>

6.2. Experiment II

6.2.1. ALOS PALSAR Image description

The tested image showed in Figure 10, are from a study area of Tapajós National Forest, located in Belterra, State of Pará, Brazil. This area is considered an important conservation unit in the Brazilian Amazon Forest.
Figure 10. Study area of Tapajós National Forest, located in the state of Pará. The PolSAR color composition ($R = S_{hh}$, $G = S_{hV}$ and $B = S_{vv}$) image and the Truth Map image with the spatial distribution of classes.

The PolSAR images were obtained by the ALOS PALSAR sensor with approximately 20 m × 20 m spatial resolution, an estimated number of looks equal to 5, and polarization $hh$, $hv$, and $vv$. This image has the classes: Primary Forest, Pasture, Bare Soil, and three types of Agriculture (Agriculture 1, Agriculture 2 and Agriculture 3). Those classes, represented at the Truth map, were identified by a fieldwork campaign conducted by INPE (National Institute for Space Research).

6.2.2. Results

Figure 11 shows the results for PALSAR image and Figure 12 shows the respective confusion matrix bubble graph. We consider only the regions highlighted at the Truth map for initial centroid determination, confusion matrix determination and overall accuracy classification computation. As for simulated images, the overall accuracy was computed by the confusion matrix, where the true values were given by the Truth map, and the outcome values were given by the classification result. Since this image is a not simulated PolSAR image, the speckle is not controlled, therefore more confusion between classes is expected. We can see that the confusion matrices graphs displayed in Figure 12 are more dispersed than the confusion matrices graphs showed in Figure 7.

We applied the seven classification algorithms above-cited on PALSAR image, and compare the results of the classifications against the Truth map. The results show that, as for simulated images, the EM-W (Figure 11c), SC-B (Figure 11d) and SC-H (Figure 11f) had the good overall accuracy results (82.61% and 81.25% and 81.26%, respectively), closed followed by the SC-KL with 81.21% of overall accuracy. The KM-E algorithm achieved 57.44%, especially due to misclassifying of Agriculture 3 class, Bare Soil and Pasture. As for simulated images, the worst classification accuracy results came with SC-R and SC-C algorithms, having 4.93% and 34.64%, respectively.
Figure 11. The study area of Tapajós National Forest PALSAR image classification results.

Figure 12. Cont.
7. Discussion

This work uses the statistical information inherent in POLSAR images in order to achieve relatively high classification accuracy, using traditional clustering algorithms, as the EM and K-means. The EM algorithm for the Wishart mixture model has the goal of clustering a set of covariance matrices. The use of Wishart distribution to model PolSAR data leads to the homogeneity assumption, therefore real
images, i.e., not simulated, are up to face considerable modeling errors. However, mixture models are powerful tools for irregular distributions approximating when in the presence of hidden data.

The classical K-means uses the Euclidean distance, therefore it assumes that the variance of a given cluster is spherical, indeed this algorithm can be seen as a special case of Gaussian mixture models. Also, K-means needs linear separability among clusters to correctly distinguish them and has no prior probability for the K clusters, as the EM algorithm. In short, the K-means algorithm fails when dealing with PolSAR data having a low number of looks. To overcome this issue, in this work we used as similarity metric for K-means strategy the stochastic distances, and, since the centroids are not the cluster mean anymore, but the averaged covariance matrix, we named this approach as Stochastic Clustering. We presented five versions of SC, each considering a different stochastic distance, videlicet: Bhattacharyya, Kullback-Leibler, Rényi of order $\beta$, Hellinger and Chi-square.

In order to evaluate the SC algorithm performance, a Monte Carlo simulation was conducted over seven algorithms: EM-W, SC-B, SC-KL, SC-H, SC-R, SC-C and KM-E. The EM-W showed to have great potential, classifying the homogeneous areas with small errors, for instance, the primary forest class in Figure 11c had 99.9% of accuracy (Figure 12a). On average, the KM-E algorithm classification results for PolSAR images were underachieving, providing wrongly and noising classification even when the initial centroids were good.

The SC algorithm accuracy performance is highly dependent on the stochastic distance choice. According to [5] the Hellinger distance is the best option when dealing with Wishart distributed data. As expected, the SC-H had one of the best accuracy classification results, closely followed by the SC-B, that can be explained by the close relationship between Bhattacharyya and Hellinger distance. The SC-KL achieved good accuracy results as well. However, SC-R and SC-C had the lowest classification accuracy results, mainly due to numerical instabilities presented by Rényi of order $\beta$ and Chi-square distances. Besides that, the Chi-Square distance also produces higher variation in comparison to the other distances.

The Monte Carlo simulation exposed the dependency of all algorithms upon the correctness of the initial centroids. If the randomly chosen initial parameter is not good, then all the algorithms are likely to terminate at a local maximum or minimum, resulting in the non-optimized estimation, i.e., the algorithm may run a lot of iterations trapped in segments that are away from the global maximum or minimum. Therefore, choosing good candidates for the initial centroids of clustering algorithms is essential for clustering quality and performance. This implies that a better initial guess would make the convergence faster, reducing the amount of time spent in areas away from the global maximum. There are a large number of methods for initial centroids choosing. In [28] a comparative of eight commonly used methods for clustering initialization is presented, for instance, Ball and Hall’s method, Simple Cluster Seeking method, Maximin method, PCA (Principal Component Analysis) method and so on.

Another important factor that directly influences the PolSAR image classification result is the number of looks. Multi-look processing improves the classification results by reducing the speckle noise. However, one main goal of this work is to identify the metrics which are robust to noise interference. The Bhattacharyya, Kullback-Leibler and Hellinger distance proved to be great metrics to class separability. During the Monte Carlo simulation (where the PolSAR images were simulated with 3 looks only) those distances had a consistency overall accuracy, having more than 80% of the result with accuracy higher than 60%.

8. Conclusions

In this work, a Monte Carlo simulation over simulated PolSAR image was performed in order to compare several stochastic distances against the Euclidean distance and the Wishart mixture model. The EM algorithm provides simple iterative solutions for problems where the direct likelihood function optimization is difficult. The use of EM algorithm ally to Wishart distribution allows us to compare random variables viewed as multivariate sample sets, for instance, covariance matrices.
The use of Bhattacharyya, Kullback-Leibler, and Hellinger as similarity metrics on the SC algorithm achieved successful results. The Rényi of order $\beta$ and Chi-square are not indicated to perform classification when the number of looks is small, due to their numerical instabilities, leading to poor accuracy results.

On average, the SC-B and SC-H outperformed the other algorithms. Even though the EM-W can have great classification performance, for a limited number of iteration, on average this algorithm can generate a medium to low accuracy result, very close to KM-E behavior.

In further studies, the influence of the number of looks and the number of iteration shall be considered in Monte Carlo analyses. Also, studies on heterogeneous areas, where more advanced distribution models are required, shall be evaluated.
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