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Abstract: The coverage of valid pixels of remote-sensing reflectance (Rrs) from ocean color imagery 

is relatively low due to the presence of clouds. In fact, it is also related to the presence of high aerosol 

optical depth (AOD) and other factors. In order to increase the valid coverage of satellite-retrieved 

products, a layer removal scheme for atmospheric correction (LRSAC) has been developed to 

process the ocean color data. The LRSAC used a five-layer structure including atmospheric 

absorption layer, Rayleigh scattering layer, aerosol scattering layer, sea surface reflection layer, and 

water-leaving reflectance layer to deal with the relationship of the components of the atmospheric 

correction. A nonlinear approach was used to solve the multiple reflections of the interface between 

two adjoining layers and a step-by-step procedure was used to remove effects of each layer. The 

LRSAC was used to process data from the sea-viewing wide field-of-view sensor (SeaWiFS) and the 

results were compared with standard products. The average of valid pixels of the global daily Rrs 

images of the standard products from 1997 to 2010 is only 11.5%, while it reaches up to 30.5% for 

the LRSAC. This indicates that the LRSAC recovers approximately 1.65 times of invalid pixels as 

compared with the standard products. Eight-day standard composite images exhibit many large 

areas with invalid values due to the presence of high AOD, whereas these areas are filled with valid 

pixels wusing the LRSAC. The ratio image of the mean valid pixel of the LRSAC to that of the 

standard products indicates that the number of valid pixels of the LRSAC increases with an increase 

of AOD. The LRSAC can increase the number of valid pixels by more than two times in about 33.8% 

of ocean areas with high AOD values. The accuracy of Rrs from the LRSAC was validated using the 

following two in situ datasets: the Marine Optical BuoY (MOBY) and the NASA bio-Optical Marine 

Algorithm Dataset (NOMAD). Most matchup pairs are distributed around the 1:1 line indicating 

that the systematic bias of the LRSAC is relatively small. The global mean relative error (MRE) of 

Rrs is 7.9% and the root mean square error (RMSE) is 0.00099 sr-1 for the MOBY matchups. Similarly, 

the MRE and RMSE are 2.1% and 0.0025 sr-1 for the NOMAD matchups, respectively. The accuracy 

of LRSAC was also evaluated by different groups of matchups according to the increase of AOD 

values, indicating that the errors of Rrs were little affected by the presence of high AOD values. 

Therefore, the LRSAC can significantly improve the coverage of valid pixels of Rrs with a similar 

accuracy in the presence of high AOD.  

Keywords: atmospheric correction; ocean color; aerosol optical depth; SeaWiFS; satellite remote 

sensing; layer removal scheme for atmospheric correction (LRSAC) 
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1. Introduction 

Since the atmosphere can contribute over 80% of the satellite-received radiance at blue bands 

[1], atmospheric correction plays a critical role in satellite remote sensing. Many new algorithms have 

been developed to improve the performance of the atmospheric correction and have become modules 

of satellite data processing systems such as the sea-viewing wide field-of-view sensor (SeaWiFS) data 

analysis system (SeaDAS) [2]. SeaDAS has been updated many times since its beta version released 

in 1993 and its performance has been significantly improved in the past decades [3,4]. However, the 

quality of satellite products was still below the requirements of many remote sensing applications 

[5,6]. One deficiency is the result of the low coverage of valid pixels due to the presence of clouds and 

other factors such as sun glint, high satellite viewing angles, high sun zenith angles, and high aerosol 

optical depth (AOD), etc. The coverage of valid pixels due to different AOD obviously affects the 

estimation of daily photosynthetically active radiation from satellite data [7,8]. The number of valid 

pixels is directly related to the threshold settings of these parameters to ensure the data quality of the 

satellite-retrieved products. A strict threshold scheme can increase the accuracy of the satellite 

products but decreases the number of valid pixels. Determination of a suitable scheme of thresholds 

is an iterative process, requiring many tests to balance the number of valid pixels and the accuracy of 

products. Normally, the threshold settings for the standard products have been well tested and the 

increase of valid pixels by their adjustment is actually limited. However, different algorithms of the 

atmospheric correction can significantly increase the coverage of valid pixels. The algorithm of 

atmospheric correction in the presence of sun glint can significantly increase the valid coverage of 

sun glint regions [9]. How to increase the number of valid pixels while retaining remote-sensing 

reflectance (Rrs) with relatively high accuracy is an important topic of atmospheric correction in the 

operational data processing systems.  

One significant advance in atmospheric correction was achieved by separating atmospheric 

contributions into the Rayleigh and aerosol scattering components [1]. The accuracy of the Rayleigh 

scattering estimation has been improved by the inclusion of multiple scattering effects [10,11], sea 

surface roughness considerations [12], a more accurate Rayleigh look-up table [13], and the 

atmospheric pressure [14]. The aerosol estimation is based on the black ocean assumption (BOA) 

implying zero Rrs in two near-infrared (NIR) bands over oceanic waters [15]. The accuracy of the 

aerosol estimation has been improved by the corrections for oxygen A-band absorption [16], multiple 

scattering [17], aerosol polarization [18], absorbing aerosols [19], and especially, modifications over 

coastal waters [20–23].  

Gordon [24] partitioned the satellite-received signal into atmospheric and oceanic parts and 

formed the basic equation of the atmospheric correction [10]. This equation has been improved by 

the inclusion of contributions from the sun glitter [12], Rayleigh aerosol interaction [11], and 

whitecaps [13]. The equation has been widely accepted and has become the standard for satellite 

ocean color atmospheric correction. This equation linearly partitions the satellite-received radiance 

into several independent components. In fact, the relationships among these components are 

complicated because they are actually coupled. They can be organized as a layered structure 

following the sunlight transfer path in the Sun-Earth-satellite system.  

A five-layer structure was adopted and a layer removal scheme for atmospheric correction 

(LRSAC) model was developed to remove the effects of each layer from the satellite-received radiance 

using a step-by-step procedure. A nonlinear equation was used to decouple the interface of layers 

and the standard algorithms were used to estimate the contributions of each layer. The methodology 

of LRSAC is described in Section 2. The comparison of the valid pixels of Rrs between the LRSAC 

and the standard products is demonstrated in Subsection 3.1. The accuracy of LRSAC was validated 

using the following two in situ datasets: the Marine Optical BuoY (MOBY) and the NASA bio-Optical 

Marine Algorithm Dataset (NOMAD) presented in Subsection 3.2, together with the accuracy of Rrs 
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according to the increase of AOD values. The amount, mean coverage, and ratio of valid pixels are 

compared with the mean AOD image in Section 4. 

2. Methodology and Data 

2.1. A Layered Approach for Atmospheric Correction 

The basic procedure for atmospheric correction is to separate the satellite-received signal into 

atmospheric, oceanic, and interactive atmosphere–ocean contributions. This signal is normally 

calibrated to the radiance and normalized as the ratio of radiance to irradiance (RRI), defined as, 

𝜌𝑠(𝜆) = 𝐿𝑠(𝜆)/(𝐹0(𝜆) 𝑐𝑜𝑠( 𝜃0)), where 𝐿𝑠(𝜆) is the satellite-received radiance at the wavelength λ, 

𝐹0(𝜆) is the solar irradiance, and 𝜃0is the solar zenith angle. The RRI is also used to describe the ratio 

of the upwelling radiance to the downwelling irradiance at the top of each layer. At the water-leaving 

reflectance layer, RRI is the same as Rrs for the in situ measurement. Therefore, the satellite-retrieved 

RRI of the water-leaving reflectance can be compared directly with Rrs of in situ datasets. 

Considering the structure in the Sun-Earth-satellite system that both Sun and satellite are located 

above the atmosphere together with the atmosphere layer above the ocean, a layered structure is 

suitable for describing the relationships of the components as the sunlight passes through this system. 

Several formulations have been developed in previous studies for atmospheric correction based on a 

layered structure [1,24–29]. For a general two-layer structure, the total RRI (𝜌𝑡) can be obtained from 

RRI of the above layer (𝜌𝑎) and that of the below layer (𝜌𝑏), as follows: 

𝜌𝑡  =  𝜌𝑎 + 𝑡𝑎 ⋅ 𝜌𝑏)/(1 − 𝜌𝑏 ⋅ 𝑆𝑎) (1) 

where 𝑡𝑎 is the transmittance of the above layer including the downward and upward scattering 

effects [25] and the term 𝑆𝑎 is the spherical albedo of the above layer (also called white-sky albedo) 

[30]. Note that very precise numerical calculations have shown that the error of surface reflectance 

approximated by Lambertian reflector relative to the anisotropic surface approximated reflectance 

does not exceed 3% in the range of viewing angles 0–78° [31]. 

The denominator in Equation (1) accounts for multiple reflections between the two layers. The 

multiple scattering effects of each layer are taken into account in the establishment of the look-up 

table (LUT) for each component. Thus, the above equation for 𝜌𝑏 can be rewritten as: 

𝜌𝑏  =  (𝜌𝑡 − 𝜌𝑎)/(𝑡𝑎 + 𝜌𝑡 ⋅ 𝑆𝑎 − 𝜌𝑎 ⋅ 𝑆𝑎) (2) 

This equation indicates that the term 𝜌𝑏 at the top of the below layer can be deduced directly 

from 𝜌𝑡 together with 𝑡𝑎 and 𝑆𝑎 of the above layer.  

2.2. The LRSAC Model 

A five-layer structure is built according to the sunlight radiative transfer path of the Sun-Earth-

satellite system. The first layer is atmospheric absorption, the second layer is Rayleigh due to the bulk 

density of molecules in the atmosphere (proportional to the pressure), the third layer is aerosols, the 

fourth layer represents direct reflection from the sea surface, and the fifth layer is the water-leaving 

signal from the seawater. The first step is to remove atmospheric absorption of layer 1 from the 

satellite RRI (the dependence on direction is omitted for simplicity): 

𝜌1  =  𝜌𝑠/𝑡𝑎𝑏 (3) 

where 𝜌1is the RRI at the top of layer 2 and 𝑡𝑎𝑏 is the transmittance of total atmospheric absorption 

which includes ozone, oxygen, water vapor, and carbon dioxide [32]. The ozone absorption effect is 

significant in the shorter wavelength bands [10]. The oxygen A-band absorption can reduce the 

SeaWiFS value at band 7 by 10% to ~15% [16]. While the other gases are responsible for a relatively 

small amount of absorption in the well-selected satellite bands, it is still necessary to include them in 

the atmospheric transmittance model of the absorption layer. 
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The second step is to remove the contribution due to Rayleigh scattering to obtain the RRI at the 

top of layer 3 (𝜌2), which is computed by applying Equation (3) to obtain: 

𝜌2  =  (𝜌1 − 𝜌𝑟𝑎)/(𝑡𝑟𝑎 + 𝜌1 ⋅ 𝑆𝑟𝑎 − 𝜌𝑟𝑎 ⋅ 𝑆𝑟𝑎) (4) 

where 𝜌𝑟𝑎 , 𝑡𝑟𝑎 , and 𝑆𝑟𝑎  are RRI, transmittance, and downward spherical albedo of the Rayleigh 

layer, respectively. The value of 𝜌𝑟𝑎  can be computed based on the single scattering, multiple 

scattering, or the Rayleigh LUTs [10,13]. The transmittance of Rayleigh (𝑡𝑟𝑎 ) was computed by 

Gordon and Castaño [1], and Wang [33]. Vermote et al. [31] developed a software for 6SV (Second 

Simulation of a Satellite Signal in the Solar Spectrum, a vector version 3.2) and it was used to compute 

the values of 𝑡𝑟𝑎 and 𝑆𝑟𝑎. 

Similarly, the third step is to remove contribution due to the aerosol scattering from the Rayleigh 

corrected signal in order to obtain the surface RRI (𝜌3), which is computed by applying Equation (3) 

again, to obtain: 

𝜌3  =  (𝜌2 − 𝜌ao)/(𝑡𝑎𝑜 + 𝜌2 ⋅ 𝑆𝑎𝑜 − 𝜌𝑎𝑜 ⋅ 𝑆𝑎𝑜) (5) 

where 𝜌𝑎𝑜, 𝑡𝑎𝑜, and 𝑆𝑎𝑜 are RRI, transmittance, and downward spherical albedo of the aerosol layer, 

respectively. The value of 𝜌𝑎𝑜 can be computed from the single scattering method or the aerosol 

LUTs of multiple scattering [1,2]. The 6SV was also used to compute the values of 𝑡𝑎𝑜 and 𝑆𝑎𝑜. 

The fourth step is to remove the reflection of sun glint and whitecaps to obtain Rrs (𝜌𝑟𝑠): 

𝜌𝑟𝑠  =  𝜌3 − 𝜌𝑠𝑔 − 𝜌𝑤𝑐 (6) 

where 𝜌𝑠𝑔 represents the RRI of sun glint and 𝜌𝑤𝑐 is the whitecap RRI [12,13,34]. 

The LRSAC uses the nonlinear approach (Equations (4) and (5)) to solve the multiple scattering 

effects of the interface between two layers including the Rayleigh aerosol, Rayleigh ocean, and aerosol 

ocean. The multiple effect of each layer is considered in the implementation of the LUTs of Rayleigh 

and aerosols, similar to the traditional methods. The atmospheric transmittance is separated into 

absorbing, Rayleigh, and aerosol parts. The aerosol models are matched from the epsilon spectra and 

the spectra are obtained from the LUT of in situ Rrs measurements [22]. 

The mean relative error (MRE), the mean absolute relative error (ARE), and root mean square 

error (RMSE) are used to determine the systematic error and random error, respectively. These 

metrics are defined as: 

𝑥 =  100 ∗ (𝜌𝑠𝑎𝑡 − 𝜌𝑚)/𝜌𝑚 (7) 

𝑀𝑅𝐸 =  
1

𝑛
∑ 𝑥𝑖

𝑛

1

 (8) 

𝐴𝑅𝐸 =  
1

𝑛
∑ |𝑥𝑖|

𝑛

1

 (9) 

𝑅𝑀𝑆𝐸 =  [
1

𝑛 − 1
∑(𝑥𝑖 − 𝑥)2]

1
2
 (10) 

where 𝜌𝑠𝑎𝑡  and 𝜌𝑚  are the satellite-retrieved and in situ RSR, respectively. The term 𝑥  is the 

relative error of each matchup pair and 𝑛 is the number of matchups.  

2.3. Data 

SeaWiFS global calibrated level 1 data (L1B) were downloaded from the NASA website 

(https://oceandata.sci.gsfc.nasa.gov/SeaWiFS/). A total of 64,671 files were obtained with one file 

containing data of one satellite track. The satellite data were projected on the same global map and 

the files on the same day were merged into one file to obtain daily files, which significantly decreased 
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the number of files (4248 files). The LRSAC model was used to process the daily files for the 

atmospheric correction. 

The standard SeaWiFS global L2 products were downloaded from the NASA website 

(https://oceandata.sci.gsfc.nasa.gov/SeaWiFS/). A total of 4208 files of one-day composite Rrs images 

were obtained together with 571 files of eight-day composite Rrs data. 

The accuracy of Rrs was validated using MOBY in situ datasets. The MOBY is a radiometric 

observatory, near the island of Lanai, Hawaii that has been maintained and operated since 1996 

(location shown in Figure 1). It measured the spectral upwelling radiance and downwelling 

irradiance at different depths to generate Rrs for calibrations and validations. It has served as the 

primary sea surface calibration site for many ocean color satellite missions. The data were 

downloaded from the website (https://www.mlml.calstate.edu/moby/). A total of 5815 spectra were 

selected with the measured time around noon to evaluate the accuracy of Rrs derived from the 

SeaWiFS data during the period from 1997 to 2010.  

 

Figure 1. Sampling locations for Marine Optical BuoY (MOBY) and NASA bio-Optical Marine 

Algorithm Dataset (NOMAD) in situ measurements. 

The accuracy of Rrs was also validated using NOMAD in situ datasets. NOMAD is a global 

collection of in situ measurements contributed by many organizations [5]. It includes radiometric and 

phytoplankton data with an additional set of IOP observations from 1991 to 2007. The data were 

downloaded from the website (http://seabass.gsfc.nasa.gov/seabasscgi/nomad). The NOMAD-2008 

data consisting of 3402 samples were used for the validation (sampling locations shown in Figure 1). 

3. Results 

3.1. Comparison of the Coverage of the Water-Leaving Reflectance between the LRSAC and the Standard 

Products 

A sample of the one-day image (September 15, 1998) of Rrs obtained from the LRSAC model 

was selected to compare with that of the SeaWiFS standard products downloaded from the websites, 
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as shown in Figure 2. The image is a composite Rrs from about 14 tracks of satellite data measured 

on the same day in the range of the latitude between 45º N to 45º S. The pixel spatial resolution of 

both images is the same (about 9 * 9 km2). The coverage of valid data in these two images is 

significantly different. There are ~28,800 valid pixels in Figure 2a while only ~8600 pixels in Figure 

2b, indicating that LRSAC produces valid data about 2.4 times more than the standard products.  

 

Figure 2. A comparison of daily composite images of remote-sensing reflectance (Rrs) at Band 1 

between (a) the layer removal scheme for atmospheric correction (LRSAC) model and (b) the standard 

product on September 15, 1998. The magnitudes of image pixels are indicated by the color bar with 

the unit of sr-1. Cloudy areas and invalid pixels are masked black and land white. 

The difference of valid pixels in Figure 2 is mainly due to the cloud mask scheme. Normally, an 

epsilon value is computed from the ratio of AOD in two near-infrared bands and used to match the 

aerosol models. We used the epsilon spectrum to match the aerosol models for the LRSAC [22], and 

the values of Rrs at the two NIR bands can still be obtained and used for cloud mask. Clouds were 

masked by the values in Band 8 larger than 0.005 sr-1 for oceanic waters. For turbid waters, the 

threshold is modified (>0.02 sr-1 for Band 8 and >0.025 sr-1 for Band 1). Therefore, the scheme of cloud 

mask without the threshold of AOD value leads to a significant increase in the coverage of valid 

pixels. 

A comparison of the eight-day composite global images is shown in Figure 3. The number of 

valid pixels in the LRSAC image is significantly greater than the standard products (~68.1 vs. ~40.0 

thousands). The LRSAC image occupies 95% of the valid pixels while the standard product is 56%. It 

is obvious that there are many large areas filled with empty for the standard eight-day composite 

images, as high AOD distributions over the oceans from the Saharan dust can last for a period of time 
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[19]. In comparison, most areas have been recovered with valid pixels by the LRSAC. Therefore, the 

LRSAC model can greatly improve the coverage of valid pixels of the Rrs images. 

 

Figure 3. A comparison of eight-day composite Rrs images at Band 1 between (a) the LRSAC model 

and (b) the standard product during the Julian days of 257 to 264, 1998. The values of image pixels 

are indicated by the color bar with the unit of sr-1. Cloudy areas and invalid pixels are masked black 

and land white. 

3.2. Validation of the Accuracy of the LRSAC Model 

The accuracy of Rrs obtained by the LRSAC was assessed using the MOBY data. The MOBY data 

provide a wonderful in situ dataset to evaluate the accuracy of the satellite-retrieved Rrs, because the 

same instruments have been used for the daily measurements of the Rrs at the same location and the 

same local time, since 1997. MOBY measured the Rrs three times a day at around 11:00, 12:00, and 

13:00 local time, and SeaWiFS measured this location at around 12:00 local time, therefore, the time 

window of these measurements on the same day were all met within ±3 h. The Rrs values of MOBY 

measured at 12:00 were converted to the values of six bands according to the band response function 

of SeaWiFS. As the coverage of one pixel is much larger than that of in situ measurements, the box of 

one pixel was used to establish the matchup dataset. A total of 1981 pairs between SeaWiFS and 

MOBY was obtained and are shown in Figure 4. All matchups were displayed to examine the 

robustness of the algorithm. 
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Figure 4. Validation of sea-viewing wide field-of-view sensor (SeaWiFS) retrieved Rrs obtained by 

the LRSAC using MOBY measurements. A total of 1981 matchup pairs were found, and all pairs were 

displayed in the figure. The number in the color bars indicates the density of dots. Subfigures (a)–(f) 

represent the values in Bands 1 to 6 of SeaWiFS, respectively. 

As shown in Figure 4, most points fall around the 1:1 line, which indicate that the satellite-

retrieved Rrs, obtained by LRSAC, agree reasonably well with those from the MOBY measurements. 

All of the subfigures exhibit a concentrated cluster of data pairs, and their centers are located at the 

1:1 line indicating that systematic errors of the satellite-retrieved Rrs are relatively small.  

 All pairs are displayed in Figure 4, showing there are some dots beyond the 1:1 line with their 

relative errors higher than 100%. These dots were taken as the outliers in the data quality control 

criteria. Finding outliers in the validation of Rrs is common because they can significantly blur the 

statistics results. For example, only seven pairs were found between the Moderate Resolution 

Imaging Spectroradiometer and Marine Optical Buoy System in 2003 [35]. During the 10 months of 

deployment of the Plymouth Marine Bio-Optical Databuoy, only about 6% of the potential matched 

pairs met the rigorous quality control criteria resulting in only 15 pairs for comparison [3]. Here, pairs 

with an absolute relative error higher than 100% were excluded to compute the mean relative error 

(MRE) and the mean absolute relative error (ARE), as shown in Table 1, but all pairs were used to 

compute other parameters including the root mean square error (RMSE). 

Table 1. Comparison of the Rrs between LRSAC-retrieval (Rsat) and MOBY measurements (Rm). 

Wavebands 1 2 3 4 5 6 

Mean Rm (sr-1) 0.011 0.0087 0.0056 0.0032 0.0014 0.00011 

Mean Rsat (sr-1) 0.011 0.0087 0.0058 0.0036 0.0014 0.00014 

STD of Rm (sr-1) 0.0014 0.00099 0.00053 0.00031 0.00015 0.00002 

STD of Rsat (sr-1) 0.00093 0.00065 0.00038 0.00031 0.00025 0.00005 

MRE (%) -1.5 1.4 5.7 12.0 5.9 22.0 

ARE (%) 15.33 14.93 15.01 19.73 23.79 46.99 

RMSE (sr-1) 0.00191 0.00151 0.00105 0.00071 0.00045 0.00032 
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As can be seen in Table 1, for the six bands, the mean and STD values of the satellite-retrieved 

Rrs are consistent with those of the MOBY measurements. Both STD values of Rrs are relatively small 

with about 10% of the mean values, indicating that the seasonal variation of Rrs at the MOBY site is 

very small. The MRE values vary from –1.5% in Band 1 to 22.0% in Band 6, with a mean value of 7.9%. 

The large value of the MRE in Band 6 is due to some pairs with very small magnitudes of in situ data, 

but the RMSE value is still the smallest (0.00032 sr-1) among the six bands. There is approximately 

20% variation in the ARE values vary, for Bands 1 to 5, with the exception of a large value in Band 6. 

It is also caused by the small magnitude of MOBY measurements in this band. The maximum of the 

RMSE values is 0.00191 sr-1 in Band 1 and the average is 0.00099 sr-1. 

The buoy can only validate a narrow range of Rrs at a fixed location. A comprehensive dataset 

of in situ measurements covering a wide range of oceanographic conditions is essential for the 

validation [5]. Normally, a window of ±3 h was assumed to be acceptable for homogeneous water 

masses and reasonably stable atmospheric conditions [36]. The sites of the NOMAD dataset cover a 

wide distribution around the global oceans including the coastal and oceanic waters and a strict data 

quality control has been used to ensure the accuracy of Rrs, providing a consistent dataset to establish 

matchups for evaluating the accuracy of SeaWiFS data. The window of ±3 h and the box of one pixel 

were used to establish the matchup dataset including a total of 817 pairs. All pairs are shown in Figure 

5. 

 

Figure 5. Validation of Rrs values retrieved by the LRSAC model using the NOMAD data. A total of 

817 matchup pairs were found with the time window of ±3 h and the box of one pixel. All pairs are 

displayed in the figure to demonstrate the performance of the algorithm. Subfigures (a)–(f) represent 

values in Bands 1 to 6 of SeaWiFS, respectively. The number in the color bars indicates the density of 

dots. 

Figure 5 shows that most points fall around the 1:1 line and data cluster centers are also located 

on the 1:1 line. Some matchups are beyond the 1:1 line and their relative errors are also high (>100%). 

Especially, there are some pairs with infinity values of the relative error due to zero values of in situ 
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data in Band 6, leading to an invalid value of MRE. These pairs were taken as outliers to compute the 

MRE and ARE, shown in Table 2. 

Table 2. Comparison of ratio of radiance to irradiance (RRI) between the LRSAC-retrievals and 

NOMAD measurements. 

Wavebands 1 2 3 4 5 6 

Mean Rm (sr-1) 0.0062 0.0057 0.0053 0.0043 0.0034 0.0012 

Mean Rsat (sr-1) 0.0060 0.0056 0.0051 0.0042 0.003 0.0010 

STD of Rm (sr-1) 0.0030 0.0023 0.0016 0.0018 0.0028 0.0014 

STD of Rsat (sr-1) 0.0026 0.0020 0.0014 0.0013 0.0020 0.0010 

MRE (%) 1.7 5.6 0.57 3.3 -0.04 1.3 

ARE (%) 28.42 26.26 23.15 25.86 31.15 40.56 

RMSE (sr-1) 0.00253 0.00235 0.00239 0.00242 0.00279 0.00257 

As shown in Table 2, for all six bands, the mean and STD values of the two Rrs values are close 

to each other, which indicate a small systematic bias for the satellite-retrieved Rrs. The MRE values 

vary from –0.04% (Band 5) to 5.6% (Band 2), with a mean value of 2.1%. ARE values vary from 23.15% 

(Band 3) to 40.56% (Band 6), with a mean value of 29.23%. The RMSE values in all six bands are very 

close to each other with a mean value of 0.0025 sr-1. From the validation of MOBY and NOMAD, the 

accuracy of the LRSAC model is quite satisfactory for the SeaWiFS global data.  

Normally, the accuracy of Rrs is affected by the presence of high AOD and this is the reason the 

threshold of AOD is set to mask as invalid pixels for data quality control. Noteably, it was still to be 

determined whether the accuracy of the satellite-retrieved Rrs, obtained by LRSAC, is affected in the 

presence of high AOD. To address this issue, the MOBY matchups are grouped according to the 

different ranges of AOD and RMSE values are computed to evaluate the accuracy of Rrs related with 

the increase of AOD, as shown in Figure 6. The matchups are sorted by the increase of AOD values 

and each 10 continuous pairs are taken as one group to obtain the RMSE and the average of AOD. A 

total of 198 RMSE values was obtained from 1981 pairs of MOBY matchup dataset and their variations 

can be used to evaluate the relationship between the accuracy of LRSAC and the increase of AOD. 

Figure 6 shows that the variations of RMSE with the increase of AOD values are different among 

the six bands. The averages of RMSE decrease with longer wavelengths of the bands and they are 

related to the magnitudes of Rrs at the MOBY site. The values of RMSE vary around 0.002 sr-1 in Band 

1, while they are about 0.0002 sr-1 in Band 6. These values of each band vary around the mean value 

when the AOD values change from 0.025 to 0.45. The RMSE variations from the standard products 

show similar trends with an increase of AOD. Therefore, the presence of high AOD did not 

significantly affect the accuracy of Rrs values in the atmospheric correction of the LRSAC, while the 

coverage of valid pixels of Rrs is significantly improved. 
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Figure 6. The comparison of root mean square error (RMSE) values of SeaWiFS-retrieved Rrs between 

LRSAC (black dots) and standard products (red dots) with an increase of aerosol optical depth (AOD) 

values at 555 nm. Both are validated by MOBY measurements. Subfigures (a)–(f) represent SeaWiFS 

Bands 1 to 6, respectively. 

4. Discussion 

4.1. The Relationship between the Valid Coverage of Rrs and AOD Values for the LRSAC Model 

The SeaDAS software has been widely used to produce regional and global ocean color products 

such as the Rrs and chlorophyll-a concentrations from satellite data. Over the past decades, its 

performance has been significantly improved for processing the satellite ocean color data, but the 

coverage of valid pixels is still low. In contrast, the LRSAC has significantly improved the coverage 

of SeaWiFS-retrieved images. To compare the coverage of images between the LRSAC and the 

standard products, the number of valid pixels were computed on the daily images of Rrs over the 

ocean regions, as shown in Figure 7. This amount was converted to the percentage of valid pixels 

using the ratio of the number of valid pixels to the total pixels of the ocean areas with the latitude 

range of 45º N to 45º S. 
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Figure 7. The valid pixels computed from the coverage of the daily images of Rrs in SeaWiFS Band 1 

in the ocean regions between 45º N to 45º S with (a) for the LRSAC and (b) for the standard products. 

The valid pixels of the daily Rrs images of the LRSAC show seasonal variations with a mean 

value of 30.5%. Most values vary between 27% and 37% and values less than 27% in Figure 7a are 

caused by some SeaWiFS L1B lost files in the daily composite data. In contrast, the values of the 

standard products vary between 9% and 15% with a mean value of 11.5%. The ratio of the mean 

number of valid pixels between the two algorithms is 2.65, indicating that the LRSAC can retrieve the 

water-leaving reflectance with about 1.65 times more valid pixels than that of the standard products. 

This improvement stems from the removal of the AOD threshold setting to flag invalid data of Rrs 

and the different scheme of the atmospheric correction. Therefore, the coverage of valid pixels for 

SeaWiFS data can be significantly increased.  

To understand the spatial distribution of valid pixels in different regions, the mean valid pixel 

coverage was calculated from the total SeaWiFS data during the period from 1997 to 2010, as shown 

in Figure 8. The values were computed from the number of valid pixels divided by the total number 

of pixels for each pixel of the satellite imagery with the unit of percent. The magnitudes of the two 

images are significantly different with the values of LRSAC higher than those of the standard 

products for all oceanic pixels. As the latitude region is limited within 45º N to 45º S, the solar zenith 

angles at the local noon time are all within the valid range of the atmospheric correction over the 

whole year. Therefore, the spatial structures of the images are not caused by the variations of solar 

zenith angles at the time of SeaWiFS data acquisition. 
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Figure 8. The spatial distribution of the mean valid pixel coverage from the total SeaWiFS data during 

the period of 1997 to 2010 for (a) the LRSAC and (b) the standard products. The values are indicated 

by the color bar with the unit (%). The land is masked by white. 

As the presence of cloud and high AOD is the main cause producing the invalid pixels, the 

structure of the valid image is directly related to the spatial-temporal inhomogeneity of clouds and 

high AOD. The valid pixel coverage of daily standard SeaWiFS-retrieved Rrs is very low, moreover 

the spatial distribution of valid pixels is also inhomogeneous with many regions below 5% during 

the period from 1997 to 2010. It indicates that the valid pixels can be obtained on only a few days 

during the whole year. In contrast, the coverage of valid pixels has been significantly increased by 

the LRSAC. The maxima of valid pixels can reach 45% in some oceanic waters, indicating that the 

LRSAC can retrieve almost half of the Rrs values from SeaWiFS data in these regions.  

The ratio of the mean valid pixels between the LRSAC and the standard products, as shown in 

Figure 9, demonstrate the performance of the LRSAC in the presence of high AOD values. The 

maxima of the ratio can reach up to 10 and the values are higher than three in about 33.8% of ocean. 

These areas are normally presented with high AOD distributions. The minima of the ratio image are 

1.2, indicating that the LRSAC increases the coverage of valid pixels in all ocean waters between 45º 

N and 45º S. To understand the relationship between the ratio of the valid pixels of Rrs and AOD 

values, the mean values of AOD obtained from SeaWiFS data in 1998 were computed, as shown in 

Figure 9b. 
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Figure 9. The comparison between the ratio of the mean valid pixels of Rrs and mean AOD values. 

The land is masked by white. (a) The ratio of the mean valid pixels from the LRSAC to that from the 

standard products. (b) The mean AOD values at 555 nm obtained by the LRSAC from SeaWiFS data 

in 1998. 

The mean AOD values show significant spatial inhomogeneity. The high AOD values in the 

China Sea are partly caused by the presence of high turbid waters which can be wrongly taken as the 

aerosol signals in the atmospheric correction procedure. A. comparison of the two images in Figure 

9, shows that the spatial structures of large values are similar in many regions. It indicates that most 

of the high ratio values come from the regions with the AOD values higher than the average. The 

LRSAC can recover more valid pixels with an increase of AOD as compared with the standard 

products. Therefore, the LRSAC can significantly increase the coverage of valid pixels even in the 

presence of high AOD values. 

4.2. The Relationship between the Valid Coverage of Rrs and the Threshold of AOD Maxima for SeaDAS 

Normally, the valid coverage of Rrs is related to the threshold settings. We hope to know the 

increase of valid coverage with different thresholds of AOD. The default value of tauamax is 0.3 and 

now it is set as 1.0 to run SeaDAS to process the same SeaWiFS data. Other settings are still the same 

as the default. The Rrs image at Band 1 is shown in Figure 10a, together with the eight-day composite 

image at Band 1 in Figure 10b. 



Remote Sens. 2020, 12, 31 15 of 20 

 

 

Figure 10. The SeaWiFS Rrs image of one day on September 15, 1998 (a) and 8-day composite images 

during days 257 to 264, 1998 at Band 1 (b) produced by SeaWiFS data analysis system (SeaDAS) with 

the tauamax of 1.0. The values of image pixels are indicated by the color bar with the unit of sr-1. 

Cloudy areas and invalid pixels are masked black and land white. 

Comparing Figure 10a with Figure 2b, the valid coverage of Rrs has been increased when the 

threshold of tauamax is set as 1.0 for SeaDAS. This value is big enough to be taken as the removal of 

AOD to mask the Rrs product. The increase of valid coverage of Rrs is also indicated by the 

comparison of the images between Figure 10b and Figure 3b. However, the increase of valid pixels 

in the presence of high AOD values is still limited, as shown when Figure 10b is compared with 

Figure 3a. Therefore, the scheme of atmospheric correction for the LRSAC benefits to increase the 

number of valid pixels in th presence of high aerosol loads. But the accuracy of Rrs still needs to be 

further evaluated and other suitable threshold settings need to be developed to ensure the data 

quality of Rrs. 

3.2. The Accuracy of the Standard SeaWiFS Products 

The values of Rrs between the two images in Figure 2 are also different in the pixel-by-pixel 

comparison. The accuracy of the standard products was assessed based on the MOBY data. The same 

criteria for LRSAC and MOBY were used to establish the matchup dataset. A total of 1081 pairs were 

obtained, and the comparison is shown in Figure 11. It is clear that the scattered dots in each subfigure 

have one cluster center but the centers for Bands 1 to 3 deviate from the 1:1 line, which indicates that 

the values of the standard Rrs products have been slightly overestimated. 
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Figure 11. Validation of the standard Rrs products using the MOBY measurements. The number in 

the color bars indicates the density of dots. 

To evaluate the stability of the satellite-retrieved products, the daily Rrs values obtained by two 

kinds of satellite-retrieved Rrs at Band 1 were compared with MOBY measurements, as shown in 

Figure 12. It demonstrates the Rrs difference for daily measurements between MOBY and standard 

products. 
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Figure 12. Comparison of Rrs at Band 1 among the measurements of MOBY (black) and the standard 

products (red). Their mean values are represented by the black and red lines for each year. Each 

subfigure represents results in one year from 1998 to 2009. 

The yearly MRE values are computed with the values of −0.9%, 9.3%, 9.0%, 8.9%, 2.5%, 6.1%, 

12.4%, 10.2%, 9.9%, 6.2%, 10.2%, 5.8%, 6.3%, and 13.3% for the years from 1997 to 2010. The mean of 

yearly MRE of the standard products is 7.8%. Therefore, the accuracy of atmospheric correction for 

the standard products needs to be improved. 

The accuracy of SeaWiFS at other bands are also evaluated by the measurements at MOBY site. 

The MRE, ARE, and RMSE at six bands are listed in Table 3, together with these values evaluated by 

the measurements of NOMAD. The same rules for Table 1 are used to mask outliers to compute the 

MRE and ARE. 

Table 3. The accuracy of standard SeaWiFS Rrs valuated by MOBY and NOMAD measurements. 

Wavebands 1 2 3 4 5 6 

MOBY-MRE (%) 9.16 9.08 10.09 1.98 4.51 12.63 

MOBY-ARE (%) 15.49 15.07 14.89 13.97 17.68 39.64 

MOBY-RMSE (sr-1) 0.0016 0.0013 0.00091 0.00057 0.00031 0.00016 

NOMAD-MRE (%) −7.12 −71.17 −72.18 −72.74 1.05 −70.21 

NOMAD-ARE (%) 28.63 23.79 20.55 22.63 24.02 43.93 

NOMAD-RMSE (sr-1) 0.0017 0.0015 0.0015 0.0016 0.0018 0.00097 

From Table 3, the MRE values of standard products vary around 9% for the six bands valuated 

by MOBY measurements. They are all positive but most MRE values are negative valuated by 

NOMAD. The evaluation results of satellite-retrieved products normally change with different 

datasets of in situ measurements. The accuracy of in situ data is important in evaluating the data 

quality of satellite products. The magnitudes of MRE from MOBY are bigger than those from 

NOMAD but ARE values of MOBY are smaller than those of NOMAD. The results of RMSE are 

similar to those of ARE. 
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5. Conclusions 

The LRSAC model uses a nonlinear approach for ocean color atmospheric correction based on a 

five-layer structure in the Sun-Earth-satellite system. The nonlinear approach includes the multiple 

scattering effects of the interface between two layers such as the Rayleigh aerosol and other 

interactions. A step-by-step procedure can remove the effects of each layer, clearly decoupled each 

component from the satellite-received radiance. The atmospheric transmittance is portioned into the 

following three parts: atmospheric absorbance, Rayleigh, and aerosols. The transmittance of each 

layer is computed based on the transmittance of upwelling radiance and the transmittance of 

downwelling irradiance. Therefore, the LRSAC provides a new scheme for the atmospheric 

correction of satellite ocean color data. 

Comparing the coverage of valid pixels in two daily Rrs images between the LRSAC and the 

standard SeaWiFS products downloaded from the web revealed that the number of valid pixels can 

significantly increase by up to 2.4 times. The comparison of the mean number of the valid pixels of 

the daily images obtained by the LRSAC (30.5%) and that of the standard products (11.5%) during 

the period from 1997 to 2010, shows that the LRSAC can recover about 1.65 times more valid pixels 

than that of the standard products. The comparison of two eight-day composite images also 

demonstrated that many regions filled with empty values in the standard products can be recovered 

by the LRSAC due to the presence of high AOD. From the comparison of the ratio of mean valid 

pixels with the mean AOD values, the LRSAC can recover the valid Rrs more than two times as 

compared with the standard products, in about 33.8% of oceanic regions. The increase of valid pixels 

benefited from the new scheme of the atmospheric correction and the removal of the AOD threshold 

to mask invalid pixels.  

The accuracy of LRSAC-retrieved Rrs has been validated by in situ measurements from MOBY 

and NOMAD datasets. Both MOBY and NOMAD provide significant in situ Rrs for evaluating 

satellite-retrieved data with high data quality. The results show that most matchup pairs of the Rrs 

from the LRSAC and MOBY focused around the 1:1 line for the SeaWiFS six visible bands, indicating 

a small RMSE with a mean of 0.00099 sr-1. The centers of matchup clusters are all located at the 1:1 

line, indicating a small systematic bias of the Rrs with a mean MRE value of 7.9%. Comparing the Rrs 

between the LRSAC and NOMAD, most matchup pairs are also distributed around the 1:1 line with 

a mean MRE value of 2.1% and the RMSE is 0.0025 sr-1. The accuracy of the LRSAC was also evaluated 

according to the increase of AOD values, demonstrating that the performance of the LRSAC is not 

significantly affected by the presence of high AOD. The positive validation results indicate that the 

LRSAC model is a reliable method for atmospheric correction to process the SeaWiFS global data, 

especially in the presence of high AOD. 
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