Comparison of Different Multispectral Sensors for Photosynthetic and Non-Photosynthetic Vegetation-Fraction Retrieval
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Abstract: It is very difficult and complex to acquire photosynthetic vegetation (PV) and non-PV (NPV) fractions (f_{PV} and f_{NPV}) using multispectral satellite sensors because estimations of f_{PV} and f_{NPV} are influenced by many factors, such as background-noise interference of pixel-, spatial-, and spectral-scale effects. In this study, comparisons between Sentinel-2A Multispectral Instrument (S2 MSI), Landsat-8 Operational Land Imager (L8 OLI), and GF1 Wide Field View (GF1 WFV) sensors for retrieving sparse photosynthetic and non-photosynthetic vegetation coverage are presented. The analysis employed a linear spectral-mixture model (LSMM) and nonlinear spectral-mixture model (NSMM) to unmix pixels with different spectral and spatial resolution images based on field endmembers; the estimated endmember fractions were later validated with reference to fraction measurements. The results demonstrated that: (1) with higher spatial and spectral resolution, the S2 MSI sensor had a clear advantage for retrieving PV and NPV fractions compared to L8 OLI and GF1 WFV sensors; (2) through incorporating more red edge (RE) and near-infrared (NIR) bands, the accuracy of NPV fraction estimation could be greatly improved; (3) nonlinear spectral mixing effects were not obvious on the 10–30 m spatial scale for desert vegetation; (4) in arid regions, a shadow endmember is a significant factor for sparse vegetation coverage estimated with remote-sensing data. The estimated NPV fractions were especially affected by the shadow effects and could increase root mean square by 50%. The utilized approaches in the study could effectively assess the performance of major multispectral sensors to extract f_{PV} and f_{NPV} through the novel method of spectral-mixture analysis.
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1. Introduction

Arid regions occupy over 30% of the global land surface, and desertification is especially severe in arid and semiarid zones, affecting more than two billion people. In arid regions, degradation of natural vegetation is a serious issue since it causes wind augmentation and sand invasion, and greatly endangers the ecological environment. Photosynthetic vegetation (PV) is defined as plant material including chlorophyll (e.g., green leaves and flowers), which is a significant plant factor in arid and semiarid regions. Non-photosynthetic vegetation (NPV) is plant material lacking chlorophyll (e.g.,
senescent plants, branches, and plant stubble), and it occupies a great part of natural vegetation in arid and semiarid regions [1,2]. PV and NPV are not only important indicators for changes of the ecological environment, but are also essential elements in surveying vegetation status and researching carbon storage in arid regions [3]. Therefore, acquiring fractional cover of PV ($f_{PV}$) and NPV ($f_{NPV}$) data synchronicity and quantification is very significant for vegetation productivity and the monitoring of desertification. It also provides important factors for different ecological and hydrological models.

Remote-sensing technology has substantial capacity for the precise estimations of the $f_{PV}$ and $f_{NPV}$ of desert vegetation. The PV fraction is obtained from optical sensors using the red–near-infrared (NIR) band that can capture vegetation health status [4–6]. It is more challenging to determine the landscape percentage that is taken up by NPV, and especially to distinguish between dry plants and soil litter [7]. However, it is possible to differentiate components by spectral characteristics of lignin–cellulose between 2000 and 2200 nm with hyperspectral sensors [8–10]; limited data coverage and acquisition, however, cannot meet the demands of large-scale vegetation monitoring [11–13]. In contrast, multispectral sensors, despite lacking these spectral characteristics, have the advantage of large-scale spatial resolution, so they have been more utilized to retrieve NPV coverage [14–16]. Sensor capability generally constrains vegetation indices estimated from multispectral satellite data for PV and NPV mapping, mostly due to available sensors not being specifically designed for NPV calculations. Spectral-mixture analysis (SMA) provides an adequate method to calculate $f_{PV}$ and $f_{NPV}$ [2,17,18]. SMA commonly include two types depending on whether it focuses on multiple scattering or not. One is a broadly employed, namely linear SMA (LSMA), where a mixed spectrum is expressed as a linear relation to the pure spectrum of its elements. It is then weighted by the proportion of its subpixels without undertaking multiple scattering between possible components [19,20]. The second is nonlinear SMA (NSMA), which consists of multiple scattering between components [21–23]. These techniques could be utilized to analyze the spectral-mixture process of PV and NPV, thus allowing us to compare the capability of different multispectral sensors to calculate $f_{PV}$ and $f_{NPV}$.

The new generation of satellites, characterized by additional spectral bands, especially in the red edge (RE) and shortwave infrared (SWIR), with higher spatial resolution or temporal frequency, have become operational during the last few years [24]. Compared to the novelty of these sensors, the potential for estimating $f_{PV}$ and $f_{NPV}$ in arid regions has not yet been fully explored. Therefore, we selected three major multispectral satellites in orbit with different spatial and spectral resolutions, Sentinel-2A Multispectral Instrument (S2 MSI), Landsat-8 Operational Land Imager (L8 OLI), and GF1 Wide Field View (GF1 WFV), to carry out $f_{PV}$ and $f_{NPV}$ estimation with SMA and comprehensively compare their performance. We had the following objectives: to test 1) whether the new bands could improve $f_{PV}$ and $f_{NPV}$ estimation accuracy in arid regions and 2) whether the spectral-mixing mechanism (linear or nonlinear) between PV, NPV, and others stayed consistent across spatial and spectral scales. In total, 111 field sites were selected in western China, and the coverage of PV–NPV–BS and the spectra of all surface types were measured. Satellite data, including Sentinel-2A MSI (10/20/60 m, 13-band), Landsat-8 OLI (30 m, MSI 7-band) and GF1-WFV (16 m, 4-band), with near-simultaneous acquisition were downloaded to estimate the $f_{PV}$ and $f_{NPV}$ with field-measured data. This research aims to provide new knowledge regarding comparisons of S2-MSI, L8 OLI, and GF1 WFV for retrieving $f_{PV}$ and $f_{NPV}$ in arid regions.

2. Materials and Methods

2.1. Study Area

The study was carried out at 38°37′42.60″N, 102°55′11.25″E, a transitional oasis and desert zone in the county of Minqin in China. It is situated at the overlap between the Tengri desert and the Cartap Jilin desert border down the Shiyang river. The area of the zone is 22.8 km$^2$, and it is a semi-enclosed inland desert [25]. Natural plants are primarily composed of a few species of different types of desert
vegetation, and there is apparent structure and low productivity, e.g., *Haloxylon ammodendron* and *Nitraria tangutorum* shrubs.

### 2.2. Field Measurement

#### 2.2.1. Fractional-Cover Field Measurement

There were 111 surveyed fractional-cover sites with field measurements in August 2016 at Minqin (Figure 1). The central position of each field site was recorded by Global Positioning System (GPS) with a WGS84 coordinate system (Figure 2a–c). Following Guerschman, and Muir et al. [17,26], for natural or pastoral vegetation communities, field measurements use three 30 m measuring tapes cross-distributed in a hexagonal shape at intervals of 60 degrees from the midpoint (Figure 2d,e). For artificial vegetation in parallel rows, two 30 m tapes, orienting at 45 degrees and crossing the sowing lines, were used (Figure 2f,g). The observer recorded the type of material at each meter, including the amount of green leaves, cryptogams, dry leaves, and different kinds of bare soil, such as crust and rocks. If there was middle (shrub)- and/or upper-layer (tree) vegetation, it recorded top-layer coverage by looking up the meter point. The cover percentage was calculated by dividing the count for a special type by the total count (90 or 60). When records included plants with leaves still attached, the operator evaluated if it was photosynthetic vegetation on the basis of its colorings.

![Figure 1. Spatial distribution and pictures of field-observation locations.](image1)

![Figure 2. Field observations.](image2)
2.2.2. Endmember Collection, Processing, and Selection

All endmember spectra were acquired by a portable Analytic Spectral Device (ASD; Boulder, CO, USA) spectroradiometer on 3–9 August 2016 in the field. A variety of PV, NPV, BS, and shadow endmember reflectance spectral measurements were acquired in full range (350–2500 nm). The ASD Spec Pro Field spectroradiometer with a 25° field-of-view angle took the measurements within 2 h of local solar noon. A white spectral panel was used to calibrate reflectance (Labsphere Inc., North Sutton, NH, USA). On a windless and sunny day, endmember spectra were continuously collected during 10:00–14:00. In order to obtain pure PV and NPV endmember canopy spectra, either full-absorption black cloth was laid at the bottom of the endmember canopy, or parts of the endmember material were placed on the black background. Meanwhile, probes were placed above all typical species’ endmember surfaces, from 0.1 to 0.02 m. In this way, we built the pure endmember spectral library from each field as shown in Figure 3. In view of endmember applicability and representativeness, it was required that the number of each endmember spectrum was no less than 10. A total of 84 reflectance spectra were collected, varying by 65 types of PV, 12 types of NPV, 10 types of bare soil, and 2 types of shadow (Figure 3).

Figure 3. Photosynthetic and non-photosynthetic vegetation (PV, NPV) endmember-spectrum collection in Minqin, China. Different protocols tested for endmember-spectrum acquisition. Process of excising PV or NPV canopy either placed on black background or directly placing black cloth under their canopy, then completely covering soil ground to ensure endmember-spectrum purity.

2.3. Satellite Data and Preprocess

For each Landsat-8 observation, GF1 and cloud free Sentinel-2 images were downloaded on the date closest to field-measurement dates within ±10 day discrepancy between field-measurement date and satellite acquisition date. Ground measurements for endmember spectra and reference fractions were considered for acquired-image data for Landsat-8, GF1, and Sentinel-2A sensors, as is shown in Table 1.

The geometrically corrected Level-1C product S2 MSI image was downloaded from the Sentinels Scientific Data Hub (https://scihub.copernicus.eu/). Then, radiometric calibration and atmospheric correction are applied to the Level-1C images with the Sentinel Application Platform (SNAP) version 4.0.2 with Sen2Cor version 2.3.0 software, and SNAP with default parameter settings, was used to obtain surface-reflectance images of the study sites. S2 MSI includes 13 spectral bands: 4 bands at 10 m (blue, green, red, and NIR-1), 6 bands at 20 m (RE 1 to 3, NIR-2, SWIR 1 and 2) and 3 additional bands at 60 m spatial resolution. For our study, we adopted all effective bands for vegetation having 10 and 20 m resolution, and bands 11 and 12 with 60 m spatial resolution, excluding bands 1 and 10. The 20 m bands were resampled into 10 spatial resolution, and 60 m bands upscaled to 10 m spatial resolution according to experiment design with the nearest-neighbor resampling method by Data Management Tools (ARCGIS 10.3).

One Landsat-8 image (path 132, row 33), captured concurrently with the field campaign, was downloaded from the United States Geological Survey (USGS) Earth Explorer database (http://earthexplorer.usgs.gov). This was radiometrically calibrated and geometrically corrected, and then standardized to a nadir view by Environment for Visualizing Images software (ENVI 5.3). Landsat-8 OLI is a multispectral scanning device with 9 spectral bands. Band 1, band 8 pan and band 9 (shortwave infrared channel) were removed prior to this analysis because they are used to detect
coastal zones and cirrus clouds. The image was spectrally corrected to reflectance in ENVI 5.3 using the calibration tool and Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH).

Table 1. Sensor characteristics of Sentinel-2A Multispectral Instrument (S2 MSI), Landsat-8 Operational Land Imager (L8 OLI), and GF1 Wide Field View (GF1 WFV) imagery. Panchromatic and thermal bands not included.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Spatial Resolution</th>
<th>Revisit Interval</th>
<th>Spectral Bands</th>
<th>Bands Used</th>
<th>Acquisition Date</th>
<th>Swath Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>L8 OLI</td>
<td>30 m</td>
<td>16 days</td>
<td>2 blue (450–515 nm), 3 green (525–600 nm), 4 red (630–680 nm), 5 NIR (845–885 nm), 6 SWIR-1 (1560–1660 nm), 7 SWIR-2 (2100–2300 nm)</td>
<td>6</td>
<td>7 August 2016</td>
<td>185 km</td>
</tr>
<tr>
<td>GF1 WFV</td>
<td>16 m</td>
<td>4 days</td>
<td>1 Blue (450–520 nm), 2 green (520–590 nm), 3 red (630–690 nm), 4 NIR (770–890 nm)</td>
<td>4</td>
<td>9 August 2016</td>
<td>800 km</td>
</tr>
</tbody>
</table>

The GF-1 WFV image included only 4 bands that were 3 visible (VIS) wavebands and 1 near-infrared waveband. On account of its wide coverage, and high temporal and spatial resolution, it is an effective data source for the dynamic monitoring of large-scale vegetation coverage. GF1-WFV data covering the study area were provided by the China Center for Resource Satellite Data and Application (CRESDA, http://www.cresda.com/). Radiometric correction and atmospheric correction for GF1-WFV were achieved by ENVI 5.3 and the FLAASH algorithm, thus, radiance was transformed to surface reflectance. Then, the base map for geometric correction was Sentinel 2A, and geometric co-registration error was less than one pixel that of the Sentinel 2A data (10 m). All images are projected in the UTM projection and WGS84 geodetic system.

3. Method

Three commonly used multi-spectral sensors were compared to retrieve the $f_{PV}$ and $f_{NPV}$ in arid regions by employing linear spectral-mixture model and non-linear spectral-mixture model, mainly focusing on the effects of additional spectral bands, different spatial resolution, non-linear spectral mixture process and appropriate endmember identification. Field spectra data for vegetation, soil and shadow were collected for providing endmember spectra. Field-measured data for $f_{PV}$ and $f_{NPV}$ were acquired from the sample investigation, which were utilized for evaluating the performance of different models as a validation dataset. The flowchart of this study illustrates in Figure 4.
3.1. Linear Spectral-Mixture Analysis  

The linear spectral-mixture model (LSMM) is a broadly used method to unmix multicomponent composition in remote-sensing imagery. It assumes each incident photon passed only one reflection from the surface, without multiple scattering before entering the sensor [27,28]. A mixed pixel in LSMM (Equation (1)) is linear combination of endmember sets [4,29–34]. In general, the LSMM is

\[ R_i = \sum_{j=1}^{m} (f_j W_{ij}) + \epsilon_i \]  

(1)

where \( R_i \) and \( W_{ij} \) are the measured mixed reflectance and the \( j \)th endmember reflectance in band \( i \), respectively; \( f_j \) indicates the \( j \)th endmember fraction in the mixed pixel; and \( m \) indicates the number of endmembers. The work was conducted under the constrained condition of \( f_1 \geq 0 \) for \( j = 1, \ldots, m \) (ANC) and \( \sum_{j=1}^{m} f_j = 1 \) (ASC); through Equation (1), fully constrained least-squares (FCLS) [35,36] was applied to calculate \( f_j \), for which we simplified the following equation:

\[ \sum_{i=1}^{n} \epsilon_i = \sum_{i=1}^{n} \left( \sum_{j=1}^{m} (f_j W_{ij}) - R_i \right)^2 \]  

(2)

where \( n \) indicates the number of valid wavebands, and \( \epsilon_i \) indicates the equation residual. In order to achieve ASC, new signature matrices \( M \) and \( F \) were introduced, defined as

\[ M = \begin{bmatrix} \delta W \\ I^T \end{bmatrix} \]  

(3)

With \( I = (1,1,\ldots,1)^T \), and a vector \( F \) by

\[ F = \begin{bmatrix} \delta R \\ 1 \end{bmatrix} \]  

(4)

In Equations (3) and (4), \( \delta \) represents a contribution factor weighted to the ratio of the sum to one constraint, and \( m \) represents the number of endmembers.

Non-negatively constrained least squares (NCLS) constrained the cover fraction with ANC. The iteration technique [35] was employed by leading a Lagrange multiplier vector (\( \lambda \)) into Equations (5) and (6) generating consequence

\[ \hat{f}_{FCLS} = (M^T M)^{-1} M^T F - (M^T M)^{-1} \lambda \]  

(5)

\[ \lambda = M^T (F - M \hat{f}_{FCLS}) \]  

(6)
Temporal variation in shadow fractions under various solar illuminations can offer a trade-off between shadow fraction and other endmember fractions. Normalizing complementary fractions can remove shadow fractions. We normalized the shadow contribution by the following equation [27]:

$$f_j = f_j / (1 - f_{\text{shadow}})$$  \hspace{1cm} (7)

where $f_j$ represents the $j$th endmember fraction in a mixed pixel except for shadow endmembers, and $f_{\text{shadow}}$ represents the shadow fraction.

### 3.2. Nonlinear Spectra-Mixture Model (NSMM)

Attributing to various NSMMs [37], it was recommended to use a kernel-function-based NSMM (KNSMM) in the study.

#### 3.2.1. Kernel Method

The KNSMM generalizes the linear mixing model by introducing nonlinearities through kernel functions, so that vector $\mathbb{R}^n$ is represented in high-dimensional feature space $\mathbb{C}$. Considering nonlinear mapping, $\phi : x \in \mathbb{R}^n \rightarrow \phi(x) \in \mathbb{C}$, where the vector $\mathbb{R}^n$ illustrates the nonlinear relationship between the data with $n$ dimensions, the feature space $\mathbb{C}$ shows a linear relationship in high-dimensional space. The equation illustrates that the nonlinear relationship between the original endmember spectral wavebands with high-order multiplications is transformed into a linear relationship in a high dimensional space by the nonlinear mapping $\phi$. Thus, the KSMM includes linear ingredients in the feature space, and additive nonlinear ingredients in the primitive space [34,38–40].

Nonlinear mapping $\phi$ is usually uncertain and perhaps complex. Kernel-based learning algorithms employ kernel functions to achieve dot products for kernel function, illustrated as [41]

$$K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle = \phi(x_i) \cdot \phi(x_j)$$  \hspace{1cm} (8)

where $x_i$ and $x_j$ note the spectral value of the $i$th and $j$th endmember, respectively. The nonlinear relationship between $x_i$ and $x_j$ will be replaced by and with the nonlinear kernel function $K(x_i, x_j)$ in the process. In theory, kernel functions comply to Mercer’s theorem [42,43]: “A Mercer kernel is symmetric ($K(x_i, x_j) = K(x_j, x_i)$) and positive definite ($\langle K(x_i, x_j) > 0 \rangle$)” [42,44]. According to our research objective, the radial-basis-function (RBF) kernel was applied because it was successfully applied to nonlinear unmixing and less so on parameters in the scalar value case [38,45]. The radial basis kernel function is

$$K(x_i, x_j) = \exp\left(- \frac{\|x_i - x_j\|^2}{2\sigma^2}\right)$$  \hspace{1cm} (9)

where, $\sigma$ indicates a variance for the kernel function, and $x_i$ and $x_j$ denote the spectral value of the $i$th and $j$th endmember, respectively. Therefore, the kernel function is used to simplify the nonlinear mapping between $x_i$ and $x_j$ into a linear relationship.

#### 3.2.2. Kernel Function Parameters

The optimal RBF parameter was based on model minimal unmixing root mean square error (RMSE) statistic based on all the field endmember spectra and their measured fractions. That will minimize the mean RMSE for PV and NPV estimation. Since training samples were diverse for the varying models, the optimal function parameters varied. Optimal parameter $\sigma$ for the RBF was resolved by gradient-descent technology [46]; with minimal model unmixing RMSE, $\sigma \in [5, 10]$ [21] for the three sensors, the discrepancy of unmixing accuracy was not obvious for $\sigma$ in that range.
3.2.3. Kernel Fully Constrained Least Squares (KFCLS)

According to Equation (2), the measured mixed reflectance \( R_i \) and the \( j \)th endmember reflectance in \( i \)th band \( W_{i,j} \) will be replaced by the nonlinear mapping \( \phi(W_{i,j}) \) and \( \phi(R_i) \), respectively. We constructed fractional cover vectors \( \{f_j\}_{j=1}^m \) with the nonlinear relationship by objective function

\[
\min \sum_{i=1}^n \left\| \sum_{j=1}^m (f_j \phi(W_{i,j})) - \phi(R_i) \right\|^2
\]

(10)

Substituting for \( M^T M \) and \( M^T F \) of the FCLS algorithm, the KFCLS algorithm rooted in the FCLS is illustrated in Equations (5) and (6) \[39,47\]. They were rewritten as

\[ f_{KFCLS} = (K(M,M))^{-1}K(M,F) - (K(M,M))^{-1}\lambda_{KFCLS} \]

(11)

\[ \lambda_{KFCLS} = K(M,F) - K(M,M)f_{KFCLS} \]

(12)

\( K(M,M) \) and \( K(M,F) \) were processed by the kernel function for \( M^T M \) and \( M^T F \), respectively. Detailed instructions for KFCLS are outlined in previous studies \[47–49\].

3.3. Accuracy-Evaluation Model

With precise ground-reference data, subpixel fractional-cover estimation quality was evaluated by examining performance divergence between reference and estimated fractional covers. Model performance was assessed by its model unmixing error, the PV/NPV/BS/shadow ground validation RMSE (Equation (13)) \[50\], and the correlation coefficient squared \((R^2)\) (Equation (14)), and the relative unmixing RMSE \((\text{RMSE}%)\) (Equation (15)). The model RMSE statistic was used to reflect the fitness of the unmixing model. The RMSE of endmember fractions was used to judge the discrepancy between reference and estimated fractional covers. The relevant equations are as follows:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^n (x_i - y_i)^2}{n}}
\]

(13)

\[
R^2 = \frac{\left(\sum_{i=1}^n (x_i - \bar{x})(y_i - \bar{y})\right)^2}{\sum_{i=1}^n (x_i - \bar{x})^2 \sum_{i=1}^n (y_i - \bar{y})^2}
\]

(14)

\[
\text{RMSE} = \frac{\left(\sum_{i=1}^n (x_i - y_i)^2\right)}{n\bar{y}^2} \times 100\%
\]

(15)

where \( n \) indicates the number of plots, and \( x_i \) and \( y_i \) are estimated and reference fractions the \( i \)th plot for each endmember ground validation \( R^2 \) and RMSE, respectively, while \( n \) indicates the number of valid bands, \( x_i \) and \( y_i \) are the estimated and measured mixing spectra of the \( i \)th plot for the model unmixing RMSE statistic, and \( \bar{x} \) and \( \bar{y} \) are average estimated and reference fractions, respectively.

4. Results and Discussion

4.1. Spectral Characteristics

The spectra of different types of materials, including PV/NPV/BS/shadow endmembers, were collected by field-spectrum measurements (Figure 5) in order to estimate \( f_{PV} \) and \( f_{NPV} \). Bands severely affected by water vapor were abandoned, and the spectral ranges of 350–1350, 1450–1750, and 2000–2350 nm were kept. All endmember spectra were convolved to the S2, L8, and GF1 bands. The average spectral value of each endmember was taken as the adopted PV/NPV/BS/shadow spectra by way of removing the effect of endmember variability concerning temporal and spatial data (Figure 6).
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Figure 5. Spectral library of each endmember class. (a) PV; (b) NPV; (c) bare soil (BS); (d) shadow.

Figure 6. Average reflectance of selected PV, NPV, BS, and shadow endmembers, and band position of three main sensors.

Average reflectance of selected PV, NPV, BS, and shadow endmembers, and band position of three main sensors.
Figure 5 describes endmember spectra’s spatial changeability. The spectral curve of healthy PV always shows characteristics of “peak and valley”, shown in Figure 5a, the visible domain valley (blue and red at 450 and 670 nm) was mainly caused by the strong absorption of chlorophyll, and they were perceptibly different than the spectral characteristics of PV endmembers in the spectral-domain range of 750–1250 nm. Throughout the entire spectral curve, PV displayed noticeable disparities between red and near-infrared, but NPV and BS did not (Figure 5b,c). Therefore, PV could be distinguished from NPV and BS. There were clear absorption features near shortwave infrared 2100 nm for NPV, mainly due to nonstructural components such as cellulose, hemicellulose, and lignin, but did not have such absorption characteristics for BS and PV. Because there was significantly different chlorophyll content for PV and NPV, PV and NPV could be distinguished according to the red edge position. Due to the influence of NPV type, humidity, and decomposition degree, the reflectance of the VIS–NIR spectral NPV may have been higher or lower than BS. Consequently, it was difficult to make a distinction between NPV and BS. Regardless of difficulty, the spectral characteristic of the NPV in 500–900 nm and around 2100 nm was significantly distinct from BS. A bow-shaped protuberance was shown in the 500–900 nm spectral range for BS [51]. The non-cellulose element of NPV resulted in spectral-absorption features at about 2100 nm [52]. Therefore, according to the unique characteristics of each endmember, endmember spectra within the specific spectral range could effectively distinguish between PV, NPV, and BS. Shadow reflectance was almost nonexistent and consistent throughout the whole spectral curve (Figure 5d), so shadows indicated noticeable variances with the three other endmembers.

According to characteristics of the average PV–NPV–BS–shadow spectral curves (Figure 6) corresponding to bands of the S2, L8, and GF1 satellites, there were three “red edge” bands for the S2 sensor corresponding to bands 4–6, and five more NIR bands than those in the Landsat 8 in the NIR domain. Moreover, bands of S2 MSI were narrower than those corresponding to L8 OLI and GF1 WFV.

4.2. Endmember Combination Optimization

Two scenarios, PV–NPV–BS (3-EM) and PV–NPV–BS–shadow (4-EM), were compared for three sensors to estimate $f_{PV}$ and $f_{NPV}$. Results (Table 2) showed that model unmixing accuracy based on the 4-EM model was greatly improved compared to that of the 3-EM model, especially when the NSMM was utilized. Accuracy based on 4-EM was higher than that of 3-EM for model unmixing and the cross-validation of each endmember. Spectrally unmixed $f_{PV}$ and $f_{NPV}$ with 4-EM from the S2 sensor had significantly low RMSE with the reference fractions. About 1% to 5% of the unmixing RMSE was caused by the shadow effects with the LSMM, and 1% to 7% of the unmixing RMSE was caused by the shadow effects with the NSMM. In the presence of a shadow endmember, the validation RMSE for all endmembers was evidently reduced, particularly for $f_{NPV}$, where the RMSE could be reduced by more than 50%, which indicates that the shadow had a severe effect on sparse vegetation coverage estimation when spectral mixture models were employed.

This finding is consistent with Wang et al. [53–55], who indicated that shadows significantly influence multiple scattering. Although Hostert et al. reported that using a 3-4 endmember model on an original Landsat TM image does not affect fractional-cover estimates for dense vegetation [56], shadow interference is reduced considerably by treating them as independent endmembers in arid areas with the sparse vegetation. Then, the accuracy of estimated endmember fractions would be significantly improved, especially for areas existing in the notable nonlinear spectral unmixing with 7% accuracy improved and NPV endmember with more than 50% accuracy improved. Above all, shadows are an important variable background factor in arid areas. Their participation for the estimation of $f_{PV}$ and $f_{NPV}$ removes parts of interference factors with SMA for pixel unmixing.
Table 2. 3-EM and 4-EM for unmixing based on three sensors and accuracy of each endmember-coverage estimation for sensors with different spatial resolutions and applied methods. GF1_4B represents bands 1–4; L8_4B represents bands 2–5 (responding to GF1_4B); S2_4B represents bands 2–4 and 8 (responding to GF1_4B and L8_4B) composed with 10 m spatial resolution; S2_6B represents bands 2–4, 8a, 11, and 12 (responding to L8_6B), and S2_11B represents bands 2–9, 8a, 11 and 12 composed with 10 m spatial resolution.

<table>
<thead>
<tr>
<th>SMA</th>
<th>Unmixing</th>
<th>RMSE</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PV</td>
<td>NPV</td>
<td>BS</td>
<td></td>
</tr>
<tr>
<td>3-EM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1_4B</td>
<td>Linear</td>
<td>0.0117</td>
<td>0.1259</td>
<td>0.2344</td>
<td>0.1597</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0117</td>
<td>0.1260</td>
<td>0.2357</td>
<td>0.1606</td>
</tr>
<tr>
<td>L8_6B</td>
<td>Linear</td>
<td>0.0107</td>
<td>0.0954</td>
<td>0.2162</td>
<td>0.2144</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0108</td>
<td>0.0962</td>
<td>0.2190</td>
<td>0.2095</td>
</tr>
<tr>
<td>S2_11B</td>
<td>Linear</td>
<td>0.0131</td>
<td>0.0873</td>
<td>0.1468</td>
<td>0.1588</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0133</td>
<td>0.0868</td>
<td>0.1543</td>
<td>0.1667</td>
</tr>
<tr>
<td>4-EM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1_4B</td>
<td>Linear</td>
<td>0.0116</td>
<td>0.0877</td>
<td>0.1143</td>
<td>0.1226</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0116</td>
<td>0.0841</td>
<td>0.1101</td>
<td>0.1256</td>
</tr>
<tr>
<td>L8_4B</td>
<td>Linear</td>
<td>0.0095</td>
<td>0.0794</td>
<td>0.1575</td>
<td>0.165</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0095</td>
<td>0.0815</td>
<td>0.1617</td>
<td>0.158</td>
</tr>
<tr>
<td>L8_6B</td>
<td>Linear</td>
<td>0.0101</td>
<td>0.082</td>
<td>0.1041</td>
<td>0.1265</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0101</td>
<td>0.0844</td>
<td>0.1065</td>
<td>0.1282</td>
</tr>
<tr>
<td>S2_4B</td>
<td>Linear</td>
<td>0.0089</td>
<td>0.0657</td>
<td>0.0965</td>
<td>0.1207</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0088</td>
<td>0.0657</td>
<td>0.0933</td>
<td>0.1190</td>
</tr>
<tr>
<td>S2_6B</td>
<td>Linear</td>
<td>0.0094</td>
<td>0.09</td>
<td>0.0885</td>
<td>0.1379</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0093</td>
<td>0.0903</td>
<td>0.092</td>
<td>0.1396</td>
</tr>
<tr>
<td>S2_11B</td>
<td>Linear</td>
<td>0.0126</td>
<td>0.0848</td>
<td>0.0775</td>
<td>0.1281</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>0.0124</td>
<td>0.0849</td>
<td>0.0784</td>
<td>0.1281</td>
</tr>
</tbody>
</table>

4.3. Comparison between Different Sensors

The unmixing fraction images and validation scatterplots are shown in Figure 7. It can be noted that the precision of S2 was obviously higher than that of L8 and GF1, with more bands and higher spatial resolution, especially for \( f_{NPV} \) estimation. The RMSE of \( f_{PV} \) estimated by the three sensors was very similar, as was the RMSE of the \( f_{BS} \). However, according to \( R^2 \) and the scatterplot in Figure 7, we could know that each endmember coverage extracted by the Sentinel-2A sensor was closest to its measured coverage according to the cross-validation, and its coverage of each estimated endmember was the most reliable and had the best correlation, after the Landsat-8 OLI and GF1 WFV sensors.
4.3.1. Effects of Spatial Resolution

According to the sensor comparison with the four same wavebands, S2 had the lowest error, followed by GF1 and L8, which just responded to a decrease of spatial-resolution of the three sensors. The comparison of S2_6B and L8_6B showed similar results, which proves the importance of spatial resolution for the f_{PV} and f_{NPV} estimation of sparse vegetation in arid regions. The probable cause is that SMA demands spectral knowledge of each type of land surface feature, and their temporal and spatial variation. No matter which method was adopted, error rates increased with the reduction of spatial resolution since the sparse vegetation signals are prone to be covered by the soil background information [57–59]. Therefore, high resolution imagery data sets can be used to produce high accuracy f_{PV} and f_{NPV} estimation in comparison to coarse resolution data sets because the increase of vegetation proportion in each scale [60].

4.3.2. Effects of Additional Spectral Bands

With the same spatial resolution, only the four bands, six bands, and eleven bands scenes of the S2 sensor are compared in Table 2. According to the validation accuracy, the S2_4B including VIS-NIR wavebands show the best accuracy for f_{PV} and f_{BS} estimation (RMSE_{PV} = 0.0657, RMSE_{BS} = 0.1190), while S2_6B demonstrated the lowest accuracy for f_{PV} estimation in the case of two SWIR bands than S2_4B, but it is better for f_{NPV} estimation. Although the reflectance in the SWIR spectral region is important to extract litter, green canopy and soil from the SWIR-2 (2100–2400 nm) region [8]. However, the accuracy of S2_11B with two more NIR bands (one of which is NIR narrow band) and three RE bands than S2_6B was obviously improved for f_{NPV} estimation. In the study, we noticed that the VIS wavebands were significant for f_{PV} estimation, and more RE and NIR wavebands were important to improve the accuracy of NPV fractional estimation. The above conclusions were consistent with the characteristics of the PV-NPV-BS-Shadow average spectral curves (Figures 5 and 6) in that they were obviously different in the RE and NIR spectral range.
It is well-known that the red band and the red edge region are the sensitive spectral range for chlorophyll detection, and a series of bands in the red edge region with the sensors will greatly improve the monitoring of green vegetation in arid areas [58,61]. Otherwise, Li et al. have concluded that the red edge bands were better than the SWIR bands for monitoring NPV based on Landsat 8 OLI and Sentinel-2A MSI [62,63], which are consistent with our results. Except for finer spatial resolution and red edge bands, the narrower bandwidth of S2 compared to L8 and GF1 could be attributed to better performance in $f_{PV}$ and $f_{NPV}$ estimation, since narrow bands are more sensitive to changes in vegetation characteristics [61], and could diminish the impact of a bare-soil background when vegetation cover is sparse [55,64].

4.4. Effects of Nonlinear Mixture Process

Comparing NSMM with LSMM in Table 2 and Figure 8, it could be seen that the complicated nonlinear model could not acquire better results, which means that the nonlinear multiscatter process between the four endmembers was not obvious at the 10–30 m spatial scale. It is well-known that the multiscatter process is common for single desert vegetation [22,51], but could be eliminated at coarse spatial resolution (10–30 m) since desert vegetation is small and sparse [17,65,66]. In the study, the nonlinear mixture for NSMM is not obvious, there are two possible reasons:

(i) First, the canopy endmember spectra were used (including the inner multiple scattering in the canopy). Although we set the black cloth under the PV and NPV endmember canopies and shortened the distance between the top of the plants and the ASD probe, but the endmember spectra are not absolutely pure, and the multiple scattering effects of radiometric interactions within sparse and low canopies could not be eliminated. In our previous research, we learned that there was indeed a nonlinear spectral mixing effect between photosynthetic/non-photosynthetic vegetation and bare soil with the individual vegetation, the intensity of which depends on the three-dimensional structure (planophile or erectophile) of the vegetation canopy. Especially, the nonlinear spectral mixture effects were obvious for the erectophile vegetation type [51]. Thus, the canopy endmember spectra contained the nonlinear process.

(ii) Second, there are the other factors or big noise disturbing PV-NPV-BS separation in a pixel. Because NSMM was more sensitive to noise, the accuracy of NSMM dropped with increasing noise levels [53], even up to a point that LSMM performed better than NSMM for many cases [58,67]. Then, virtual-endmember-based NSMM and formed by the interactive term generally suffers more from collinearity issues compared with LSMM. The degree of collinearity increases with increasing noise, and the collinearity has contributed a large part to the error [67]. In the paper, shadows are an important variable background noise factor in arid areas in the 3-EM models, so that NSMM in the 3-EM model obviously did not perform as well as LSMM. However, unpredictable noise for sparse vegetation is still unavoidable and leads to the existence of collinearity problems, which cannot achieve the good performance of NSMM in the 4-EM model.

Although the multiple scattering is obvious on the scale of individual vegetation in our previous research [51], but as the spatial scale increases, the nonlinear multiscatter process was not obvious for
PV and NPV fractional cover estimation at the 10–30 m spatial scale in the arid area. Therefore, there are limitations to using NSMM with large-scale data in arid regions.

5. Conclusions

On the basis of field spectra, and airborne and satellite data, we analyzed the performance of the new Sentinel-2 MSI, Landsat8 OLI, and GF1 WFV sensors for the estimation of PV, NPV, and BS fractions in arid regions by the LSMM and NSMM. Our conclusions are summarized as follows: first, the Sentinel-2 sensor, with more red edge bands and higher spatial resolution, could improve accuracy to achieve \( f_{PV} \) and \( f_{NPV} \) in arid regions when compared to L8 and GF1; second, more red edge and NIR bands of S2 could greatly improve \( f_{NPV} \) estimation accuracy, a key obstacle for retrieving \( f_{NPV} \) on the basis of multispectral satellite data; third, with the same four or six bands, S2 performed better than L8 and GF1, and GF1 performed better than L8; they were mainly determined by spatial resolution. Therefore, high spatial resolution is very important for retrieving \( f_{PV} \) and \( f_{NPV} \) in arid regions when multispectral satellite data are utilized. Finally, shadow endmembers are inevitable in arid regions for satellite-based unmixing, and nonlinear mixture effects were not obvious at the 10–30 m spatial-resolution scale. Throughout the study, it was greatly helpful to improve the performance of main medium-spatial-resolution sensors in vegetation-coverage estimation.
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